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The combined effects of ideal source flow and viscous interaction on the pressure and heat-transfer distributions over hemisphere-cylinders are presented, and a comparison is made with experimental data from two of the AEDC-VKF hotshot tunnels. Ideal gas characteristics solutions for the inviscid flow field over the hemisphere-cylinders were obtained for ideal source flow fields matched to the tunnel geometry. The inviscid and viscous (laminar boundary layer) flow fields were iterated, and the resulting pressure and heat-transfer distributions were compared with the experimental data. Ideal gas analyses made at $M = 18$ predicted pressure and heat-transfer distributions over a 4-in.-diam model in the 100-in. hotshot Tunnel F, and pressure distributions for a similar model in the 50-in. hotshot Tunnel H were found in reasonably good agreement with the experimental data.
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NOMENCLATURE

Unless otherwise noted, all lengths are nondimensionalized by the nose (sphere) radius

L Length from tunnel nozzle apex to exit radius, in.
M Mach number
p Pressure, psia
p' Normal shock stagnation (pitot) pressure at M<sub>∞</sub>, psia
Pr Prandtl number
q Heat-transfer rate, Btu/ft<sup>2</sup>-sec
q(o) Stagnation heat-transfer rate, Btu/ft<sup>2</sup>-sec
R Radius normal to axis of symmetry
R<sub>eff</sub> Effective wall radius, R<sub>w</sub>(x) + δ*(n<sup>-1</sup>) cos α
R<sub>e</sub>/in. Free-stream unit Reynolds number, ρ<sub>∞</sub>u<sub>∞</sub>/μ<sub>∞</sub>
R<sub>N</sub> Nose (sphere) radius
R<sub>T</sub> Tunnel nozzle exit radius, in.
T Temperature, °K
TVC Transverse curvature
u Tangential velocity component, ft/sec
v Normal velocity component, ft/sec
$x$  Surface distance measured from the stagnation point
$y$  Distance normal to the surface
$z$  Axial distance measured from the stagnation point
$\alpha$  Angle of tangent to the surface at $x$
$\gamma$  Ratio of specific to heats
$\delta$  Total boundary-layer thickness, $u/u_e = 0.995$
$\delta^*$  Boundary-layer displacement thickness
$\eta$  Transformed coordinate normal to the wall, $\sqrt{u_e/\rho}\mu\int_0^y \rho dy$
$\theta_T$  Tunnel nozzle cone angle, deg
$\mu$  Dynamic viscosity
$\rho$  Mass density

**SUBSCRIPTS**

e  Local conditions at the edge of the boundary layer
i.w.  Inviscid wall
o  Free-stream stagnation conditions
w  Surface (wall) conditions
f  Free-stream conditions
*  Reference conditions at the sonic point on the body

**SUPERSCRIPTS**

(n)  Iteration index corresponding to the pressure distribution over the effective body $R_{\text{eff}}^{(n)}(x) = R_w(x) + \delta^*(n-1)\cos \alpha$
SECTION I
INTRODUCTION

Most hypersonic shock tunnels and hotshot-type tunnels in operation today use conical, axisymmetric nozzles. Some are equipped with contoured nozzles but almost certainly the original research done in those tunnels made use of simple conical nozzles. At $M_a \leq 10$ and/or high Reynolds numbers, the complications of viscous interaction and other second-order boundary-layer effects are usually small. However, at $M_a = 20$, the Reynolds numbers are usually sufficiently low such that second-order boundary-layer effects should be considered. The experimentalist's problem is further complicated when he tries to analyze the experimental data taken in a wind tunnel with a conical nozzle since the growth rate of the boundary layer on the nozzle wall is nonuniform. The actual (experimental) nozzle flow field deviates from an ideal source flow, and the origin of the experimental "source" flow must be determined from experimental measurements (usually pitot pressure surveys of the test section).

Much of the previous work in this area has been directed toward estimating the effects of ambient source flow effects on (inviscid) model pressures, forces, and moments. Whitfield and Norfleet (Ref. 1) applied Newtonian theory to correct the experimental pressure distribution data of Lewis (Ref. 2) taken in the AEDC-VKF 16-in. hotshot Tunnel HS1. For slender bodies with small nose bluntness, Whitfield and Norfleet found significant source flow effects on the model surface pressure and therefore on the inviscid pressure drag.

Burke and Bird (Ref. 3) considered the effects of source flow on the forces and moments of a delta wing in the Cornell Aeronautical Laboratory (CAL) reflected shock tunnel. They also applied the Newtonian theory to estimate the effects of source flow on the pressure distribution over the delta wing and found significant effects on the forces and moments, especially at high angles of attack, and on control surfaces.

Hall (Ref. 4) applied a small perturbation analysis to study the effects of source flow on sharp and blunt nosed, two-dimensional and axisymmetric slender bodies. The primary interest in that study was the effects of source flow on surface pressure distributions and shock shapes. Large effects of source flow on the pressure distributions were found especially on the sharp nosed bodies and, in the case of blunt nosed bodies, far downstream of the nose dominated region.

The present study is concerned with comparing the results of experimental measurements made in conical nozzles with theoretical predictions.
of ideal source flow with the coupled effects of the viscous boundary layer on the external, inviscid flow field and hence on the wall pressure and heat-transfer distributions. The inviscid flow field is iterated with the viscous boundary-layer solution until there is negligible change in the "effective" body geometry and thus in the pressure distribution along the wall. The effective body is obtained by adding the displacement thickness to the geometric body. The resulting "effective" body is not consistent with physical requirements since the inviscid wall boundary condition \( v_w = 0 \) is not satisfied along the displacement surface \( \delta^*(x) \). The global continuity equation is, however, satisfied if the external flow field is irrotational. In the cases studied herein, the external inviscid flow field over the body is rotational, but the effects of shock generated external vorticity are not included.

In a recent paper, Lewis and Whitfield (Ref. 5) applied the methods used in the present analysis to estimate the effects of viscous interaction and transverse curvature on the pressure and heat-transfer distributions and the zero-lift drag of a spherically blunted cone at \( M_w = 9 \) and 18 in uniform parallel flow. The details which pertain to the present analysis will be given below. Both analyses used an ideal gas \( \gamma = 1.4 \) characteristics solution and the compressible laminar boundary-layer theory of Clutter and Smith (Ref. 6). The heat-transfer distribution theory of Lees (Ref. 7) was also used in the present investigation for comparison with the theory of Clutter and Smith and the experimental results.

The purpose of the present report is to present comparisons of numerical predictions and experimental data taken in two hotshot-type wind tunnels of the AEDC-VKF: the 50- and the 100-in. hotshot tunnels (Gas Dynamic Wind Tunnels, Hypersonic (F) and (H)). The models considered were hemisphere-cylinders of 1 and 4 in. diameters and various lengths.

All inviscid flow field calculations in the present report were based on an ideal (point) source flow. It is shown below that ideal source flow substantially overestimates the Mach number gradient upon comparison with the limited experimental data available. However, since sufficient experimental data do not exist to adequately define an "effective" (experimental) origin and the flow angularity of the actual "source" flow, an ideal source flow model was used.

SECTION II
THEORETICAL CONSIDERATIONS

The theoretical model used in the present study is shown in Fig. 1. The axis of symmetry of the hemisphere-cylinder model was coincident
with the hypersonic nozzle axis of symmetry, and the origin of the ideal source flow was the apex of the divergent nozzle. The subsonic portion of the blunt body flow was obtained from a uniform parallel flow inverse solution at \( M_\infty = 18 \). The intersection of the initial line and the shock wave was located in the exit plane of the nozzle. The nozzle half-angle \( \theta_T \), exit radius \( R_T \), and length \( L \) of the three hotshot tunnel nozzles are shown on Fig. 1. The horizontal component of the free-stream Mach number at the intersection of the velocity vector from the origin of the ideal source flow to the intersection of the initial line and shock wave was taken to be 18, and the pressure at this point was assumed to be 1 atm. For calculation purposes all lengths were nondimensionalized with respect to the nose (sphere) radius of the model.

The supersonic inviscid flow field over the body was obtained from an ideal gas (\( \gamma = 1.4 \)) characteristic solution. The initial supersonic data were obtained from the uniform parallel flow inverse blunt body solution at \( M_\infty = 18 \). The boundary conditions along the wall (viz, \( v_1, w_1 = 0 \)) were unchanged from the usual parallel flow characteristic solution. The boundary conditions along the shock wave, however, were changed such that the origin of the velocity vector or ideal source flow coincided with the virtual apex of the divergent conical nozzle rather than at \( -\infty \) as in the usual parallel flow case. The results then differ from the uniform parallel flow characteristic solution only in the change of the boundary conditions at the shock wave. It was assumed that the effects of source flow on the subsonic and transonic blunt body solution were negligible.

With the conditions along the wall determined from the characteristic solution, it was then possible to do a boundary-layer solution. The recent theory of Clutter and Smith (Ref. 6) was used in the present investigation. They transform the boundary-layer partial differential equations in the \((x, y)\) plane to the \((x, \eta)\) plane under the transformations

\[ x = x \quad \text{and} \quad \eta = \sqrt{\frac{u_0}{\rho \mu x}} \int \rho \, dy \]

and solve the resulting momentum and energy equations by iteration retaining the nonsimilar and approximate transverse curvature terms.

For the calculations presented herein an ideal gas, a Prandtl number \( Pr = Pr_w = 0.71 \) (constant), and Sutherland's viscosity law were assumed. All calculations were made at \( M_\infty = 18 \) as described above and with wall-to-stagnation temperature ratio \( T_w/T_0 = 0.066 \). The ideal gas boundary-layer assumption is consistent with the inviscid flow field calculation, and comparison of equilibrium and ideal gas solutions for one-dimensional flow along the inviscid wall from stagnation conditions similar
to those in the wind tunnel have shown small differences despite the fact
that the stagnation temperatures are relatively high. The variation of
Prandtl number within the boundary layer was not known and the assump-
tion of constant Prandtl number seemed reasonable. Similarly, for the
range of temperatures and pressures in the present study, Sutherland's
viscosity law for the gas (nitrogen) viscosity is a good one. The results
of the first calculation denoted herein as the zeroth iteration yield a dis-
placement thickness distribution $\delta S^{(0)}(x)$. The effective wall was deter-
mined in the usual way by adding the displacement thickness to the
geometric wall, $R_{\text{eff}}(x) = R_{\text{w}}(x) + \delta \cos \alpha$.

For the highly cooled wall conditions considered here, the displace-
ment thickness was negative over most of the spherical nose. To obtain
the first iterated inviscid flow field solution, an approximation was
made as illustrated on Fig. 1. The curve $S(z)$ was drawn tangent to the
unit sphere at I and tangent to the effective wall as defined above at B,
and $d^2S/dz^2 < 0$ was required between I and B. With this new approxi-
mate effective wall and the original initial supersonic data, the first
iterated flow field solution was obtained. It was then possible to obtain
the second boundary-layer solution (denoted herein as the first iteration)
and thus a new $\delta S(x)$ distribution. The effective wall in the supersonic
region was obtained as before and similarly the next inviscid supersonic
solution. This procedure can be continued in principle until there is
negligible change in either $\delta S(x)$ or $p_{\text{eff}}(x) = p_{\text{w}}(x)$. Fortunately, for the
range of conditions considered herein only two iterations or three
boundary-layer calculations were required.

The present analysis makes use of numerically "exact" solutions
(viz., an inviscid ideal source flow field characteristic solution and non-
similar laminar boundary-layer solution) and is approximate in the
method of joining the inviscid-viscous solutions. Of primary interest in
the present study is the displacement effect on the pressure and heat-
transfer distributions along the surface. However, a few calculations
were made to determine the effects of transverse curvature on the heat-
transfer distribution. As Lewis and Whitfield (Ref. 5) found earlier in
the case of spherically blunted cones, the effects of transverse curvature
on the displacement thickness were negligible. Other second-order
effects, especially shock generated external vorticity, should be included
or at least approximately considered. However, at the present time,
there are difficult problems to be solved regarding the boundary condi-
tions at the outer edge of the boundary layer in the presence of both
viscous and vorticity interactions. Crude estimates show that the effects
of other second-order terms (namely, longitudinal curvature, slip, and
temperature jump) should be negligible for the conditions presented here-
in provided the boundary-layer assumption remains valid.
SECTION III
APPARATUS

3.1 WIND TUNNELS

The experimental data reported herein were obtained from the hotshot Tunnels H and F. For comparison purposes calculations are presented for the original hotshot Tunnel HS1. The hotshots are electric arc heated tunnels using nitrogen as a test gas. The gas is heated at constant volume and expanded through an axisymmetric convergent-divergent conical nozzle to the test section. These tunnels are illustrated in Fig. 2, and additional information can be found in Ref. 8. Tunnel operating conditions for the experimental data are shown in Table I, and the pressure and heat-transfer experimental data are given in Tables II and III.

3.2 MODELS, INSTRUMENTATION, AND PRECISION

Data are presented for two hemisphere-cylinder models, one 4 in. in diameter and the other 1 in. in diameter. Both models were made of aluminum in order to reduce their mass and thus minimize the sting oscillations.

The model wall temperature was essentially constant for the short duration of the test (approximately 50 msec) and was assumed to be 300°K. Therefore, the ratio of wall-to-stagnation temperature, $T_w/T_0$, varied essentially between 0.075 and 0.13 simulating the "cold wall" condition of practical interest in the hypersonic regime.

Test-section pitot pressures, model wall, and base pressures were measured with rapid response, variable reluctance pressure transducers which are described in detail in Ref. 9. Tunnel reservoir pressures were measured with strain gage-type transducers. The stagnation heat-transfer data on the hemisphere-cylinder probe used for monitoring the test-section conditions were measured with calorimeter-type transducers which use thermocouples as temperature sensors. These transducers are described in detail in Ref. 10.

The test-section heat-transfer rate on the hemisphere-cylinders and the pitot pressures were used in conjunction with the Fay-Riddell stagnation heat-transfer theory (Ref. 11) to determine the reservoir enthalpy. These data and the measured reservoir pressure were used to calculate the remaining flow conditions as described in Ref. 12. A discussion of the method of calculating reservoir conditions is given in Ref. 13.
The accuracy of the results from any high temperature test facility is, of course, a function not only of the uncertainty of the direct measurements but also of the validity of the assumptions used to obtain the test-section flow parameters. A repeatability of ±10 percent in the stagnation heat-transfer rate measured on the monitoring probes in the test section along with other random errors led to the following estimated uncertainty for the experimental data presented.

<table>
<thead>
<tr>
<th>Data</th>
<th>Uncertainty, percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure</td>
<td>±5</td>
</tr>
<tr>
<td>Heat-transfer rate</td>
<td>±10</td>
</tr>
<tr>
<td>$M_\infty$</td>
<td>±2</td>
</tr>
<tr>
<td>$Re_\infty$/in.</td>
<td>±15</td>
</tr>
</tbody>
</table>

**SECTION IV
RESULTS AND DISCUSSION**

Before presenting the results of comparison of experiment and prediction for the pressure and heat-transfer distributions, a comparison of ideal source flow and experimental axial Mach number gradient for the hotshot tunnels is given below.

**AXIAL MACH NUMBER GRADIENT PER FOOT**

<table>
<thead>
<tr>
<th>Source</th>
<th>Ideal Source Flow</th>
<th>Experimental</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tunnel F</td>
<td>0.114</td>
<td>0.064</td>
<td>Ball (Ref. 14)</td>
</tr>
<tr>
<td>Tunnel H</td>
<td>0.308</td>
<td>0.240</td>
<td>Whitfield and Norfleet (Ref. 1)</td>
</tr>
<tr>
<td>Tunnel HS1</td>
<td>0.962</td>
<td>0.8</td>
<td>Unpublished Data</td>
</tr>
</tbody>
</table>

The experimental data for Tunnels F and HS1 were obtained from axial pitot pressure surveys, whereas the experimental value for the Tunnel H was obtained from a source flow correction of experimental data as obtained by Whitfield and Norfleet (Ref. 1). The ideal source flow is seen to substantially overpredict the gradient as might be expected since the nozzle wall boundary layer longitudinally turns the inviscid core flow and thus reduces the source flow effect. The ideal source flow gradient is in agreement with the formula given by Hall (Ref. 4) for the same effect.

The effects of ideal source flow on the pressure distribution over the 4-in.-diam hemisphere-cylinder in the three hotshot tunnels are shown.
in Fig. 3. For comparison, a uniform parallel flow solution at \( M_a = 18 \) is also shown. As expected, the source flow effects are large in Tunnel HS1 (about 20 percent). As the tunnel size increases, the effects decrease until in Tunnel F the effects are very small (about 2 percent). As mentioned previously, all calculations were based on the model being on the tunnel centerline. However, if the model were placed off the tunnel axis the source flow effects would be significant even in Tunnel F.

The effects of viscous interaction and ideal source flow in Tunnel H are shown on Fig. 4 where again for comparison the uniform parallel flow solution is also shown. It is interesting to note that for this particular calculation the reduction in the pressure distribution due to source flow is almost equal to the viscous induced pressure increment.

The effects of iteration on the boundary-layer and inviscid flow field solutions are shown on Fig. 5. The calculation shown here, which is typical of the calculations presented, shows small differences between the first and second iteration. It should be noted that the zeroth and first iterations bound the variation of the displacement thickness since the pressure or Reynolds number is minimum and maximum, respectively, for those two iterations.

### 4.1 Pressure Distributions

Figure 6 shows the results for the ideal source flow calculations for a 1-in. and 4-in.-diam model in Tunnel F. As might be expected, the scale difference for the two models has small effect on the ideal source flow pressure distribution. However, when the ideal source flow solution is combined with the viscous interaction calculation, there are significant differences. Figure 7a shows the ideal source flow calculation zeroth iteration for the 4-in.-diam model in Tunnel F. Also shown is the viscous induced pressure increment for the 1-in. and 4-in.-diam models where the increment for the 1-in.-diam model is roughly twice that of the 4-in. model. Experimental data taken on a 4-in.-diam model in Tunnel F are also shown. The numerical solution underestimates the mean of the experimental pressure distribution over the cylinder by approximately 5 percent. As previously mentioned, the ideal source flow gradient is approximately twice the experimental gradient in Tunnel F. Therefore, the numerical solution based on the experimental "source flow" would lie between curves based on parallel and ideal source flow. Although this only represents about a 2 percent increase in the prediction in Fig. 7a, it would improve the comparison with the experimental data.
Similar results are shown for Tunnel H in Fig. 7b. The trends in the numerical solutions and the viscous induced pressure increment are similar to those in Tunnel F. Again, comparisons are made with available experimental data for the 4-in. model and also two data points for a 1-in. -diam hemisphere-cylinder. It is evident that, compared with the inviscid, source flow solution, apparent viscous effects on the 1-in. -diam model are large, amounting to over 35 percent at \( x = 2.17 \). When viscous effects are taken into account, the discrepancy is reduced to 7 percent. Although viscous effects are much smaller in the case of the 4-in. -diam model, again a much better agreement is obtained with the boundary-layer iterated solutions.

4.2 HEAT-TRANSFER DISTRIBUTIONS

Heat-transfer calculations were made based on the combined ideal source flow and viscous interaction pressure distribution results. The results of those calculations are compared with experimental data taken in Tunnel F, and the results are shown on Fig. 8. The numerical results based on Lees' theory (Ref. 7) and the second iteration pressure distribution and experimentally measured pressure distribution are shown compared with the Clutter and Smith calculation with and without transverse curvature (TVC). Lees' theory based on the combined source flow and viscous interaction pressure distribution and also on the experimental pressure distribution is seen to be in good agreement with the experimental data. The Clutter and Smith calculations, both with and without transverse curvature, also overestimate the experimental data. The effects of transverse curvature on the heat-transfer distribution over the cylinder are approximately 12 percent, whereas the effects of transverse curvature on the displacement thickness (and thus pressure distribution) were found to be negligible.

SECTION V
CONCLUDING REMARKS

The ideal gas \((\gamma = 1.4)\) viscous boundary-layer theory of Clutter and Smith was iterated with an ideal source flow characteristic solution corresponding to the geometry of two hotshot tunnels, and comparisons were made with experimental data taken in those tunnels. The following results were obtained:

1. The present analysis of the combined effects of ideal source flow and viscous interaction underestimated the mean of the experimental pressure distribution on a 4-in. -diam model in the Tunnel F by approximately 5 percent. The prediction also overestimated the mean of the experimental heat-transfer distribution
data by approximately 3 percent. The trends were, however, well predicted, and the differences were approximately constant over the cylindrical portion of the model.

2. Similar calculations and comparisons of the pressure distribution in Tunnel H on the same 4-in.-diam model indicate reasonable agreement between the predicted and experimental pressure distribution.

3. Tunnel H results presented here indicate strong effects of source flow with compensatingly strong effects of viscous induced pressure. In some cases the results of the source flow and viscous interaction were seen to tend to cancel each other and thus predict a combined effect which was in reasonably good agreement with (inviscid) uniform parallel flow.

These results indicate that the experimentalist should exert caution when performing experiments in conical hypersonic nozzles, particularly when the nozzle half-angles are large and the Mach numbers are high. In any event, account of the combined effects of source flow and viscous interaction should be taken although in the present study both effects are only approximately treated. Also, other second-order effects including transverse curvature and vorticity interaction as they affect the pressure and heat-transfer distributions over slender blunted bodies should be considered further.
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Fig. 1 Hemisphere-Cylinder in Ideal Source Flow
a. Tunnel HS1

b. Tunnel H

c. Tunnel F

Fig. 2 AEDC-VKF Hotshot Tunnels
Fig. 3 Inviscid Surface Pressure Distributions over a 4-in.-diam Hemisphere-Cylinder at $M_{\infty} = 18$
Numerical Results
4-in. -diam Hemisphere-Cylinder
Inviscid Flow Field Re_a\/in.

- Ideal Source 14,000
- Parallel \( \infty \)
- Ideal Source \( \infty \)

Fig. 4 The Combined Effects of Viscous Interaction and Ideal Source Flow on the Pressure Distribution in Tunnel H
Ideal Source Flow ($\gamma = 1.4$)

$M_\infty = 18$

$T_w/T_0 = 0.066$

$Re_\infty/\text{in.} = 14,000$

Fig. 5 The Effects of Iteration on the Displacement Thickness over a 4-in.-diam Hemisphere-Cylinder in Tunnel F
Fig. 6 Scale Effects on Surface Pressure Distribution
In Ideal Source Flow in Tunnel F
**Numerical Results**

Ideal Source Flow, $M_\infty = 18$, $T_W/T_0 = 0.066$

<table>
<thead>
<tr>
<th>Model Diam, in.</th>
<th>Re$_\infty$/in.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14,000</td>
</tr>
<tr>
<td>4</td>
<td>14,000</td>
</tr>
<tr>
<td>$\infty$</td>
<td>$\infty$</td>
</tr>
</tbody>
</table>

**Experimental Data**

<table>
<thead>
<tr>
<th>Model Diam, In.</th>
<th>$M_\infty$</th>
<th>Re$_\infty$/in.</th>
<th>$T_W/T_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>$\sim 19$</td>
<td>$7500 - 26,000$</td>
<td>$\sim 0.077 - 0.12$</td>
</tr>
</tbody>
</table>

---

Fig. 7 Comparison of Predicted and Experimental Pressure Distributions
Numerical Results
Ideal Source Flow, $M_\infty = 18$, $T_W/T_0 = 0.066$

<table>
<thead>
<tr>
<th>Model Diam, in.</th>
<th>Re$_{\infty}$/in.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14,000</td>
</tr>
<tr>
<td>4</td>
<td>14,000</td>
</tr>
<tr>
<td>$\infty$</td>
<td></td>
</tr>
</tbody>
</table>

Tunnel H Experimental Data

<table>
<thead>
<tr>
<th>Model Diam, in.</th>
<th>$M_\infty$</th>
<th>Re$_{\infty}$/in.</th>
<th>$T_W/T_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>$\sim 19$</td>
<td>$4400 \sim 14,000$</td>
<td>$-0.062 \sim 0.10$</td>
</tr>
<tr>
<td>1</td>
<td>$\sim 19$</td>
<td>$13,300$</td>
<td>$-0.10$</td>
</tr>
</tbody>
</table>

Fig. 7 Concluded
Fig. 8 Comparison of Predicted and Experimental Heat-Transfer Distribution over a 4-in.-diam Model in Tunnel F
### TABLE I
TUNNEL CONDITIONS

#### a. Tunnel F

<table>
<thead>
<tr>
<th>Run</th>
<th>$p_o$</th>
<th>$T_o$</th>
<th>$p_\infty$</th>
<th>$u_\infty$</th>
<th>$M_\infty$</th>
<th>Re$_\infty$/in.</th>
</tr>
</thead>
<tbody>
<tr>
<td>723</td>
<td>7210</td>
<td>3440</td>
<td>0.00101</td>
<td>9,490</td>
<td>19.8</td>
<td>9,520</td>
</tr>
<tr>
<td>724</td>
<td>6810</td>
<td>3920</td>
<td>0.00116</td>
<td>10,170</td>
<td>19.0</td>
<td>7,480</td>
</tr>
<tr>
<td>725</td>
<td>7000</td>
<td>3730</td>
<td>0.00108</td>
<td>9,900</td>
<td>19.3</td>
<td>8,200</td>
</tr>
<tr>
<td>726</td>
<td>7360</td>
<td>2980</td>
<td>0.00105</td>
<td>8,790</td>
<td>20.1</td>
<td>13,120</td>
</tr>
<tr>
<td>727</td>
<td>7080</td>
<td>3750</td>
<td>0.00112</td>
<td>9,930</td>
<td>19.3</td>
<td>8,300</td>
</tr>
<tr>
<td>728</td>
<td>8170</td>
<td>2780</td>
<td>0.00250</td>
<td>8,470</td>
<td>18.1</td>
<td>23,170</td>
</tr>
<tr>
<td>729</td>
<td>8140</td>
<td>2630</td>
<td>0.00250</td>
<td>8,220</td>
<td>18.2</td>
<td>25,830</td>
</tr>
</tbody>
</table>

#### b. Tunnel H

<table>
<thead>
<tr>
<th>Run</th>
<th>$p_o$</th>
<th>$T_o$</th>
<th>$p_\infty$</th>
<th>$u_\infty$</th>
<th>$M_\infty$</th>
<th>Re$_\infty$/in.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1431</td>
<td>6950</td>
<td>3040</td>
<td>0.00140</td>
<td>8,900</td>
<td>19.0</td>
<td>13,500</td>
</tr>
<tr>
<td>1432</td>
<td>6720</td>
<td>3570</td>
<td>0.00130</td>
<td>9,700</td>
<td>18.8</td>
<td>13,000</td>
</tr>
<tr>
<td>1456</td>
<td>7100</td>
<td>3960</td>
<td>0.00159</td>
<td>10,300</td>
<td>18.2</td>
<td>8,450</td>
</tr>
<tr>
<td>1457</td>
<td>6080</td>
<td>4600</td>
<td>0.00050</td>
<td>11,100</td>
<td>20.8</td>
<td>3,550</td>
</tr>
<tr>
<td>1458</td>
<td>7080</td>
<td>4740</td>
<td>0.00057</td>
<td>11,300</td>
<td>20.8</td>
<td>4,370</td>
</tr>
<tr>
<td>1459</td>
<td>8010</td>
<td>3700</td>
<td>0.00150</td>
<td>9,930</td>
<td>18.8</td>
<td>9,930</td>
</tr>
<tr>
<td>1460</td>
<td>8250</td>
<td>4880</td>
<td>0.00175</td>
<td>11,500</td>
<td>18.0</td>
<td>6,300</td>
</tr>
<tr>
<td>1461</td>
<td>6760</td>
<td>3970</td>
<td>0.00055</td>
<td>10,200</td>
<td>20.8</td>
<td>5,410</td>
</tr>
<tr>
<td>1462</td>
<td>7550</td>
<td>3630</td>
<td>0.00161</td>
<td>9,780</td>
<td>18.5</td>
<td>9,900</td>
</tr>
<tr>
<td>1463</td>
<td>8560</td>
<td>3660</td>
<td>0.00181</td>
<td>9,820</td>
<td>18.5</td>
<td>11,600</td>
</tr>
<tr>
<td>1464</td>
<td>7390</td>
<td>3070</td>
<td>0.00142</td>
<td>8,940</td>
<td>19.1</td>
<td>13,800</td>
</tr>
<tr>
<td>1465</td>
<td>6460</td>
<td>3440</td>
<td>0.00152</td>
<td>9,500</td>
<td>18.3</td>
<td>10,400</td>
</tr>
</tbody>
</table>
### TABLE II
TUNNEL F 4-IN.-DIAM MODEL EXPERIMENTAL DATA

**a. Pressure Data, \( P/P_0 \)**

<table>
<thead>
<tr>
<th>Run</th>
<th>( x )</th>
<th>0.524</th>
<th>0.873</th>
<th>1.57</th>
<th>1.82</th>
<th>2.32</th>
<th>2.82</th>
<th>3.32</th>
<th>( P_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>723</td>
<td>0.714</td>
<td>0.378</td>
<td>0.0478</td>
<td>0.0400</td>
<td>0.0329</td>
<td>0.0294</td>
<td>0.0253</td>
<td>0.540</td>
<td></td>
</tr>
<tr>
<td>724</td>
<td>0.719</td>
<td>0.383</td>
<td>0.0481</td>
<td>0.0400</td>
<td>0.0325</td>
<td>0.0288</td>
<td>0.0264</td>
<td>0.534</td>
<td></td>
</tr>
<tr>
<td>725</td>
<td>0.746</td>
<td>0.393</td>
<td>0.0496</td>
<td>0.0415</td>
<td>0.0342</td>
<td>0.0301</td>
<td>0.0273</td>
<td>0.525</td>
<td></td>
</tr>
<tr>
<td>726</td>
<td>0.711</td>
<td>0.379</td>
<td>0.0468</td>
<td>0.0394</td>
<td>0.0320</td>
<td>0.0281</td>
<td>0.0251</td>
<td>0.609</td>
<td></td>
</tr>
<tr>
<td>727</td>
<td>0.706</td>
<td>0.368</td>
<td>0.0466</td>
<td>0.0396</td>
<td>0.0298</td>
<td>0.0260</td>
<td>0.563</td>
<td></td>
<td></td>
</tr>
<tr>
<td>728</td>
<td>0.715</td>
<td>0.0443</td>
<td>0.0382</td>
<td>0.0322</td>
<td>0.0294</td>
<td>0.0262</td>
<td>1.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>729</td>
<td>0.748</td>
<td>0.0462</td>
<td>0.0394</td>
<td>0.0322</td>
<td>0.0294</td>
<td>0.0262</td>
<td>1.04</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**b. Heat-Transfer Data, \( \dot{q}/\dot{q}_0 \)**

<table>
<thead>
<tr>
<th>Run</th>
<th>( x )</th>
<th>0.524</th>
<th>0.873</th>
<th>1.57</th>
<th>1.82</th>
<th>2.32</th>
<th>2.82</th>
<th>3.32</th>
<th>( \dot{q}(0) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>723</td>
<td>0.786</td>
<td>0.486</td>
<td>0.0767</td>
<td>0.0584</td>
<td>0.0488</td>
<td>0.0413</td>
<td></td>
<td></td>
<td>34.4</td>
</tr>
<tr>
<td>724</td>
<td>0.796</td>
<td>0.494</td>
<td>0.0734</td>
<td>0.0564</td>
<td>0.0468</td>
<td>0.0398</td>
<td></td>
<td></td>
<td>41.7</td>
</tr>
<tr>
<td>725</td>
<td>0.791</td>
<td>0.484</td>
<td>0.0736</td>
<td>0.0531</td>
<td>0.0464</td>
<td>0.0383</td>
<td>0.0358</td>
<td></td>
<td>38.6</td>
</tr>
<tr>
<td>726</td>
<td>0.759</td>
<td>0.503</td>
<td>0.0744</td>
<td>0.0571</td>
<td>0.0470</td>
<td>0.0406</td>
<td>0.0345</td>
<td></td>
<td>29.5</td>
</tr>
<tr>
<td>727</td>
<td>0.791</td>
<td>0.484</td>
<td>0.0798</td>
<td>0.0609</td>
<td>0.0510</td>
<td>0.0421</td>
<td>0.0376</td>
<td></td>
<td>39.4</td>
</tr>
<tr>
<td>728</td>
<td>0.787</td>
<td>0.485</td>
<td>0.0773</td>
<td>0.0579</td>
<td>0.0501</td>
<td>0.0397</td>
<td>0.0373</td>
<td></td>
<td>37.5</td>
</tr>
<tr>
<td>729</td>
<td>0.771</td>
<td>0.495</td>
<td>0.0782</td>
<td>0.0556</td>
<td>0.0478</td>
<td>0.0370</td>
<td>0.0362</td>
<td></td>
<td>34.9</td>
</tr>
</tbody>
</table>
### TABLE III
**TUNNEL H EXPERIMENTAL DATA**

**a. 4-in.-diam Model Pressure Data, \( P/P_o' \)**

<table>
<thead>
<tr>
<th>Run</th>
<th>0.262</th>
<th>0.524</th>
<th>0.889</th>
<th>1.22</th>
<th>1.57</th>
<th>1.82</th>
<th>2.32</th>
<th>2.82</th>
<th>3.32</th>
<th>( P_o' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1456</td>
<td>0.965</td>
<td>0.762</td>
<td>0.386</td>
<td>0.155</td>
<td>0.0437</td>
<td>0.0389</td>
<td>0.0328</td>
<td>0.0269</td>
<td>0.0243</td>
<td>0.695</td>
</tr>
<tr>
<td>1457</td>
<td>0.890</td>
<td>0.716</td>
<td>0.390</td>
<td>0.162</td>
<td>0.0492</td>
<td>0.0398</td>
<td>0.0334</td>
<td>0.0254</td>
<td>0.0227</td>
<td>0.284</td>
</tr>
<tr>
<td>1458</td>
<td>0.935</td>
<td>0.720</td>
<td>0.398</td>
<td>0.162</td>
<td>0.0484</td>
<td>0.0398</td>
<td>0.0330</td>
<td>0.0249</td>
<td>0.0239</td>
<td>0.349</td>
</tr>
<tr>
<td>1459</td>
<td>0.928</td>
<td>0.693</td>
<td>0.366</td>
<td>0.140</td>
<td>0.0416</td>
<td>0.0341</td>
<td>0.0309</td>
<td>0.0247</td>
<td>0.0229</td>
<td>0.756</td>
</tr>
<tr>
<td>1460</td>
<td>0.926</td>
<td>0.715</td>
<td>0.378</td>
<td>0.150</td>
<td>0.0428</td>
<td>0.0368</td>
<td>0.0328</td>
<td>0.0260</td>
<td>0.0237</td>
<td>0.787</td>
</tr>
<tr>
<td>1461</td>
<td>0.962</td>
<td>0.689</td>
<td>0.400</td>
<td>0.155</td>
<td>0.0492</td>
<td>0.0378</td>
<td>0.0324</td>
<td>0.0241</td>
<td>0.0223</td>
<td>0.330</td>
</tr>
<tr>
<td>1462</td>
<td>0.962</td>
<td>0.700</td>
<td>0.398</td>
<td>0.151</td>
<td>0.0445</td>
<td>0.0350</td>
<td>0.0324</td>
<td>0.0249</td>
<td>0.0231</td>
<td>0.744</td>
</tr>
<tr>
<td>1463</td>
<td>0.985</td>
<td>0.785</td>
<td>0.431</td>
<td>0.156</td>
<td>0.0461</td>
<td>0.0379</td>
<td>0.0329</td>
<td>0.0256</td>
<td>0.0248</td>
<td>0.775</td>
</tr>
<tr>
<td>1464</td>
<td>0.980</td>
<td>0.734</td>
<td>0.406</td>
<td>0.157</td>
<td>0.0437</td>
<td>0.0357</td>
<td>0.0327</td>
<td>0.0254</td>
<td>0.0238</td>
<td>0.708</td>
</tr>
<tr>
<td>1465</td>
<td>0.980</td>
<td>0.680</td>
<td>0.392</td>
<td>0.147</td>
<td>0.0427</td>
<td>0.0348</td>
<td>0.0294</td>
<td>0.0245</td>
<td>0.0226</td>
<td>0.734</td>
</tr>
</tbody>
</table>

**b. 1-in.-diam Model Pressure Data, \( P/P_o \)**

<table>
<thead>
<tr>
<th>Run</th>
<th>( x )</th>
<th>( P_o' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1431</td>
<td>0.0385</td>
<td>0.634</td>
</tr>
<tr>
<td>1432</td>
<td>0.0384</td>
<td>0.607</td>
</tr>
</tbody>
</table>
The combined effects of ideal source flow and viscous interaction on the pressure and heat-transfer distributions over hemisphere-cylinders are presented, and a comparison is made with experimental data from two of the AEDC-VKF hotshot tunnels. Ideal gas characteristics solutions for the inviscid flow field over the hemisphere-cylinders were obtained for ideal source flow fields matched to the tunnel geometry. The inviscid and viscous (laminar boundary layer) flow fields were iterated, and the resulting pressure and heat-transfer distributions were compared with the experimental data. Ideal gas analyses made at $M_o = 18$ predicted pressure and heat-transfer distributions over a 4-in.-diam model in the 100-in. hotshot Tunnel F, and pressure distributions for a similar model in the 50-in. hotshot Tunnel H were found in reasonably good agreement with the experimental data.
KEY WORDS

cylinders
pressure
heat transfer
wind tunnels
hypersonic flow

UNCLASSIFIED
Security Classification

14. KEY WORDS

<table>
<thead>
<tr>
<th>LINK A</th>
<th>LINK B</th>
<th>LINK C</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROlE</td>
<td>WT</td>
<td>ROLE</td>
</tr>
</tbody>
</table>

INSTRUCTIONS

1. ORIGINATING ACTIVITY: Enter the name and address of the contractor, subcontractor, grantee, Department of Defense activity or other organization (corporate author) issuing the report.

2a. REPORT SECURITY CLASSIFICATION: Enter the overall security classification of the report. Indicate whether "Restricted Data" is included. Marking is to be in accordance with appropriate security regulations.

2b. GROUP: Automatic downgrading is specified in DoD Directive 5200.10 and Armed Forces Industrial Manual. Enter the group number. Also, when applicable, show that optional markings have been used for Group 3 and Group 4 as authorized.

3. REPORT TITLE: Enter the complete report title in all capital letters. Titles in all cases should be unclassified. If a meaningful title cannot be selected without classification, show title classification in all capitals immediately following the title.

4. DESCRIPTIVE NOTES: If appropriate, enter the type of report, e.g., interim, progress, summary, annual, or final. Give the inclusive dates when a specific reporting period is covered.

5. AUTHOR(S): Enter the name(s) of author(s) as shown on or in the report. Use last name, first name, middle initial. If military, show rank and branch of service. The name of the principal author is an absolute minimum requirement.

6. REPORT DATE: Enter the date of the report as day, month, year. If more than one date appears on the report, use date of publication.

7a. TOTAL NUMBER OF PAGES: The total page count should follow normal pagination procedures, i.e., enter the number of pages containing information.

7b. NUMBER OF REFERENCES: Enter the total number of references cited in the report.

8a. CONTRACT OR GRANT NUMBER: If appropriate, enter the applicable number of the contract or grant under which the report was written.

8b, 8c, & 8d. PROJECT NUMBER: Enter the appropriate military department identification, such as project number, subproject number, system number, task number, etc.

9a. ORIGINATOR'S REPORT NUMBER(S): Enter the official report number by which the document will be identified and controlled by the originating activity. This number must be unique to this report.

9b. OTHER REPORT NUMBER(S): If the report has been assigned any other report numbers (either by the originator or by the sponsor), also enter this number(s).

10. AVAILABILITY/LIMITATION NOTICES: Enter any limitations on further dissemination of the report, other than those imposed by security classification, using standard statements such as:

(1) "Qualified requesters may obtain copies of this report from DDC."
(2) "Foreign announcement and dissemination of this report by DDC is not authorized."
(3) "U. S. Government agencies may obtain copies of this report directly from DDC. Other qualified DDC users shall request through"
(4) "U. S. military agencies may obtain copies of this report directly from DDC. Other qualified users shall request through"
(5) "All distribution of this report is controlled. Qualified DDC users shall request through"

If the report has been furnished to the Office of Technical Services, Department of Commerce, for sale to the public, indicate this fact and enter the price, if known.

11. SUPPLEMENTARY NOTES: Use for additional explanatory notes.

12. SPONSORS MILITARY ACTIVITY: Enter the name of the departmental project office or laboratory sponsoring (paying for) the research and development. Include address.

13. ABSTRACT: Enter an abstract giving a brief and factual summary of the document indicative of the report, even though it may also appear elsewhere in the body of the technical report. If additional space is required, a continuation sheet shall be attached.

It is highly desirable that the abstract of classified reports be unclassified. Each paragraph of the abstract shall end with an indication of the military security classification of the information in the paragraph, represented as (TS), (S), (C), or (U).

There is no limitation on the length of the abstract. However, the suggested length is from 150 to 225 words.

14. KEY WORDS: Key words are technically meaningful terms or short phrases that characterize a report and may be used as index entries for cataloging the report. Key words must be selected so that no security classification is required. Identifiers, such as equipment model designation, trade name, military project code name, geographic location, may be used as key words but will be followed by an indication of technical context. The assignment of links, rules, and weights is optional.