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FOREWORD

This is Volume 1 of the final report of Task Group IV of the Weapon

System Effectiveness Industry Advisory Committee (WSEIAC). It is sab-
mitted to the Commander, AFSC in partial fulfillment of Task Group IV

objectives cited in the committee Charter. The final report is contained in

three separate volumes:

Volume I presents a summary of the principles of cost-

effectiveness analysis, conclusions and recommendations.

Volume II contains a discussion of the specific tasks

required to conduct a cost-effectiveness analysis,

emphasizing procedural and analytical techniques.

Volume III consists of a technical supplement illustrating

some of the methodology appropriate to cost-effectiveness

analysis.
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WSEIAC CHARTER

In order that this report of Task Group IV may be studied in context
with the entire committee effort, the purpose and task group objectives as

stated in the WSEIAC Charter are listed below:

Purpose

The purpose of the Weapon System Effectiveness Industry Advisory
Committee is to provide technical guidance and assistance to AFSC in the
development of a technique to apprise management of current and predicted

weapon system effectiveness at all phases of weapon system life.

Task Group Objectives

Task Group I - Review present procedures being used to establish system
effectiveness requirements and recommend a method .Jor arriving at require-

ments that are mission responsive.

Task Group II - Review existing documents and recommend uniform methods

and procedures to be applied in predicting and measuring systems effective-

ness during all phases of a weapon system program.

Task Group III - Review format and engineering data content of existing

system effectiveness reports and recommend unifcrm procedures for
periodically reporting weapon system status to assist all levels »f manage-

ment in arriving at program decisions.

Task Group IV - Develop a basic set of instructions and procedures for

conducting an analysis for system optimization considering effectiveness,

time schedules, and funding.

Task Group V - Review current policies and procedures of other Air Force
commands and develop a framework for standardizing management visibility

procedures throughout all Air For<e cornmands.




ABSTRACT

This report discusses the philosophy of cost-effectiveness and techniques
for trade-off and optimization studies, It lists and discusses twelve tasks
necessary to perform a cost-effectiveness analysis. A methodology is out-
lined for identifying and standardizing cost and effectiveness factors.
Descriptive analytical models for cost-effectiveness are provided, including
discussion of their sensitivity and validity. One section defines and dis-
cusses risk and uncertainty and their effect on the decision making process.
Included is an extensive bibliography on cost-effectiveness. Examnples of
some of the techniques are covered in detail in a "Technical Supplement,"
which is Volumne III of this final report of Task Group IV. Abstracts of
these examples will be found in Appendix 1 of this report. Appendix II of
this report illustrates a technique for cost-effectivencss optimnization in the
Definition Phase wher there is a relative dearth of data, program objectives

are fixed, and systern effectiveness is unconstrained.
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SECTION 1
INTRODUCTION

A major managem=nt goal throughout the life cycle of a system -- from
the Conceptual Phase through the Opsrational Phase -- is to exercise
management control for the purposes of szlecting. developing, and using
systems in an optimum manner. The process by which management is
provided inputs for these types of decisions has been cornmonly called cost-

effectiveness analysis,

Effectiveness is a measure of the capability of the system to accomplish
the mission objectives, Cost-effectiveness studies are concerned with
achieving a combination of resource-use and attained effectiveness that ia
best according to a selected criterion. Resource-use represents the ex-
penditure of dollars, manpower, material, time, etc., required for the
development, operation, and support of a system, We shall interpret such
studies as an attempt to quantify how much it costs to achieve a certain

effectivencss in order to select among a set of alternatives.

There is a recognized need for such studies. The enormous respon-
sibility of the Department of Delense and the military services for main-
taining a sirong posture involves consicerable expenditure cf national
resources, This is clearly evidenced by the proportion of the federal
budget now allocated to defense. It is thus mandatory that the military
authorities cxercise maximum control in their planning, procurement,
and operational activities in order tc minimize the burden placed on the

economy without any sacrifice in over-all defenre goals.

Cost-effectiveness analysis is not nev:. It han been a part of military
planning for some time, but the complexity of the military tasks now
require a multidisciplinary apprcach. The major utility of cost-effectiveness
analysis is to provide management with the necessary information for

decision making purposes utilizing all the available knowledge and data in




as efficient and complete a manner as is possible. Consequently, a demand ‘
has been created for improved analytical methods, better and more complete
data, expanded computational capacity, etc., which has improved and will
continue to improve management's capability for making good decisions.

A. LEVELS OF COST-EFFECTIVENESS ANALYSES

There are several decision making levels at which a cost-effectiveness
analysis can be meaningfully applied, and these roughly correspond to the
phases during system development. One level for application is at the
Required Operational Capability (ROC) level, formerly called the General
Operational Requirement (GOR) phase. The ROC establishes a spectrum of
objectives or missions. By considering over-all defense goals, the geo-
political and environmental factors, and the economic and technological
capabilities, a particular mission or objective is selected. This level of
application is generally coordinated at the DOD level.

After mission requirements are set at the Specific Operationa!
Requirements (SOR) phase, there exists the need for selecting alternate or
competing systems. Application of cost-effectiveness analysis at this level
is primarily the responsibility of the military or procuring agencies.

A third levei of application occurs during the development and opera-
tion of the weapon system. This level of application furnishes information
for optimal use of resources within the constraints of mission and system

requirements.

4+ a simple example of these levels, the first would be concerned with
such problems as optimum force mix; e.g., expanded bomber-force size
versus expanded missile-force sire. The second level would be concerned
with such combinatorial choices as pertain within a claes of systems; e.g.,
within missile systems we may examine liquid versus solid fuel, tandem
versus parallel stages, or soft versrus hardened sites. The third level
would be concerned with more detailed decisions within a given system con-
figuration; e.g., for a missile one might ¢valuate pressurized or pump-fed
propellant loading systems, various stage diameters, various area ratios

of engine nozzles, checkout and monitoring procedures, and the like.




This report is concerned primarily with the third level of analyais, and
to a lesser extent with the second level, in presenting and illustrating the

concepts, methods, znd procedures of cost-effectiveness analysis,

B. GENERAL CONCEPTS

To introduce the general concepts of a cost-effectiveness analysis, we
shall interpret such analysis in the simplest of terms -- namely, the attempt
to quantify how much it costs to achieve a certain effectiveness in order to
select among a set of alternatives. Cost is used to represent the amount of
resource expenditure, and effectiveness is a measure cf the system ability
to accomplish its mission objectives,

The general approach for making such decisions consists of the
following steps:

(1) Define criterion for selection

(2) Generate alternatives that satisfy operational requirements
and constraints

(3) Compute resultant values of cost and effectiveness for each
alternative

(4) Evaluate results witk respect to the decision criterion.

Each of these major steps is discussed in detail in the report. It is
worthwhile, however, to set the stage for such discussions in this intro-

duction.

The criterion for selection must be one that is mission responsive;
that is, it must answer the right question. Essentially, the criterion 1s
based on maximizing effectiveness for a given cost or, conversely, mini-
mizing cost for a given level of effectiveness., The criterion, however,
must also define the level of analysis as Jiscussed previously in this intro-
duction and also the scope of the analysis in terms of resource, system,
operational and support constra.nts. Thus, the four basic criteria listed
above may evolve into a critericn such as one to maximize effectivenese per
dollar, provided cffectiveness is greater than E* ind cost iz less than C*

(where E* and C* refer to specific limiting values),




In generating acceptable alternatives, identification of all variable and
fixed factors and their cocis is required. In addition, the elements of risk
and uncertainty as related to these factors and costs and the analysis of
effects on other programs must also be coneidered. Such factors as avail-
ability of appropriate data, computational capacity, and restraints in time
and effort available for the analysis will play important roles in this phare,
A generated alternative is then an acceptable combdination of the selected
factors with associated risk and uncertainty clements.

Measures of cost and effectiveness for each design alternative must
then be computed. The form these measures take is related to the decision
criterion., For effectiveness, the measure can range from a simple proba-
bility numeric, to an expected value, to the complete distribution of some
over-all performance characteristic. The effectiveness model is based on
sub-models for reliability, maintainability, and performance. These in
turn are bascd on the variable and fixed factors to be considered such as
failure and repair distributions, internal stresses, environment, and design
integration.

The cost measure must be one that can treat the major types of resource
expenditur:s on some common basis. Sub-models are required for develop-
ment costs, operating costs, and support costs both in terms of dollars and
schedules, In addition, the burden a particular alternative places on other
systems and objectives must be evaluated for a complete cost model.

The integration of the separate cost and effectiveness models into a
single cost-effectiveness model provides the basis for decisions. It is at
this stage where optimization theory becomes applicable, invciving such
disciplines as mathematical programming, stochastic process theory, cal-

culus of variations, econometrics, ind decision theory.

All of the above models must satisfy characteristics related to adequacy,
representativeness, consistency, sensitivity, plausibility, criticality, work-
ability, and suitability. These characteristics cre discussed more fully in
later sections. In applying the model, it must be emphasized that results

of the uptimization process can only indicate the best decision within the




simplifications, assumptions, restrictions and omission that were required
to circumvernt such problems as uncartainties, nonquantifiable facters, and
inadequate data, time or computational capacity.

Thus, the cost-effectiveness analysis will usually yield only partial
analytic solutions. However, the framework for a final decision is provided.
The cost-effectiveness analysis has reduced the guess work and intuitive
estimates of cost and effectiveness, but the initial results must still be
critically evaluated and combined with relevant political and timing factors
by a judgment of the decision maker.




SECTION II

DISCUSSION OF TASKS AND FACTORS IN
COST-EFFECTIVENESS ANALYSIS

There is no unique approach to performing a cost-effectiveness study
just as there is no single detailed model which will be useful in studying all
systems. A cost-effectiveness study may be regarded as one form of system
analysis. In general, certain tasks and input elements are involved in such
analyses. Figure 1 provides a typical example of tasks and their sequential
relationship. These tasks and input elements will be briefly described here
in order to orient the reader to the over-all cost-effectiveness optimization
process. Discussion of methods associated with the tasks will be covered in
subsequent sections of this document.

A. TASKS

1. Define Program Objectives and Mission The introduction pointed
out that cost-effectiveness studies are conducted at three basic levels;
selection of mission, selection of system, and optimisation of system. The
first or highest level of these studies is not within the scope of this report.
However, the results of cost-effectiveness studies at this higher level must
provide the initial basis for establishing program objectives and require-
ments to permit the lower level optimizations. It is fundamental to the
basic definition of effectiveness that the end goals and purpose be defined
so that a system can be optimized in terms of a specified mission or task to

be accomplished.

2. ldentify Resources and Constraints In addition to stipulating the

program task, it is necessary to define resources and constraints. Re-
sources are those items (i. e., people, technology, dollars, etc.) available
to accomplish a task or program. Constraints are limits on resources. The
resources and constraints are inh~orent in, or a direct result of, the state-
ment of & program task or a program definition. Although it is possible to
design a system without prior knowledge of the resources which are avail-

able, it is not logical or usual to do so. The optimization of a systam to
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provide greatest effectiveness in accomplishing the required task per
amount of resource expenditure requires an even more detailed knowledge
of the available resources, together with the relationship of resources to

alternative means of meeting the stated task.

3. Selection of Cost-Effectiveness Criteria and Measures The

optimization process is essentially one of achieving a combination of re-
source use and attained effectiveness that is best by some criterion. In
order to render the optimization process feasible, a criterion must be de-
veloped that is expressed in precise, quantifiable terms. These criteria
are developed in recognition of the stated program objectives and those

limitations inherent in the available resources.

The quantitative terms or measures generally associated with the
effectiveness criteria are usually expressed in terms of cost, which gen-
erally represents expenditures not only of dollars but also of time, man-

power, and other resources.

4. Ildentify and Synthesize Alternatives The ability to optimize a

system depends on the availability of alternate means of meeting the
requirements. Alternatives include the means, appvoaches, or techniques
which can be employed to meet the program objectives and missions within
the constraints of the resources. As can be seen from Figure 1 the

optimization approach is generally based on a fundamental sequence of:

a. Identification of alternatives
Evaluation of alternatives

c. Selection of that alternative or combination

of alternatives which provides the most
cost-effective system.

The task of identifying alternatives consists basically of examining
the objectives and missions together with the basic system concept proposed
and listing all possible alternative means of meeting the otiectives. The
alternatives thus listed should then be screened against the available re-

sources and stated bounds to insure t:at they are in fact feasible.

Synthesis of alternatives consists of those steps nceded to defini-

tize the alternate design configuratious., operational plans, etc associated




with listed alternatives to that degree of detail needed to permit their

subsequent evaluation.

5. Ildentify Variables A variable is defined here as a parameter or
quantity the use of which, when varied, will result in variations in re-

sources or the effectiveness with which the program objectives are
accomplished. This step in the optimization process consists of identifying
those variables which will influence the evaluation of each alternative listed
from the preceeding task.

6. Develop Relationships and Models The next step in the basic
optimization process is to relate the variables used with each other and with

the resources which are affected. These relationships must be expressed

in such a manner that the variables and resources can be expressed in terms
of the established cost-effectiveness criteria and measures. Development
of relationships is carried to the point where all resources and variables
can cventually be related to either a single common denominator, (usually
dollars), or to a cost denominator (dollars) and an effectiveness measure.
The relationships so developed are then expressed in n.odel form, which is
essentially a mathematical, logical, or physical representation of the inter-
dependencies between the variables, resources, and measures of effective-

ness.

7. Validation and Sensitivity of Model It must be recognized that the
models developed above will not be exact replicas of the "real world. "
Accordingly, they should not be used blindly. Portions of every model are

usually common to previously used models or can be related to quantitative
knowledge of trends available {rom past experience. The model is validated
by checks in as many familiar regions as possible. The model is also
checked for senaitivity of its output to changes in its basic structure. These
sensitivity checks are made in al! areas where simplifications have been
made {rom the "real world" case or where anomalies have resulted {rom

the validation checks.

8. Develop Inputs This step requires no description other than to

indicate that it must include documentation of all input data, its associated




range of uncertainty, and other validating information. Inputs are re-
quired in areas of cost of vehicles, baies, etc., effectiveness values such
as kill probabilities, readiness, probabilities, etc., and estimates of risk
probabilities.

9. Ewvaluate Alternatives This step consists of application of the
developed models and inpul data to each alternative. This task may be
accomplished in several increments, starting with evaluation of alternatives
on an individual basis and ending with a series of iterations or simulation of
the complete system based ou the individual analysis results. This task
ray alsc be accomplished as a single step by application of a complete sys-
tem model or simulation technique.

10. Interpretation and Sensitivity of Results During and after the
accomplishment of the cost-effectiveness analysis, the results of the study
must be interpreted in terms useful for the decision process. Of particular
importance is the sensitivity of the results {i. ¢., in terms of cost-
effectiveness measures) to variations in the input data. Thus, if the cost-
effectiveness measure varies greatly with some design parameters, the

decision process must consider carefully the uncertainty and the price paid
by failure to achieve a design goal.

Interpretation is particularly difficult due to the usual communi-
cation problems among pecple of differing brckgrounds and interests. This
difficulty is amplified by the nature of qualifying statements which must be
made concerning cost-effectiveness results due to risk and uncertainty and
related result sensitivity.

11. Decisions It should be stated again that the executive, not the
analyst cr the CE study, makes the decision. The study helps eliminate
uncertainty just as performance data helps the engineer select a component

for a system. Other factors must enter into the decision process.

12. Implementation of Decisions It is not enough fcr the executive to

announce his decision. The total study program has failed if proper steps

for implementing the decision are not devised and enacted.
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B. FACTORS

There can be nu other point of departure in a systems cost effective-
ness study thar an understanding of the physical characteristics of the air
framrz2 (physical system), the equipment within the air frame, the ground-
support equipment, the interrelation among individuals and the various
subsystermns, and the etiect of enemy action and technology. This is best
indicated schematically by Figure 2. Development of the understanding to
an adequate level of detail will in turn permit the analyst to reduce these
characteristics into the factors which relate to cost effectiveness. The
basic factors which enter into a cost-effectiveness optimization analysis

may be categorized as:

Effectiveness factors;
Cost factors; and
Risk and Uncertainty factors.

The term factors, as referred to in this discussion, is defined as those
quantitative terms which enter into the models and/or ¢quations by which
cost-effectiveness is quantified and optimized. The typi-al factors within
these categories are listed in Table I. They are further defined in

succeeding sections of this report.
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SECTION III

INPUTS AND RELATIONSHIPS—I-/
(TASKS 1-5)

This section discusses the first five tasks in Figure | as they apply to
second and third level analysis.

In the introduction, it was indicated that there are three basic identifi-
able laveis of cost-effectiveness analyses. They are:

1. Selection of mission
2. Given mission--gelection of competing systems
3. Given system--sgelection of optimal resource use,.

Also stated in the introduction, the first level analysis is a Department
of Defense level function and is not within the scope of this report. It is,
however, necessary to recognize that these levels of analysis must be co-
ordinated. Figure 3 depicts the relationship of the analyses levels and the
types of information required for integration.

A. DEFINE PROGRAM OBJECTIVES, MISSION AND
CONS (1ASKS 1 and 2)

The output of the mission selection analyses conducted at DOD level is

a statement of what the program is *o accomplish. Historically, this input
covers the end-item functions which are to be accomplished (target destruc-
tion, reconnaissance space exploration, etc.) and the conditions and geo-
graphic locations within which these functions are to take place. The opti-
mization processes that take place during the lower level cost-effectiveness
studies consist mainly of synthesizing alternate means of meeting stated
objectives, evaluating themi, and selecting the combination of auch alterna-

tives which secures the most favorable cost and effectiveness relationship.

———— eV e

v

References l. E. and _3.‘ nrovide additional information on this subject,

14




STIATT SISKATYNY SSANITAILDTLLT~160D 40 AIHSNOILVYTIIH

‘saapdefqo wealozd

t 3YNOI14
82119119300 awYD #2118119300IWYD) m_
—3 wejisdsqng —3 weIshg a
B woIsig PoYdRleg m
*
o]
»
o
—nl? . -
o8 >
92anos9ey ewido we3s g jo uoyssI jO 4
JO uodeles UOI0919§ uoyd2[3s .....m.
— -
I | e
' a
] 3
] —
' a
!
[}
!
! o5
' pE
e 2.
$92IN0O83Y pPuUT °‘WIINID S 3
S3UIVIISVO)) PUR VOSSN m.
=4
-

15




it follows that it the statement of program objectives severely limits the
alternatives which can be considered, the ability to achieve optimum cost-
effectiveness during the lower level analyses is corresponaingly reduced.
Thus, the statement of program objectives and mission derived from the
first level analyses should define what is to be done rather than how the task
is to be accomplished. It is recognized, however, that additional constraint
and relationship data must be provided in order that system and resource-
use seleciion correspond to the basis on which thec mission was initially
justified.

In order for a mission to have been selected, it must have been pre-
viously justified on the basis of a grossly estimated set of effectiveness and
cost figures. Operational data and system life must also have entered into
the justification. Alternatively, a mission may be selected contingent upon
an ability to accomplish it within a given cost or above a minimum level of
effectiveness. The point here is, once a mission has been selected and
justified by the DOD-level analyses, gross economic value and gross
effectiveness measures must have been evaiuated and judged acceptable. No
doubt there also exist limits on maximum cost, minimum effectiveness, or
combinations thereof beyond which the selected mission is no longer
justified.

Accordingly, during the mission selection phase it is posaible to develop,
from this inherent or implicit justifying data, the information on constraints
and relationships which is required to conduct lower level optimizations.

Typical types of such data are:

(1) maximum total cost beyond which the mission is not
justified;
(2) minimum effectiveness level below which the mission

is not justified, together with the measures used to assess
effectiveness level;

(3) calendar time phasing associated with the above values
(this variation generally results from the availability of
competing or complementing missions);

(4) limitations on or values associated with resources to
be expended in accomplishment of the mission;

16




(5) maximum acceptable level of risk of failure to complete
program objectives, or a dollar value associated with
varying degiees of risk.
Data of this type would provide the necessary constraints in a manner or
form that assures minimum exclusion of possible alternatives. R should be
noted that all of the data types listed need not be furnished for a selected
mission since the list includes alternative means of stating the same basic

constraint.

B. CRITERIA SELECTION (TASK 3)

A cost-effectiveness optimisation process is essentially one of achieving
a combination of resources and attained effectiveness that is best by some
criterion. In defining an optimizing criterion, the system anclyst is faced
with a problem similar to that of stating in precise, quantifiable terms the
rules or criteria for choosing the "best" painting or "best® automobile.
These examples do have some quantifiable (though not necessarily pertinent)
characteristics, such as the size of the painting, rating of the artist, or the
dimensions (roominess) of the automobile; however, artistic judgment and
user experience, respectively, are also factors in the final choice. In the
same sense, the choice of the best weapon system is greatly influenced by
the use of good engineering, ecomomic, and operational judgment.

It is most important, however, that the optimizing criterion which in-
cludes as many significant factors as possible, be defined for the following

reasons:

(1) The inputs provided 0 the analyst through use of the criterion
can reduce the size of the problem to a point where a judicious choice can be

made.

(2) Defining a criterion fnrces the analyst to examine a'l possible
alternatives in an objective manner so that the criterion can be adapted to
mathematical representation and analysis.

(3) It is easier to incorporate the ideas and experience of others if
a formal basis for optimisation is established.

17




4. The (partial) basis for final choice is in precise, quantifiable
terms and can, therefore, be reviewed and revised, and can provide inputs

to a learning process for future optimization problems.

When a criterion for optimization is being formulated, the system and
the boundaries must be explicitly defined. This definition will influence the
choice of parameters in the optimization model. The purchaser of a new
automobile, for example, may or may not consider the service policies of
the marufacturer and dealer. If he does, the system is both the automobile
and service policies; if he does not, the system is only the automobile. In
attempting to optimize a weapon system such as a bomber, the analyst has
to consider whether the system is to be defined as a single bomber, a
squadron of bombers, or the complete bomber {iecet. It is possible that
optimizing with respect to a single bomber (a sub-optimization} may not
yield the optimum ''squadron'' system, which may not, in turn, give a force-

wide ¢ptimum. (See reference 2).

As part of the system-definition process, the analyst also determines
the fixed and variable factors pertinent to the system. This task requires
a preliminary analysis, since consideration of all possible aiternatives wi t
usually lead to problems of unmanageable size. Some factors may be con-
sidered tixed if results of previous analyses, perhaps sub-optimizations,
indicate the values that have attained the best results in the past. The
maintenance trouble-shooting routine, for example, might normally be con-
sidered az a variable factor, but past research in this area may be used to
select a particular routine applicable to the system under study, or pezhaps

to restrict the range to several alternatives,

Once the mission profile is defined, cousideration can be given to the
physical aad economic limitations that wili have to be imposed. These
limitations are based on requirements and availabilitics, and may invoive
such factors as minimum system output, minimum reliabtility, minimum
maintainability, maximum development time, maximum weight and volume,
and type and number of suppart and operational personnel. Through such

consideration an envelope of design, development, operational and support




alternatives can be established in such a way that each over-all
configuration within the envelope will meet physical and economic limita-

tions as well as minimum performance goals.

Now the analyst must select a decision criterion by specifying the types
of effectivencss and cost parameters to be investigated and by assigning
numerical values where required, For this purpose the effectiveness
measuras defined should be as precise as possible. They must also pro-
vide an understandable and calculable measure of the system's capability
for successful accomplishment of mission objectives. As suggested above,
they should also include as many significant factors as possible. The
choice of objectives and criteria is perhaps the most difficult task in sys-
tem effectiveness optimization. It is expected, however, that current
effort in the optimizing of system ~:ffectiveness will develop theory and
accumulate experience to help overcome some of the difficulties of this

task.

It is impossible to establish rigid ground rules or procedures fo1 ior-
mulating a criterion for optimizing Cost-Effectiveness of a weapon system,
The answers to the following two basic questions, however, will provide ¢

great deal of insight for such formulation:
1. Why is the system being developed?
2. What physical and economic limitations exist?

The answer to the first question essentially defines the mission profile
of the system. Where possible, the definition should be translated into
quantitative parameterc--a difficult task in many cases. A performance
measure such as kill-probability for a SAC bomber may be assignable, but
the bomber may also have @ mission to act as a deterrent--a measure that
is difficult, if not impossible, to quantify. It is for this type of multi-
mission case that judgment will become especially important. Even if
quantitative requirements can be placed cn all mission types, weighting
factors would have to be introduced to quantify the relative importance of
each mission. However, when it is possible to quantif{y the factors involved,

one might evaluate the effectiveness of a multiple mission syvstem from:




E=Zfili Ei
i

where the subscript i indicates mission type,and other factors are:
f. - f-actional application to mission i
I. - a measure of the relative importance of mission i

E. - eifectiveness of the system in accomplishing the
objectives of mission i

Factors that have relatively little impact on over-all effectiveness or
cost can be considered to be fixed or, poesibly, can be ignored, There is,
of course, a risk involved if factors chosen to be fixed or unimportant
would have had a significant effect if they had been allowed to vary. Fac-
tors that fall in this ''gray area' may have constraints imposed upon them
in such a manner that the more detailed analysis to be performed in the
optimization process will indicate final disposition, For example, if a
questionable factor might have a monotonic influence on effectiveness, con-
sideration of only extreme values might be all that is necessary to deter-

mine the significance of this influence.

It is important that factors selection, variability, and the final choice
of system definition be clearly indicated so that the scope of the optimiza-
tion process will be known and areas for possible modification of the formal

mathcmatical solution will be made explicit,

In many areas cost-effectiveness criteria or measures are commonly
accepted, Thege are often stated in terms of dollars per unit of task per-
formed. These mcasures arec analogous to sales prices for units of
measureable materials used in the civilian market, such as dollars per
gallon, dollars per pound, etc. These measures are easily understood and
lend themselves to the spisit of the drive to produce or purchase the most
for the least. Table Il lists some examples of cost cffectiveness criteria

and the field of endeavor 1t which they are wsed




EXAMPLES OF COST-EFFECTIVENESS CRITERIA
IN VARIOUS AREAS OF ENDEAVOR

Area of Endeavor

Non-Military:

Building

Air passenger
Freight
Computer
Communications
Electricity

Gas

Public highways
Farming

Military:
Launch vehicles
Satellites

Missiles
Interceptors

Example of a
Cost Effectiveness Criterion ¥

Dollars per square foot
Doliars per passenger mile
Dollars per ton mile
Dollars per bit

Dollars per message unit
Dollars per kilowatt hour
Dollars per cubic foot
Dollars per mile

Dollars per acre

Dollurs per pound payload in
orbit

Dollars per hour of successful
operation in orbit

Dollars per kill

Dollars per intercept

* Cost per successful effort 1s different Jor military than for non-military
since success is usually probabilistic in nature in the milhitary

situations.




C. IDENTIFY AND SYNTHESIZE ALTERNATIVES (TASK 4)

The ability to optimize a system depends on the availability of
alternate means of meeting the requirements., Alternctives include the
means, approaches, or techniques whick can te employed to meet the
stated requirements within the constraints of the resources. Obviously, if
no alterriatives present themselves or if they are ruled out by the statement
of requirements and resources, there is no problem in selection. It also
follows that when alternatives do present themselves, decision between
them is required. I the system is to be cptimized with respect to cost
effectiveness, then the optimization process must extend to each decision

made nn the alternatives presented.

Table 11l shows an example of the types of alternatives considered in

optimization studies.

It is possible to arrive at the optimum system of a given type by de-
signing a great number of alternative systems, estimating cost and effec-
tiveness for each, and simply selecting the best one. However, the large
numberof man-hours required render such an approach impractical. Asa
result, it is necessary to consider only a very few basic configurations or
candidate systems within a given system type. A completely adequate cost
effectiveness optimixation of the system can often be accomplished with as
little as one basic configuration. However, due to the small number of
basic configurations thus explored, it is necessary that each basic cenfigu-
ration be optimized within itself. This is accomplished by synthesizing and
evaluating variations or alternatives at several levels within the basic con-
figuration. These alternatives may take the form of either physical or

performance characteristics.

Each military system has a number of physical characteristics that
affect cost, performance and effectiveness. A list of physical characteris-
tics to cover all systems will not be attempted. A few of those comrnon to
most systems 1nclude weight, volume, shape, energy levels, mechanical
and clectrical packaging, and environmental capabilities. The physical

characteristics of a svstem affect the cost elements incurred 1n




TABLE Il
TYPICAL ALTERNATIVES

POSSIBLE IN COST-EFFECTIVENESS
OPTIMIZATION

Basic Concept
Manned Versus Unmanned
Liquid Versus Seclid Rockets
System and Subsystem Type
Battery power versus generation

Materials Choice

System and subsystem configuration
Redundancy
Maintenance
Hi-Reliability versus MIL Std Parts

Operational modes




development, procurement and support. There is obviously a broad range
of cost sensitivity as ccst elements are compared for different design alter-
natives of a given system requirement as well as for different technology

alternatives within a given design alternalive.

When one considers the area of performance characteristice of military
systems, it is difficult to prepare a comprehensive listing, and few perfor-
mance characteristice are common. Typical performance characteristics
for a few military systems include: accuracy, speed, thrust, memory
capability, computational capability, signal to noise ratio, range, power
output, discrimination, etc. Relationships between cost elements and per-
formance characteristics are fertile areas for optimization. A particular
cost element will vary as the performance characteristic varies over the
range of values possible for the design alternative. For a given require-
meut level of .a performance characteristic, cost element variation as a
function of the different design alternatives and technology alternatives
within a design alternative, are of prime importance, The constraints on
performance characteristics are generally set by scientific, engineering,

and manufacturing knowledge and capabilities,

In listing the alternatives, primary importance should be ziven to those
which have a significant impact on cost or the resources established in the
statement of requirements, It is a value engineering maxim to dig where
experience and engineering judgment indicate there is likely to be gold. A
preliminary analysis of an initial system design can indicate the major

impact areas.

The number of alternatives to be considered in the optimization process
can, in many cases, be reduced by screening these alternatives against the
available resources established in the statement of requirements. [n the
arca of cost, physical characteristic constraint relations established out-
side the cost arca will often bound and limit the feasibility or scope of

alternatives.

As an -xample of such screcning, let us look at a case wherein an

isotope power gource is being considered as an alternative to a power system




design more compatible with current state-of-the-art. If the required date
for system operational capability is relatively early in time, the isotope
power source may be automatically ruled out by lack of availability by the

required date.

An example of an alternate tvpe of screening problem could occur when
comparing the same isotope energy source against an operational date stated
as a variable, Assuming that system effectiveness or value decreases as
the op erational date is delayad, it may be possible to eliminate the isotope
energy source from further detailed consideration on the basis that the cost
or effectiveness gains associated therewith do not compare favorably with
the value or effectiveness lost due to the corresponding slide in operational
date.

In preparing a list of alternatives, one should associate them with the
lovel at which decisions upon the alternatives are to be made. At system
level, decisions should be made on zlternatives which impact on the basic
system configuration or operational mode. Decisions which do not directly
or substantially affect basic configuration and operational mode should be
made at lower levels using trade-off factors developed for the entire sys-
tem. If such lower level decisions are attempted as a part of the dver-all
system optimization process, the scope of the system level problem may
become unmanageable. It is recognized, however, that the basic system
may change significantly as a result of optimizationz at system level. Fur-
ther, the trade-offs and optimizations made at subcontractors level with a
single sub-assembly or black box may have far-reaching <ffect on system
effectiveness. Thus, any system for handling cost effectiveness must per-
mit optimization to {eed both up and down through the various system levels
and/or tiers of customer/contractor/subcontractors. The process of
feeding up and down through the system must be recognized as an iterative
one,wherein it may be necessary to reiterate some of the lower level sub-
of timizaticns to insure that the basic system changes have not altered pre-

viously vstablished conclus:ions,




D. IDENTIFY VARIABLES (TASK 5)

For each alternative vn which a decision must be reached, one can
proceed to list the significant variables which should be considered in the
optimization analysis. Table IV shows exzmples of variables which can
influence the choice of alternatives. In a cost-effectiveness optimization,
it is evident that although many variables exist and could influence final
selection of an alternative approach, the variabies which are significant
can be lim ted to those which have an impact on cost, resouices available,
or the effectiveness with which the system performs its function. Variables
which do nat influence these quantities significantly should not be included

in the optimization process.

Variables can also be screened to a certain extent. In general, some
variables can be arbitrarily treated as fixed quantities as a result of ele-
ments in the statement of requirements, limitations on resources, or other
previously established decisions on the program. In other cases, a legiti-
mate variable can be treated as a fixed quantity initially. Then, aiter initial
optimizations have been completed, the effect of altering the variable can be
expressed in terms of impact on the final answe2r. [n many cases, judicious
fixation of variables in this manner can save a large amount of manpower
expenditure if the decision to fix the variable is based upon probable insen-

sitivities of the answer to the magnitude of variation expected.

The range of each variable to be considered ahould, for economy of
analysis effort, be limited. Constraints on physical characteristics orten
limit the range of performaice characteristics or other variables which can
be considered. Preliminary sensitivity analysis, rough-cut analysis, or an
extreme (maximum and minimum) value analysis are also useful in indicat-
ing probable limits of variables. Variables thus limited should be re-
examined after completion of the optimization study. If a definite optimum
point is reached within the limits of each variable, 1t is generally safe to

assume that the limits established were reasonable.,




TABLE IV

TYPICAL VARIABLES INFLUENCING
COST-EFFECTIVENESS EVALUATION OF ALTERNATIVES

Cost

Weight

Payload Carried
Mission Length
State-of-Art
Time Required
Reliability
Safety
Maintenance
Availability
Vulnerability

Survivability



SECTION 1V
COST-EFFECTIVENESS

MODELS, CONCEPTS, VALIDATION AND SENSITIVITY
(TASKS 6 & 7}

A. MATHEMATICAL FORMULATION OF EFFECTIVENESS AND COSTS

A basic problem which confronts any military planner is that of pro-
viding a2ssurance that he is "buying the most for the militarv dollar. " In
general terims, the military service procures a system (or improvement
thereon) with effectiveness or potential effectiveness E (or effectiveness
improvement AE). The system is paid for in resources which are usually
related to dollar coste T (or AC in case of the improvement). The military
planner wants to be sure that units with the highest E are obtained for the

C units expended.

1. Effectiveness as a Function ¢f Various Parameters The

effectivenecs (E) of any system is, in part, a function of parameters (Xi)
which are controllable. Some of these parameters may be constrained by
the state-of-the-a-t (XL;) at a particular point in time. Unfortunately, E
is also, in part, a function of factors not under the control of designer,
purchaser, or user. These incJude characteristics of weapons in the
enemy arsenal, or of targets for the subject weapon system. Thus, E
will be degraded with time (t) if the enemy capability improves. (This
degradation function may be discontinous. For example, E may be con-
stant and high until some point in time when the enemy has developed and
deployed a counter weapon. At this poirt E may suddenly drop to or near
zero.) E is also a function of tirme when one is either procuring a new
system or improving an existing sysztem. Thus, the effectiveness for a
new systern is ordinarily zero until the development is completed and the

deployment of the operational system is initiated. 2 Changu of effectiveness

2/

=" Under concurrency, scme limited capability may exist in the so-called
IOC (Initial Operational Capability} phase, when "Development, " in a
formal sense, may be far from complete.




of an existing system does not occur until modification is initiated. We may

write
o ]
E=E (Xi,t), Ofxifxl . (1}

where all design parameters have been defined so that they are positive and

limited 2zt some upper bound.

Figure 4, which displays a sample effectiveness function plotted
against time, is intended to illustrate some of the factors which contribute
to effectiveness. Projections of effectiveness must be updated frequently
so that sufticient lead time is allowed for procuring new or modifying ex-
isting systems to replace those whose effectiveness is either declining or

inadequate.

Figure 5 shows effectiveness as a function of two controllable (i.e.,
independent variable) parameters. For illustrative purposes, mean time to
failure and the reciprocal of mean down time per failure (which can be called
the repair rate) were used as variables. Limits of *he state-of-the-art are

shown as functioral limits rather than as strictly constant limits.

The controllable variables which are important depend upon the type
of systern and the stage in planaing, development, or employment being
considered. For example, in planning an atmospheric bombing system,
force size, speed, range, payload, altitude, availability, reaction time,
turn-around capability, invulnerability, penetrability, accuracy, etc. would

all be of interest.

During the development and procurement stages, availability may be
of paramount importance, and may generate a high level of interest in both
failure rates and repair rates. Oth~r factors such as specd, range, payload,
atc. could reenter the picture if either the planning estimate for the state-of-
the-art or the prediction of cost were found to be in error at a later time.
For a defensive radar system, these variables could bacome the number of
radars, scar<u tange, lock-on range, target capacity per unit, angular
accuracy, range accuracy, ava.lability, fulse alarm rates, etc..

The appropriate unit of measurement for effectiveness, in general,

N
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Availability

I

= Mean Down Time per Failure

= Repair Rate

Pl< P2< P3< P4

Limit of
State-of-the-Art
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N

Tm
(Mean Time to Failure)

FIGURE 5

AVAILABILITY AS A FUNCTION OF TWO CONTROLLABLE

PARAMETERS: REPAIR RATE AND MEAN TIME
TO FAILURE
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depends upon what mission the system is expected to perform. Thus, a
bombing or missile system's effectiveness could be related to the number of
enemy targets of a given kind which could be destroyed by an assumed force
in a prescribed time under prescribed corditions. A defensive radar system
could be rared according to the number of targets an assumed net could
handle under given corditions. -However, it is possible to formulate effec-
tiveness, £, so that all systems may be related to a common measure. One
alternative is the expected fraction of the total number of required individual

missions within a class which would be completed successfully.

2. Cost as a Function of Various Parameters The cost {(C) for

obtaining a system with effectiveness (E) is also a function of the param-
eters Xi. Like E, C also depends on time, but in a different manner. C is
influenced by the speed with which one may want to obtain a system with a
given level of effectiveness. Urgency may lead to parallel developments on
critical items involving risk or uncertainty, and certainly will lead to over-

time and waste due to errors.

Estimates of time to completion (for a given level of project effort)
can be obtained from PERT networks. Combination of this with PERT -Cost
analyses or the use of other teckniques (e. g., Critical Path Scheduling) can
lead to plots of cost versus time. A conceptual trade-off is shown in

Figure 6, with effectiveness E as a third parameter.

The curves of Figure 6 are asymptotic to lines parallel to both the
cost and time axes. However, past experience has shown that adding more
dollars, when near minimum development time, may actually cause time
delays. Extension of project "deadlines,” as a revision of an original well-

planned program not only can, but usually does, lead to increased cos:.

From the foregoing, it shou!d be evident that the cost of obtaining a
new system or improving an existing one is a function of controllable
system parameters (Xi) and development tirne ('Ld). Thus,

C=-CiX, , ¢t

X {
it ah (2)

Usecful hife and, therefore, "long-term effectiveness” of the system
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only be accurately calculated after the fact and often has low accuracy if
estimatid at any point iu the life of the system. During development and
procurement, both modification costs and the effect of modifications on such
thiugs as system effectiveness and operational and support costs cannot te
accurately assessed. If they could, such modifications would probably have
been included in the initial design. Furthermore, at any point in the system
lifetime, only those costs still to be incurred are of interest; those already
made are unrecoverable.

The foregoing discussion of effectiveness, cost, and time was in-
cluded here to provide a meaningful background for the consideration of the
cost-effectiveness models which follow. Detailed consideration of these
factors (i. ¢., effectiveness, cost, and time) and models for their determina-
tion are given in other portions of this report. It is sufficient to note here

that, where C is total cost and C, is the ith cost element, C is given by

C-; Ci. (5)

Often effectiveness will be measured in terms of a probability of success.
If E is effectiveness, and Pi is the ith conditional probability element, E is
given by

E-rpi (6)

* Povail. " Plaunch/avail. Pni;htlhu.nch

: Ppcnctntc /flight’ °’ _tes

B. STATEMENT OF THE OPTIMIZATION PROBLEM

The problem is to defiae and evaluate cost-effectiveness models which
can be used to choose an "optimum”™ configuration for:

(1) a new system, or
(2) mocifications to an existing system.
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Three measures which depend upon systen paranicier choices ars uscd

here to determine when a best configuration has been achieved. These are:

(1) cost (C);

(2) effectiveness level (E);

(5) long-term effectiveness (IE) which involves: (E); time of
activation -- related to development time (t d); and time of

obsolescence (to).

It is fairly certain that the optimization or decision process will

occur under various constraints. These may include:

(1) Total cost (C) is either given or constrained by an
upper bound;

(2) effectiveness (E) is specified or constrained by a
lower. bound;

(3) time of activation (td) and cost (C) are specified
or constrained by an upper bound;

(4) time of activation (t d) and effectiveness (E) are
specifisd ¢ constrained by upper and lower bounds
respectively;

(5) some system performance parameters (example:
missile range) may be specified or bounded.

All of the dependent factors are functions of controllable
parameters ixi) (ignoring the problems of risk and uncertainty). Thus,

C=C(Xi. td) (N
E=z E (Xi)
'og to(xi)

IE=(t°-td)E

where t has been selected as 2 controllable variable. For the present
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discussion, we will assume the E is constant during the useful system life,

and zero elsewhere.

Although the above equations have been written so that symbols are
obviously thcse for development-procurement, what follows is just as
applicable for system modification.

It is a natural human trait to seek conciseness in considering measures
of value (e.g., Cost-Effectiveness). Thus, we are seeking cost-effective-
ness models which provide measures in terms of cost unite/mission or
cost units/unit of time/mission. Examples include dollar/kill of 100 pei
point target, dollar/year/ICBM detected, etc.

C. SOME POSSIDLE MODELS

In the following, only three basic cost-effectiveness models arc con-
sidered. This should not be interpreted as indicative that other models are
of no value, Indeed, the reader is encouraged to broaden hia study by
looking eleewhere. However, the three models diecussed here should be
suffici~ut to exemplify the factors of importance.

The models considered here are whit may be referred to as the 'profit,"
the "cost-effectiveness (level) ratio,” and the 'cost-effectiveness (long
term) ratio' models. Variations on these, usually in terms of constraints,
are also discussed but are not considered as constituting a separate basic
model type.

1. Profit Modsl The profit modsl is simply the application of the
commercial concept of return on investment. This may be stated ir terms
of abasoclute return:

P=E-.-C
= Valus Received - Cost Expended (8)

or:
= Value expected - Cost sxpected.

rtE—E—g° 9

The usefulness of these models is contingent on solution of the rather

or rate of return
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difficult problem of finding a common unit of measure for E and C. This
has been done in the past by such arbditrary means as indexing each on a
common scale (e.g., 0 to 100) or by relating E to value of targets killed,
value of property defended or protected, etc.. However, such arbitrary
actions -- whatever the logic upon which they are based -- often lead to
gros= misunderstandings and frustrations or. the part of those involved in the
decision-making process. As an illustration, consider the case of an air-
to-air missile designed to be used against bombers which are attacking
important targets. Let cost, as a function of in-flight reliability, R, be
given by

C = 10000 + T (10)

and let effectiveness, in terms of single shot kill probability, be given by
E = .80R. (11)

Now let the value of effectiveness (VE) be given by

V. z KE (12)

E

where K is an arbitrary constant. Some may wish tc determine K from the
value of the bomber (there ig a possible wide variety of bomber values), or
values of the target which the bomber might attack (an even wider variety),
or both. Mathematical manipulations lead to the conclusion that the optimum

reliability is given by

- > ;
Rzl !\%?D for K > 1250 (13)
Extremely high values for K can lcad to an R precariously near 1. When
this is substituted back into the cost fcrmula, a rather costly missile may
result. Admittedly, the foregoing example suffers from oversimplification.
It is a suboptimization in an extremely complex problem. However, it is
indicative of the importance of the problem of selecting a value scaling

factor (or functivn) for the “profit™ model.

The second "profit” model {(i. e., rate of return) sufferz from an
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additional difficulty occurring with ratio functions. Under some circum-
stances, the optimum may occur at t.e origin and one finds that "the best
system version is no system at all. " As an example of this, consider the
cost and effectiveness functions:

C = AX (14)
where X is some system parameter related to effectiveness by
E=B(1-e 0% (15)

and A and B are constants of proportionality.
Substitution of (14) and (15) into (9) leads to an optimuin with X = 0. On the

other hand, switching the C and E functions leads to X = » for the optimurn.
Thus, in the first case, the maximum rate of return occurs when we sperd
no resources or only a minute amount. In the second, we should spend all
the rescurces at our disposal. However, let us return to reality. The first
system (optimum at X = 0) may still be an extremely good system at non-
optimum points when compared with other systems available for the same
mission. Further, it must be remembered that we may be considering a
useful mission which we must be prepared to perform. Thus, the negative
conclusion may be either incorrectly or incompletely stated.

No extensive discussion of solutions to this dilemma will be presented
here. However, if one is enamored with rate of return as a concise way of
presenting the value of a system, then one should remember that, in general,
side conditions (constraints) are usually involved in this evaluation process.
Thus, for example, we may be interested only in systems for which effec-
tiveness is above a certain level and we have an upper limit on resources
available. We may then maximize r with equality constraints for varying
levels of either EC or Cc witil the other constraint is encountered. Thus,
stated mathematically,

= E‘xi, = qx‘, -

Maximize ?Lr = -——m;r——- J (16)
with constraints
E(X,) 2 E. 17
CX) <Ce (i8)
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The results, in terms of r, may then be plotted versus C and/or E and
decisions made on some rational basis. It should be noted that this is
equivalent to the following:

Maximize [E(xi)] with constraint G(X;) - C. =0  (19)
or

Minimise [C(xi)] with constraints E(X,) - E.=0 (20

at each of several constraint values (Ec or Cc as appropriate) and then
examining the results in terms of r.

If some single function for the value of E can be found to represent the
rational process followed in the final decision, then an optimum may be
obtained in a direct manner. However, many factors involved in decision-
making are either not reducible to a mathematical expression, or can only
be represented in an imprecise way. The model can still provide a useful
tool in reducing the scope of the area which must ultimately be investigated
in a more rational way.

The other dilemma (optimum at X # ¢) will not be discussed further
here since it is analogous to the first problem.

Consideration of ll: (i. e., long range or integrated effectiveness) in
either version of the profit model is different from consideration of E, itself
by virtue of lifetime support costs in large part. The element of time is
introduced along with significant costs of support. Since the implications
of time are more readily seen in terms of the cost-effectiveness (long range)
ratio model, discussions of this measurement concept will be given later.

2. Cost-Effectiveness {Level) Ratio Model As indicated by the name,
this model is given by

C
CEL tE (21

The model has the advantages of providing measure values in natural terms.
Thus, in terms analogous to transportation (cents per ton-mile or cents
per passenger-mile), weapon cost - effectiveness
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values may be given in terms of dollars per kill, dollars per intercept, or
other measures of dollars per mission. However, we are again faced with
the dilemma associated with ratio functions. This problem has already
been considered in relation to the rate of return version of the Profit Model.
As in that case, a useful approach is that of employing Lagrange multipliers
(see references 4 and 5) to find extrema. Such a problem might be stated as

Maximize E + \C(C - Cc) + lt(td - tc), (22)

where XC and \t are the Lagrangian multipliers for the cost and time con-

strainis respectively, or

Minimize C + XE(E - EC) + )'t(td - tc). (23)

The cost-effectiveness value of the system may then be presented in
terms of CEL (as computed from Equation (21)) and plotted varsus Cc or
EC as appropriate. For simplicity of presentation, constraints have been
indicated in (22) and (23) through the use of undetermined Lagrange multi-
pliers without regard to any mathematical questions which may arise. A
time-of -activation constraint has also been shown to indicate how this
factor may be introduced into this type of model for cost-eflectivenese
considerations. Other constraints may be encountered, such as those im-
posed on system design paramaeters by either state-of-the-art or other

causes.

3. Lonl Ranle Cost-Effectiveness Ratio Model The functional
relationship for this model is given by:

C
CELR = IE (Z‘)

Considering the ascumed relationships given in Section IV-B, Statement of

the Optimization Problem, the equation may be transposed to:

c
CeLr® Ty - T E. (25)

This form displays the sometimes desired measures of valuc in terms of dol-

lar/fyearymission. This combines the relevant factors of cost, longevity and
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effectiveness potential into a single measure.

D. OPTIMIZATION TECHNIQUES

The use of the technique of undetermined (Lagrangian) multipliers as a
tool of optimization was mentioned above. This technique is useful when
well defined analytical relationships exist araong the variables, and when
the constraints are expressly stated as fixed, single valued requirements.
Alternative techniques are preferable when the relations among the variables
are empirical, disjointed, or discrete and whenever the constraints are
stated as a range of acceptable values. For example, when a finite number
of discrete alternatives exist, optimization would ordinarily be accomplished
by the straight-forward procedure of direct comparison of the calculated
cost and predicted effectiveness of each alternative.

When the data is empirical, as opposed to analytical, graphical tech-
niques will usually prove to be more useful and are particulariy useful when
the constraints are given as a bounding range of acceptable values,

In addition to the above techniques, there are a number of others
discussed in the literature., Among the more common are:

+ marginal analysis
+ dynamic programming
» simple raaxi:nization
Pontryagin's maximum principle
» linear programming
« calculus of variations
+ method of steepest ascent
+ "mini-max principle’’ of the
theory o1 games.
in a report of this length it would be impossible to present an intelligible
illusiration of each of these techniques. The task group has therefore
arbitrarily chosen to limit its examples to illustrations of those methods
which are simiple to grasp, eazy to exploit, ¢ .G have a fairly wide applica-
tion to reality, namely: exnaustion of feasihle alternatives; graphical tech-

niques; simple maximisgation: ard dynamic p-ograriming.
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This limitation should not be construed as an unqualified endorsement of

these techniques to the exclusion of the others.

Further discussion of optimization including principles, criteria and
techniques is contained in Section II of Volume III of the final report of

Task Group IV,

E. MODEL VALIDI(TY AND SENSITIVITY.

1. Assumptions All assumptions required for the model should be
explicitly stated and, if possible, supported by factual evidence. If no such
evidence exists, it is advisable to state the reason for the assumption (like
mathematical simplicity) in order to indicate the degree to which the
assumptions will require further justification, and to pinpoint the areas in
which errors might be introduced.

2. Adequacy A model must be adequate in the sense that all major
variables to which the solution is sensitive are quantitatively considered,
where possible. Many of these variables will have been preselected.
Through manipulation of the model, some of the variables may be excluded
or restricted, and others may be introduced. Non-quantifiable variables
must be accounted for by modification of the solution rather than by direct
incorporation into th~ model. In this sense they become quantifiable.

3. Representativeness Although no model can completely duplicate

the '"real world, " it is required that the model reasonably represent the
true situation. For complex problems, this may be possible only for sub-
parts of the problem, which must be pieced together through appropriate
modeling techniques. As an example, analytic representation may be pos-
sible for variovs phases of a complex maintenance activity. Thc outputs
from these aua.yses may then be used as inputs to a simulation procedure

for modeling the complete maintenance process.

4. Probabilistic Aspects--Risk and Uncertainty The various types

of unknowns involved in the problem cannot be ignored, nor can they be

"assumed" out; they must be {aced squarely. There may be technological
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uncertainties involved with some of the system alternatives, operational
uncertainities involved v-ith planning and carrying out the missior, uncer-
tainties about enemy strategy and action, and statistical uncertainties
governed by the laws of chance (referred to as risk). Risk analysis may be
applied in cases involving statistical uncertainties, functions-uf-random-
variables theory or such procedures as Monte Carlo techniques. The non-
quantifiable area of uncertainties is a matter of expert judgment. The pro-
bability of guessing correctly for every uncertainty is quite small. The
general approach is to examine all major contingencies and compute resul -
tant cost-effectiveness parameters. The optimization criterion, then,
must be adaptable for use in the evaluation of the set of cost-effectiveness
results. The developments of decision theory and game theory conceptually
become most applicable in the selection of a decision model in these cases,
since different alternatives may be best for different contingencies.

5. Validity The final test of the model is whether or not it yields
the best system. Unfortunately, this determination can be made only after
systems are developed and in use, if it can be made at all. However, cer-
tain questions will disclose weaknesses that can be corrected:

(a) Consistency - are resuits consistent when major parameters
are varied, especially to extremes?
(b) Sensitivity

do input~variable changes result in output
changes that are consistent with expectations?

{c) Plausibility are results plausible for special cases where
prior information exists ?

{d) Criticality

do minor changes in assumptions result in

major changes in the results?

(e} Workability does the model reocuire inputs or camputa-
tional capabilities that are not available
within the bounds of current technology ?

(f) Suitability

is the model consistent with the objectives;

i. e., will it answer the right questions?
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F. COMNCLUSIONS

From the foregoiug discussion of basic model types, it should be
apparent that no single one of the basic types will be the best for application
to all systems and optimization problems. The selection of basic model
types should be based on consideration oi:

+ definition of mission

* form of criteria and measures

- nature of constraints

* type and extent of information furnished
from or deriveable from results of pre-
ceeding higher level studies,

Application of the profit models will potentially yield more information
from the optimization analysis and provide a better insight into the econom-
ics of the system as they relate to competing systems and missions. How-
ever, use of the profit models requires a great deal more input data and
relationships. The problem of scaling effectiveness and/or costs to equiva-
lent units will generally be controversial and, in some cases, will be im-

possible,

A less difficult method for presenting a combined measure of value for
a system is the cost-cffectiveness ratio model. The gecond version (i.e.,
long-range effectiveness) provides the best vehicle for combining all factors
involved during the procurement process, since it provides an indication of
the effects of the important factors: cost, time to activation, longevity, and

effectiveness potential.

For the purpose of studying operational and support procedures after
system activation--when procurement costs have already been paid--the
cost-effectiveness (level) ratio model is probably most appropriate with

cost being given in terms of $/year for operation and support.

If system modifications are being considered--after activation-- the
cost-effectiveness (long range) ratio model again takes precedence with

(ty - td) indicating time remaining after compleiion of modification. Costs
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(C) axr= the total costs, including development, investment or indirect costs
relevant to modification, and subsequent direct operational and support
costs. Usually, modifications should be evaluated in terma of incremental
costs, changes in effectiveness potential. etc,

In any application of ratio models, the real life situation (involving
budget factors and the "facts of life' related to requirements for effective
systems plus problems associated with defining ratio functions so that use-
ful and meaningful extrema may be derived) dictates that the optimisation
process be performed on a basis of maximizing effectiveness (of constant
cost) or minimizing costs (of constant effectiveness) with appropriate con-
straints imposed. Occasionally, it may be desirable to minimize develop-
ment time or maximize system life with appropriate constraints.

The formulation of models is not the principal problam associated
with system evaluation. Models are somewhat arbitrary methods for de-
riving a measure of system value. The choicc of models must ultimately
be based upon consideration of the meaning associated with the measure of
cost-effectiveness resulting from a particular form of model, Caution must
always be exarcised in interpreting model resuits.

The principal problem associated with system evaluation is that of
developing methods for obtaining meaningful estimates of values for the
factors of cost, effectiveness potential, and time. Associated with this is
the problem of obtaining valid and compatible input data for use in the

various models.

In the preceding, costs have, in general been used in the context of
economic units such as dollars. It often becomes necessary to consider
limited resources such as skilled manpower or critical material, Due to
the characteristics of these limitations, it is sometimes difficult to relate
such expen litures to the dollar units in which other cost factors are ordinar-
ily expressed. This difficulty may be surmounted either by considering the
protlem as a suboptimization--if this can be done in a meaningful way--or
by introducing an appropriate constraint (for the limited resource) into the

over-all optimization probl in,
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SECTION V

DEVELOPMENT OF COST INPUTS
TO COST-EFFECTIVENESS MODELS
(TASK 8.1)

A. OBJE CTIVES

In the preceding chapter, the reader has seen several possible cost-
effectiveness models. In each model it was essential to cCevelop the costs
of each element of major subsystems and weapon systems in order to
arrive at cost-effectiveness values, The objective of this section is to
outline factors of a method for better estimating costs. The method out-
lined will enable one to insure that all factors vital to cost-effectiveness
trade-offs are included in the analysis.

We refer to cost estimates that are done as part of the procedures for
Air Force selection of optimum weapon systems at the Specific Operational
Requirement (SOR) and pre-Request-for-Proposal (pre-RFP) stages of
weapon system procurement, The cost estimates considered here are
also the type of parametric cost estimates which industry needs to help
select the most cost-effective designs for representing their weapon sys-
tems approaches to the Department of Defense (DOD)., We are not speaking
of the inherently proprietary proposal cost data submitted at the final stages
of weapon system procurement. This point must be emphasized: The costs

dealt with herein are to be used for Air Force decisicn-making as to pre-

ferred systems and are not the costs in the contractors' proposals to build

vehicles and to make internal company decisions.

Although some method of arriving at costs is mandatory, tae particular
approach presented here is not to be construed as "official” or "the only
acceptable” approach, Thers should be sufficient flexibility to adjust to
varying situations. It is more important to have a consistent definition of
cost categories and estimating procedures (not overlooking important cost
factors) than to try to insist on une best method,  In the past, otherwise

excellent weapon system studies have overlooked important cost categcries




such as R & D, trainin tr, ete,, thus making the subsequent weapon
system comparisons ur - r suspect, to say the least. Adequate weapon
selection among alternauves requires that contractor teams be able to
develop cost breakouts in proposals and studies which include all uf the
factors and elements mentioned herein and that the breakout should be

understandable to the procuring agency.

It is no doubt true that when developing cost data on a specific weapon
sysiem, a more inclusive presentation can be made than is defined in a

general way in this section.

B, THEORY AND PRACTICE

Before discussing methodology for estimating costs, it might be well
to discuss tke philosophy on which the task group based its approach, Many
take the approach that costs are a great unknown factor, and that it is im-
possible to make acceptable and useful cost predictions of future weapon

systems.

We refuse to accept this philosophy. The business of estimating corts
is not like coping with an unknown phenomenon in the area of physics 2r in
the sciences. For example, there are fundamental gaps in man's under-
standing of particles in the atomic nucleus and hernce man's methods of
predicting and controlling the nuclear forces are often rudimentary and
approximate. But this stumbling block is a real one. namely, lack of fun-
damental knowledge. This is certainly not the case with costs for existing
commercial systems, as witness the detailed custeknowledge of automobiles
and television sets available in the appropriate industries, nor is 1t neces-

sarily the case with the military systems,

A particular aggregation of existing hardware has a finite number of
pieces. The only reason it may be difficult to ascertain the coats of a svs-
tem in being, like 2 B-52 or an Atlas missile, is that pertinent data have
probably not been kept in a form suitable for conventional cost estimating
purposes, Of course, the costs of future systems presents uncertainty,

cespecially if they depend apon new technological methods.,




The major sources of uncertainty'y in cost analysis of future system
and force structure proposals may be classified in various ways. Here, we
somewhat arbitrarily select two major headings: requirements uncertainty
and cost-estimating uncertainty. Requirements uncertainty refers to varia-
tions in cost estimates stemming from changes in the configuration of the

system or force being costed. Cost-estimating uncertainty refers to varia-

tions in cost estimates of a system or iorce where the configuration of the
system or force is essentially constant. These latter variations arise for
numerous reasons -- e, g., differences in individual cost analysts, errors
in bagic data used in cost analysis, errors in cost-estimating relationships

used in making cost estimates, and so on,

Requirements uncertainty is considered first, because all the empirical
studies suggest rather conclusively that requirements uncertainty is the
major source of uncertainty in cost analysis of military system and total
force structure proposals. Let us attempt to get a better fix on what is
meant by ''requirements uncertainty!' Suppose that early in the develop-
ment program a total system cost estimate ia developed for a certain sys-
tem, using the best information. and data available at that time. Then sup-
pose that some years later when the system is being initiated into the active
inventory, a new system cost estimate is made, using all the information
and data available at that time. Typically we find that the original estimate
is less than the second one and the difference may be quite large. What is
the reason for this? Two factors immediately conie to mind: (1) The price
level may have increased during the time interval; (2) The quantity (size or

force) of the system may be larger in the second estimate.

These two factors do in fact typically play a significant role. However,
even after adjusting for them -- i, e., putting the two estimates on a com-
parable basis with respect to price level and quantity--the inequality still
remains in many instances. ,Studies of this phenomenon in the past indicate

that the ratio {(adjusted) may be 1.5, 2, 3 or sometimes even higher. These

=3 From G, H. Fisher, A Discussion of Uncertainty in Cost Analysis,
The RAND Corporation, RM-3071-PR, Aprnil 1962,
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studies also indicate that the primary reason for this is that the
configuration of the systam has changed, and that these configuration
changes tend to be cost-increasing in theix -ffect. In other words, the
subject being costed initially is often markedly differ=nt from that costed
later. Here system configuration change means change in hardware charac-
teristics and/or change in system operational concept (soft ve hard, fixed
vs mobile, concentrated ve dispersed, low alert va high alert, low
activity vs high activity rate, etc.).

Numerous reasons may be given for changes in system configuration,
The following are a few examples:

1. With respect to the gystem's hardware, the original design may
fail to produce the desired performance characteristics, and as a result,
the hardware configuration has to be changed. Or, soraetimes performance
characteristics themselves may be changed (upward) with a resultant change
in hardware specifications and hence cost. Another possibility is that an
attempt may be made to get the system sooner than was originally intended

by substituting resources for time.

2. A change in system specifications may be induced purely by errors
of omission in establishing requirements initially for some part of the sys-
tem. For example,inr the early phase of the ICBM program this happened
with respect to the ground support equipment (GSE). Correction of the
error led to rather marked changes in system GSE requirements, and

hence to an increase in GSE cost.

3. A change like that mentioned in Example 2 above may have an in-
direct effect on other parts of the system. It is possible that perscnnel re-
quirements may be changed. Also, an item like personnel requirements
often is very sensitive to changes in system operational concept (e.g., de-

gree of system dispersal, alert capabitity, etc.).

4. The strategic situation may change. This may lead to a respecifi-
cation of hardware performance characteristics. Or, even if the hardware
is not affected, the method of deploying and employing the system may have
to be changed, For example, to reduce vulnerability of the system to sur-

prise attack, a higher degree of dispersal, hardness, or alert capability
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may be required to meet the new strategic situation. The impact of such
changes on system installations and personnel requirements, to cite two
examples, is obvious. A re-evaluation of the strategic situation may pro-
duce changes in system force size (number of units to be procured for the
operational force), or in some cases a change in the number of years the
system is planned to be kept in the operating inventory. Both of these
situations may be regarded as a form of requirements uncertainty, result-
ing in a substantial impact on total system cost.

The above are only illustrative examples of a few of the many reasons
the configuratiop. of a system may change. But the key point is that require-
ments uncertainty can lead to wide variations in total system cost, even in
the complete absence of cost-estimating uncertainty (if this were possible).
There is such a thing as cost-estimating uncertainty, of course, but as
mentioaed previously, it tends to be small relative to requirements uncer-
taiaty,

Too often cost elements have been lumped and presented in a cumulative
form before the analyst begins his work. It is then not possible to answer
questions about the significance of training costs alone, or of R & D costs
alone, etc. For purposes of advanced planning, cost elements must be kept
in an easily identifiable form as explained below. Data in the pre-cumulated
form, perhaps on punched cards or tape, can be analyzed from different
viewpoints to answer varying questions and to compare the same cost sub-
headings across weapon systems. The resulting cost-data bank will then
be a fruitful source of present and future data for cost-effectiveness
decision-making. The Air Force has not fully required keeping of past
program cost data in a form appropriate to decision-making heretofore.
This failure jecpardizes the ability to make good future procurement

decisions.

[here must also be uniformity in the major data categories which are
recorded, as well as in the definitions of thuse categories. Cost estimating
techniques must then be cstablished to help estimate the costs under each

of the major sub-headings which are defined.




In generating pre-procurement parametric cost data, items such as

the following must be given specific consideration:

1. Identify cost categories covering all sources of major system cost,
The cost of 2 booster vehicle, for example, goes far beyond the direct pro-
curement and launch cosis of the booster. There are costs of training pro-
grams, logistic support, manufacturing facilities, tooling, GSE, etc. For
maximum Air Force management and decision visibility, a thorough cost
breakout is needed and costs must be tabulated under n:merous standard
sub-headings.

2. Costs in various units are needed gince several resource constraints
exist and confront the Air Force. For example, the ''cost'’ of a new weapon
system is constrained in terms of the availability of man-years of critical
scientific, engineering, and technician effort needed to develop and operate
the system. Also, the number of man-years of various military support
and command skill levels needed to operate the system must be considered
to be a constraint. The numbers of tons, gallons, or other units of critical
materials (e.g., amounts of fissionable material or cubic yards of concrete
for bases, or tons of light metals, etc.) needed to develop and operate the
weapon system must be presented. Suppose that in 1970 a new ballistic
missile system is to be procured. It would be helpful ther to have the his-
torical data on the amount of engineering man-hours, manufacturing hours,
critical materials, etc., which were necessary to develop the Atlas, the
Titan, the Minuteman, and other missile families.

Even the influence of the proposed weapon system procurement on other
industries may be heipful, In the early fifties, the Air Force was consider-
ing development of Atlas and Titan I. The need for expansion of liquid oxy-
gen production if these systems were to oe developed, tested, and operat~d
was a '"cost” whose projection was vital to full cost-effectivenesgs under-
standing of the importance of these systems.

3. Costs in each of the cost units defined in paragraph 2 must be
calculated per year as well ag in total. The reason for this is that a given

weapon system in total cost units (of critical manpower skills, critical
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materials units, or in dollars) may satisfy the total resource level
available, but the annual expenditures may exceed a smooth budget pattern
during certain years. This becomes a serious problem to the funding and
man-loading of other weapon-system development programs which are pro-
ceeding simultaneously. Critical manpower peaks and valleys are to be

avoided.

4. Cost sensitivity and cost variarce congiderations should be in-
cluded in the presented cost data. (See Section VII on risk and uncertainty.)
A cost estimate standing alone on the page of a report does not inform the
reader as to its firmness relative to other cost data presented on other
pages of a study. Thus some indication of the precision of the estimate
should be given with the cost data, and the sensitivity of final results to the
cost uncertainties should be portrayed. Thus, in some way the more
tenuous cost estimates must be highlighted so that: (a) the proper confi-
dence in the ultimate cost-effectiveness nu nber can be conveyed to the
reader; and (b) remedial effort and perhaps recommended testing can be
undertaken by the Air Force to further identify and refine the data. The
latter will lead to better cost information on the technological area in
question and thus future cost-effectiveness studies will be more valid.

C. A GENERAL COST METHODOLOGY

1. ldentify the various critical cost commodity categories:
lij = man-years of effort of type i needed in year j to develop,

make operatioral, and operate the proposed weapon system
or major weapon subsystem.

m‘ij = tons, pounds, yards, or other units of critical material
of type i needed in yea: j to develop, make operationai,
and operate the proposed weapon system or major

weapon subsystem,

Examples of types i are: fissionable materials, fuels (of given type),

concrete, machine tools, heavy metals (of given type), light metals (of




given type), etc. Dollar costs may be obtained by arithmetically operating
with the lij and mij'
(Dollars in year j) = ($). = > [I.. x ($/unit 1,.)
J 4 by
= (26)
+ Zmij x ($/unit mij)]

it +

2, In order to estimate the amounts of lij and mij and hence ti.e dollars
needed annually over the life-time of a weapon system it is useful to develop
a cost-breakout chart of the type shown in Figures 7, 8 and 9. Note that the
estimation of facility sizes, for example, the size of the manufacturing
facility, etc., is dependent on the total force level of the weapon-system
procurement, The learning curve effects are also dependent on this force
level, For these reasons, the estimating of the lij costs, the mij costs,
and the total yearly dollar costs should be done parametrically for varicus

planned force-level procurements of the weapon system.

The effect of force size on some constraining ''costs'' and the insensiti-
vity of other cost elements to force size can be seen in Figures 10 and 11,
Figure 10 gshows that the number of engineers needed to develop, test, and
operate a weapon system is relatively ingensitive to force size. On the
other hand, the dollars per year for all items of manpower and materials
(I0C and DOC) may depend very heavily on the force size procured, as
shown in Figure 11, Note that R & D costs are the same for the two planned
force levels in Figure 11,

D. COST ESTIMATING RELATIONSHIPS ‘CER)—‘/

A functional expression which stites that the cost of someti :ng may be
estiinated on the basis of a certain variable or sst of variables is called a
Cost Estimating Relationship (CER). These expressions may be simple or

complex in terms of functional form and/or the number of variables taken

14 Section D.iu taken la: rely fromn HQ AFSC

Cost Estimating Relati. nehip Program Plan, 31 July 1962

S 4
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;(IOC & DOC),

!

Cost of Money Cost of Money
(Interest, Burden) (Interest, Burden)
For "sizing" facilities, For constructing learning

input weapon system curves, parts inventories,
procurement level: etc., input weapon

Number of bases system forces level:

Number of units Number of bases
) Unita per ysar Number of units

Units per year

10C DOC
{Indirect Operating {Direct Operating
! Cost) Cost) |
FIGURE 7

COST BREAKOUT CHART FOR ESTIMATING CRITICAL RESOURCE UNITS
REQUIRED TO DESIGN, DEVELOP, AND OPERATE A WEAPON SYSTEM
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R&D

Operation of
force of 300

Develop
2l Facilities
S:g;:d Operation of

force of 100

: 4 3 e e . \ -
'"YEAR ! v 18
FIGURE 10
NUMBER OF ENGINEERS NEEDED TO DEVELOP AND OPERATE A
WEAPON SYSTEM
Investment
in Facilities

31/:&[0

100 Units
Procured

-
-
-

A
L 4 R v v

YEAR

Investment DOC
in Facilities

FIGURE 1]

DOLLARS NEEDED TO DEVELCP AND OPERATE WEAPON SYSTEM AT
TWO FORCE LEVELS

58




into account. Many Cost Estimating Relationships (CER's) such as that
shown in Figure 12 exist in the literature. Excerpts from Headquarters
AFSC Cost Estimating Relationship Program Plan dated 31 July 1962 are
included in this Section D. These CER's are helpful in generating cost
estimates for the many cost categories of Figures 7, 8 and 9.

$/1v
Thrust

¢&——— Regression Line

Thrust lbs x 103

FIGURE 12

TYPICAL COST ESTIMATING RELATIONSHIP (CER)
BASED ON PAST PROGRAM DATA

The process of estimating is by definition approximate. The variability
of an estimate will be relatively small if the item being costed is essentially
the same in the future as it was in the past. For example, for the cost of
flying a B-47 from New York to Los Angeles, the number in the crew, the
pay per person, and the B-47 fuel costs per hour are established and can be
expected to stay essentially the same, assuming a constant dollar. The
variability will also be amall if the item being costed varies in relation to
some predictable parameter. For example, the cost of a landing strip
varies with the number of cubic yards of concrete, even if a projected
landing strip is much longer and thicker than any existing strip.

The costing problem becomes much more complex ir. the case of a
weaAfpon system or supporting systern that is greatly diffcrent from any sys-
tem on which actual cost data are available. Since historical costs are the
only basis for projecting future coste, some historical relationship must be
found. 1f the analyst had time to break the future system down into its most

59




detailed elements, we would find that many of the detailed elements were
similar to elements in earlier systems and could be related; e.g., cost of

micro-circuit elements.

It is often possible to estimate costs by some broader aggregation than
micro-circuits at the component or even the subsystem level, based on
some parameter of performance or specification which has a reasonable
correlation with cost. For discussion purposes, the correlation between
that parameter and cost is referred to as the Ccst Estimating Relationship
{CER) for that element of cost. A CER cau also be id»ntified for non-hard-
ware cost elements, such as fuel and lubricant costs as a function of flying
hours or depot maintenance might be given as a per cent of acquisition cost.
Obviocusly, the broader the cost element for which a CER can be established,
the less time is required to compute the total cost estimate,

The Cost Analyst should not wait until he needs a CER to collect histor-
ical data, determine the moat appropriate correlation, and docunent the
CER. This is a time-consuming effort and, at least for the more obvious
elements of cost, a CER should be anticipated and established between
specific cost-estimating assignments. Each assignment will undoubtedly
reveal a requirement for still ether CER's that are not available, but the
time required can be minimized by proper planning and oreparation of the
CER.

CER's should be prepared for different levels of aggregation (in equip-
ment cost, for example, not only at the subsystem level but also at the
component level) where possible and appropriate so that the cost analyst
has some flexibility in their use. Depending on, first, the degree of detail
to which a system can be described for the cost analyst and, second, the
time available to prepare the estimate, the cost analyst can then use the
broader CER (involving leas computation time; possibly less accurate) or
the finer CER (involving more computation time; possibly more accurate).
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E. DEVELOPING CER's

A Cost Estimating Relationship is simply a functional expression which
states that the cost of something may be estimated on the basis of a certain
variable or set of variables (see Figure 12). These expressions may be
simple or complex in terms of functional form and/or the number of variables
taken into account. The simplest possible case is where the cost of some-
thing may be estimated almost entirely as a function of a single variable.
Examples are: "Cost per flying hour,” "Cost per pound structure,” "Cost
per bit of memory," etc. At other times more complicated multivariate
functions of various mathematical types may be used in CER's. Also, it
should be pointed out that a cost estimating relationship need not necessarily
be "continuous." It may be discontinuous, or a "step function.”

In any event, a cost estimating relationship expresses cost as a function
of a variable or variables. The fundamental steps in developing cost esti-
mating relationships are as follows:

1. Determine what these variables are. This is easier said than done.
There is no known method to readily identify what the key variables are.
The graphical fitting appraoch, together with discussions with appropriate
engineering and manufacturing personnel, seems to be the only method of
determining the significant variables. Success in iduntifying the variables is
largely dependont upon the ingenuity of the analyst and the amount of effort
and time spent in exploring the various combinations of all identifiable para-

meters. The simplest variables such as: cost related to quantity, cost
related to weight, cost related to size, ratios, etc., probably shauld be
tried first. Use of percentage relationships are also helpful. For example,
on rocket engine pumps past data may show that the costs are: labor - 45

per cent, material - 33 per cent, overhead - 22 per cent.

2, Determine an appropriate functional form. The representation of

how cost will vary in relationship to some variable is a cost pattern, or cost
behavior. A cost pattern maybe shown graphically or possibly expressed
algebraically. Plotting a graphic picture of the data is a way to find a suit-
able functional form and to assess and determine the variability of costs.
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3. Estimate the numerical value of the parameters in the functional

form. In using a visual inethod of averaging a curve through the data plot
points, there would be little probability of two persons drawing the same
curve, It would be desirable to have a method where the same curve would
be consistently obtained from the same data. This can be accomplished by
the method of least squares or other commonly used curve-fitting procedures.

4. Where possible, give some indication as to the confidence

associated with the estimating relationships. In a statistical sense, this
may be accomplished by.furnishing standard errors of estimate, confidence
intervals, and the like. Where this is not possible, less formal (perhaps
non-quantitative) statements may be used.

5. If the relationships hold only for certain ranges of the ''cost-

generating' variables, these ranges should be stated. Stating the problem

in five straightforward steps like 1-5 above, may convey the impression
that the task of developing usable cost estimating relationships is a rela-
tively simple process. This is definitely not the case, especially in the
field of advanced weapon-system cost analysis. A fundamental problem ‘.,
the paucity of meaningful quantitative data. And even when data are avail-
able, the number of observations {the '"'sample size") is likely to be small.

F. AFSC FORMAT FOR RECORDING CER's

Careful, concise documentation is essential in establishing a reliable

cost egtimating relationship. Ideally, it should be possible for any analyst
to retrace from beginning to end the specific steps origina!lv talen in de-
riving each cost-estimating relationship. More important, however, is
that the documentation would enable another analyst to decide intelligently
whether a given CER can be used reliably in costing a particular system to
solve a particular problem. FEven though the analyst has little confidence in
the CER, he should document it in the manner prescribed so that there is a
specific record aud a basis for further research., He will thereby save time
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