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ABSTRACT

A high-frequency pulse radar often receives energy which has propagated through the ionosphere to the ground, scattered, and then returned to the radar again via the ionosphere. When this energy is displayed as a function of both time delay and operating frequency, the record is called sweep-frequency backscatter. In this report a digital computer technique is devised to synthesize such records in a manner which is quantitative in all parameters.

The synthesis is designed so that very few approximations are needed. Full allowance is made for the following: a spherical earth and ionosphere; a wide variety of electron-density variations in height and range; ionospheric absorption which varies with frequency, range, and the ray angle; radar antenna gain as a function of frequency, azimuth, and elevation; ground-scattering characteristics which vary with frequency, range, and the angle of incidence; ground-reflection coefficients which vary with frequency and range; the transmitted pulse shape, duration, and power level; receiver bandwidth and total received noise power. Only three approximations are made: the discrete number system is substituted for continuous numbers; ray theory is used with the assumption that energy is distributed uniformly between adjacent closely spaced raypaths; the effect of the geomagnetic field on raypath range and group time delay is neglected.

The digital synthesis has two major uses. First, it is possible to vary a single parameter in a known way and then see the effect that the variation should have on ground backscatter. For example, a ripple of known characteristics can be inserted in the ionosphere at a known range and the resulting perturbation in the ground backscatter can be calculated.

The second major use of the program is the synthesis of a close likeness of a specific experimental record. This synthetic record serves to confirm knowledge of the mechanisms which play a part in ground backscatter. For example, the ground-scatter coefficient varies with frequency, terrain type, and incidence angle in a manner which is not presently well understood. The process of making a synthetic record to
match an experimental record will involve the trial of several hypotheti-
cal scatter functions until one is found which duplicates observed
behavior. Since most of the other contributing mechanisms exhibit a
predictable behavior, it will thus be possible to isolate the scatter
pattern and study it independently.
## CONTENTS

### I. INTRODUCTION
- Definition of the Problem .................................................. 1
- Method of Study ................................................................. 3
- Applications of the Technique ............................................... 4

### II. FOUNDATIONS OF THE BACKSCATTER ANALYSIS
- The Method of Calculation by Means of Raysets ......................... 7
- The Ground-Scatter Pattern .................................................. 14
- The Method of Treating Absorption ........................................ 18

### III. ANALYSIS OF BACKSCATTER
- The Flux of Energy .............................................................. 27
- Power; The Time Distribution of Energy ..................................... 38
- Summation in Azimuth and Elevation Angles ............................... 42

### IV. THE EFFECT OF ANTENNA GAIN PATTERNS
- Methods of Programming Gain Functions .................................. 49
- Azimuthal Gain ................................................................. 51
- Summary of Gain Discussion .................................................. 55

### V. THE TECHNIQUE OF DIGITAL SYNTHESIS
- List of Symbols and Definitions .............................................. 58
- Rearrangement of the Power Equation ...................................... 64
- Details of the Synthetic Process ............................................ 68
- Programmed Steps .............................................................. 71
- Addition of the Third Dimension--Frequency .............................. 79
- A Comparison of Synthetic and Experimental Records .................. 85

### VI. ILLUSTRATION OF THE SYNTHESIS OF A SPECIFIC EXPERIMENTAL RECORD
- Description of the Calibrated Radar ....................................... 89
- Experimental Conditions for the 20 October Run ....................... 93

---

- SEL-65-002
C. Logarithmic Sliders Showing Backscatter Shape for Typical Ion Layers ........................................... 111
D. Matching the Leading Edge of the 20 October Backscatter .............................................................. 116
E. The Final Step: Matching the Amplitude Records .................................................................................. 124

REFERENCES ............................................................................................................................................... 139

TABLES

Number
1 Ground-reflection coefficient factors ........................................ 17
2 Constants selected for simulation of absorption variation vs range and time of day ................................. 110
3 First estimate of ion-layer parameters for 20 October ................................................................. 116
4 Second estimate of layer parameters ............................................................................................... 119

ILLUSTRATIONS

Figure
1 The primary advantage of backscatter .................................. 3
2 Method of programming electron-density variations ................ 8
3 Examples of calculated raypaths automatically drawn ............ 9
4 Illustration of some logic controls used in raytracing .............. 10
5 Parameters included in a rayset ............................................. 11
6 A sample family of one-hop raysets ....................................... 13
7 32-Mc backscatter coefficients measured by aircraft ............... 15
8 Analytic functions fitted to the scatter data ................................ 16
9 Frequency variation of the absorption index ............................. 21
10 Geometry used in absorption calculations .............................. 22
11 Factors which influence the amplitude of ground backscatter 26
<table>
<thead>
<tr>
<th>Figure</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Illustration of the backscatter power-density calculation</td>
<td>28</td>
</tr>
<tr>
<td>Geometry used in calculating a correction for the spherical earth</td>
<td>30</td>
</tr>
<tr>
<td>Relations used to permit application of reciprocity</td>
<td>33</td>
</tr>
<tr>
<td>The distribution of energy in space and time after one hop</td>
<td>38</td>
</tr>
<tr>
<td>The distribution in space and time of the energy from a single scatterer</td>
<td>39</td>
</tr>
<tr>
<td>The time distribution of energy received from one range increment via selected modes: a modeset</td>
<td>40</td>
</tr>
<tr>
<td>Known measures of the energy distribution</td>
<td>41</td>
</tr>
<tr>
<td>A chart devised to permit use of a planimeter for the integration of gain</td>
<td>51</td>
</tr>
<tr>
<td>Hypothetical shapes used for calculating the effect of the azimuthal variation of gain</td>
<td>53</td>
</tr>
<tr>
<td>The final result: a computer plot of the time variation of average backscatter amplitude</td>
<td>80</td>
</tr>
<tr>
<td>Synthetic backscatter obtained at seven different frequencies</td>
<td>81</td>
</tr>
<tr>
<td>The calculated noise level for given frequencies and pulse durations</td>
<td>83</td>
</tr>
<tr>
<td>A model showing the addition of the frequency dimension</td>
<td>84</td>
</tr>
<tr>
<td>Experimental and synthetic records of two-hop backscatter</td>
<td>87</td>
</tr>
<tr>
<td>Experimental and synthetic backscatter with a tilted ionosphere</td>
<td>88</td>
</tr>
<tr>
<td>The first calibrated sweep-frequency record for synthesis</td>
<td>91</td>
</tr>
<tr>
<td>Calibrated &quot;A&quot; records for measure of signal strength on Fig. 27</td>
<td>92</td>
</tr>
<tr>
<td>Photograph of the calibrated radar equipment</td>
<td>93</td>
</tr>
<tr>
<td>Scalar multiplier representing the effect of azimuthal gain</td>
<td>94</td>
</tr>
<tr>
<td>Variation of gain with respect to elevation angle</td>
<td>95</td>
</tr>
<tr>
<td>Chart used for determination of gain at all frequencies</td>
<td>97</td>
</tr>
<tr>
<td>Measurements of the transmitted, received, and detected pulse shape</td>
<td>98</td>
</tr>
<tr>
<td>Scale compression factor of the calibrated radar</td>
<td>100</td>
</tr>
<tr>
<td>Map of the Americas showing radar conditions on 20 October</td>
<td>101</td>
</tr>
<tr>
<td>Timing of events on 20 October</td>
<td>102</td>
</tr>
<tr>
<td>Figure</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>37</td>
<td>Other sweep-frequency records which preceded Fig. 27</td>
</tr>
<tr>
<td>38</td>
<td>Vertical-incidence traces obtained during the morning of 20 October</td>
</tr>
<tr>
<td>39</td>
<td>The 0859 ionogram reduced to indicate true heights</td>
</tr>
<tr>
<td>40</td>
<td>Photograph of the trace used in Fig. 39</td>
</tr>
<tr>
<td>41</td>
<td>Graphical derivation of the cubic expression for absorption</td>
</tr>
<tr>
<td>42</td>
<td>Computer data for simulation of absorption curves of Fig. 41</td>
</tr>
<tr>
<td>43</td>
<td>Logarithmic sliders showing minimum $T_g$ vs $F$ for all Chapman ionospheres</td>
</tr>
<tr>
<td>44</td>
<td>The effect of ionospheric tilts on the $T_g$ vs $F$ slider curves</td>
</tr>
<tr>
<td>45</td>
<td>Backscatter outline for tilted ionospheres of varying heights and gradients</td>
</tr>
<tr>
<td>46</td>
<td>Backscatter outline for varying thicknesses and gradients</td>
</tr>
<tr>
<td>47</td>
<td>Computer-drawn plot of raypath time delay vs frequency</td>
</tr>
<tr>
<td>48</td>
<td>Effects of an E layer and a &quot;thick&quot; F layer</td>
</tr>
<tr>
<td>49</td>
<td>The shape of sporadic-E backscatter</td>
</tr>
<tr>
<td>50</td>
<td>Effects of an E layer and a &quot;thin&quot; F layer</td>
</tr>
<tr>
<td>51</td>
<td>Experimental &quot;A&quot; records in a standardized format</td>
</tr>
<tr>
<td>52</td>
<td>Features of the synthetic records</td>
</tr>
<tr>
<td>53</td>
<td>First attempt at &quot;A&quot; record synthesis</td>
</tr>
<tr>
<td>54</td>
<td>Second attempt at synthesis</td>
</tr>
<tr>
<td>55</td>
<td>Synthetic antenna-pattern change based on aircraft measurements</td>
</tr>
<tr>
<td>56</td>
<td>Further synthesis</td>
</tr>
<tr>
<td>57</td>
<td>Comparison of experimental and synthetic results</td>
</tr>
</tbody>
</table>
ACKNOWLEDGMENT

The author wishes to acknowledge his indebtedness to Professor O. G. Villard, Jr. and Professor A. M. Peterson, under whose guidance this research was carried out, and to Dr. G. H. Barry, who gave some crucial assistance in the early development. Many thanks are also due Mr. C. R. Gilliland, who was primarily responsible for assembly and operation of the calibrated radar, and Mrs. L. Gregory for her excellent digital programming.
I. INTRODUCTION

In the study and use of radio frequencies in the high-frequency band, a commonly encountered phenomenon is the reception of energy which is scattered off the ground and propagated to the receiver after ionospheric refraction. This "ground backscatter" arises in an easily recognized form when the source of energy is a pulse transmitter located near the receiver. Echoes of ragged and fading structure are often found after a time delay of a few milliseconds.

When backscatter was first discovered, it was attributed to the action of reflectors of some sort located in the ionosphere [Ref. 1]. Only in recent years was it firmly established that the predominant source of such echoes is scatter from the ground itself, after propagation through the ionosphere [Refs. 2 and 3]. Several historical accounts of backscatter studies are available [Refs. 4, 5, and 6], so another will not be given here.

A. DEFINITION OF THE PROBLEM

The term "backscatter" will be used here in a restricted sense to mean ionospherically propagated energy scattered by the ground. The phenomenon which will be analyzed is the echo which would be received by a pulse radar in the high-frequency band when the sole source of returning energy is ground scatter. This source accounts for most of the echoes which are received by hf radar, and other echoing sources have been analyzed in considerable detail elsewhere. Examples are the following: field-aligned ionization in the vicinity of the auroral zone [Ref. 7], in the temperature latitudes [Refs. 8 and 9], and near the equator [Ref. 10]; direct echoes from sporadic E patches [Ref. 11]; apparent echo surfaces due to local dense regions or turbulence in the E and F regions [Ref. 12]; man-made regions of dense ionization [Ref. 13]; incoherent electron scatter [Ref. 14]. The analysis of these phenomena is in most cases less complex than it is for the case of ground backscatter because they involve the interaction of fewer mechanisms. A
great deal has been written about ground backscatter, and it is well summarized in the four lists of abstracts which are available [Refs. 15, 16, 17, and 18].

Below the maximum plasma frequency of the ionosphere, $f_c$, the strongest source of echo is the multiple return from vertical incidence. This return is usually so strong that it masks the backscatter echo. Consequently this analysis will be limited to frequencies above $f_c$ (usually 3 to 6 Mc) where backscatter can commonly be seen.

These frequencies are well above the electron gyrofrequency, which remains below 1.5 Mc in all the regions traversed by energy which plays a part in backscattering [Ref. 19]. Other workers have investigated this matter and concluded that the geomagnetic field causes changes in the raypath parameters which are so small that the field may safely be neglected [Ref. 20]. This is an extremely fortunate circumstance because it leads to a considerable simplification in the mathematics with an attendant decrease in the cost of computation. The upper frequency limit of interest is established by the maximum frequency that can be refracted back to the ground by the ionosphere under the average conditions, roughly 25-35 Mc.

With the understanding of the nature of ground backscatter came a realization of its potential value as a means for study of the refracting characteristics of the ionosphere. Using a pulse radar in the high-frequency band, one can acquire a considerable amount of information about the nature of the ionosphere at a distance from the equipment in a desired direction [Ref. 21]. This technique shows its greatest promise when the transmitter and receiver are made to sweep through the high-frequency band so that the backscatter can be studied as a function of both time delay and the frequency of the radio waves [Refs. 22 and 23]. These "sweep-frequency ground-backscatter" records have been gathered for a number of years; the details of their structure are complex and interesting although not now well understood.

If sweep-frequency ground-backscatter records could be properly interpreted to shed light on the nature of the ionosphere in the region of refraction, they would be of great use to the many organizations which
use the high-frequency band as a means of communication. These organizations form an important and large segment of the communications industry, primarily by virtue of the large bandwidth available and the ability of these waves to refract off the ionosphere to reach around the curvature of the earth.

Also, it should be noted that the proper interpretation of backscatter records would be valuable in the study of the upper atmosphere, a region of increasing importance with the advent of nuclear weapons and rocket travel. The ability of a backscatter sounder to examine the ionosphere at considerable lateral distance permits study of areas which are otherwise inaccessible due to geographical or political limitations. Backscatter techniques offer the possibility of examining the ionosphere at a distance from a single station which operates at a fixed location without remote assistance or use of remote equipment (Fig. 1). This single fact holds out so much promise that considerable effort is justified in an attempt to understand the phenomenon. It may prove feasible

FIG. 1. THE PRIMARY ADVANTAGE OF BACKSCATTER.
The theoretical study of the phenomenon has led to a rather disappointing lack of success. In fact, the reader will find that this paper gives the first analysis of such records which is realistically quantitative regarding signal strength. Since a backscatter record is merely a time history of signal strength, it can be seen that this is a rather basic quantity which must be understood if the data are to be properly interpreted.

Most of the information successfully derived from backscatter records has been taken from a study of the frequency dependence of the leading edge of the echo. This parameter can be studied without analysis of the signal strength because a phenomenon called "time-delay focusing" usually causes the backscatter echoes to begin abruptly so that the skip-distance portion of the return can be identified with some confidence [Ref. 24]. One useful application of this has been the determination of the MUF of a propagation path by means of the equipment located solely at one end of the path [Ref. 25].

B. METHOD OF STUDY

The backscatter phenomenon is a complex interaction of so many different mechanisms that the most practical approach to its study is the use of a modern high-speed digital computer. The present method taxes the capability of an IBM 7090—a fairly modern machine, which may be one of the primary reasons why it has taken so long to acquire an ability to study backscatter signal strength. Analytic and graphical methods are useful only if the investigator is willing to make some extreme simplifying assumptions (i.e., a parabolic ionosphere) or if he is interested in just those aspects of the phenomenon which can be attacked by some non-computer technique (i.e., the time delay of the leading edge of the echo). Some authors have attempted to calculate the signal strength, but their methods have either been too difficult for practical use [Ref. 26] or else they have made the calculation short by means of unrealistic simplifying approximations [Refs. 20 and 27].

Work has been done in determining skip-distance time delay of simple ionospheres by analog computer [Ref. 28], but the method did not give any information about signal amplitude and so its usefulness was limited.
The approach to be described begins with a rather detailed analysis of the backscatter phenomenon. Subsequently, the results of this analysis are used to devise a computer program which will simulate the various mechanisms that comprise backscatter, leading to a synthetic radio record which might be acquired by a high-frequency pulse radar. The program is run at a number of frequencies, and finally a simple manual operation is used to combine many such records into a single "sweep-frequency ground-backscatter record."

Both analysis and synthesis make use of raypaths that are calculated through a known ionosphere by computer. The synthesis process makes use of "raysets," which are groups of numbers stored on punched cards in such a manner as to permit the subsequent reconstruction of the characteristics of a family of raypaths at low cost.

Since raypaths may be considered to be streamlines in a flux of energy, the basic assumption is made that energy which starts out between closely spaced raypaths will stay between them, uniformly spaced in both range and time, and thus the computer can calculate the direction of travel and the distribution of energy in space and time. This approximation approaches truth so long as the rays are closely spaced. A considerable cost reduction is achieved by neglecting the magnetic field, an approximation which is good in this application. These approximations, together with the use of a discrete rather than a continuous number system, are the only ones needed; thus the "rayset method" is shown to be an economical approach for the realistic calculation of the amplitude of a ground-backscatter signal. Each run costs about two dollars, and the result is automatically plotted for an extra dollar.

C. APPLICATIONS OF THE TECHNIQUE

The backscatter synthesis program can be used as a means of studying the phenomenon itself. Because the synthesis technique is so realistic, calculations can show the effect on ground backscatter of changes in the following:

1. The shape and elevation angle of the lobes in antenna gain patterns.
2. Secondary lobes in the gain patterns.
3. The degree of ionospheric absorption.
4. Changes in the absorption as a function of range, such as when the radar looks across a twilight zone.
5. The duration of the transmitted pulse.
6. The shape of the transmitted pulse, including the effect of limited receiver bandwidth which tends to smooth the pulse.
7. The absolute magnitude of the scattering coefficient of the ground.
8. The dependence of this scattering coefficient with ground range as, for example, when a radar looks out over flat land, mountains, and sea.
9. The dependence of the scattering coefficient on the angle at which energy strikes the ground.
10. Variation of scattering coefficient with frequency.
11. The reflecting coefficient of the ground, which is a measure of the amount of energy specularly reflected. This affects the relative power of multiple-hop backscatter echoes.
12. Variation of the reflecting coefficient as a function of ground range due to the presence of the various types of terrain which also affect the scattering coefficient.

The effect of changes in the nature of the ionosphere can also be studied by this technique. The kinds of changes that can be studied are limited only by the versatility of the raytracing program used to generate the rays. Practically any raytracing program can be adapted to this purpose; the particular one used to support these calculations would permit investigations of the following changes in the ionosphere:

13. Chapman layers, parabolic layers, E, F₁, and F₂ layers in various combinations and relative proportions; in fact, any ionosphere which can be adequately described by 3000 sample points. (Usually, 300 serve the purpose.)
14. Horizontal gradients of electron density (ionospheric tilts) which are gentle but widespread, similar to those which are normally present in the ionosphere near dawn or twilight.
15. An isolated irregularity in an otherwise undisturbed ionosphere. The irregularity can be some kind of localized dense or rarefied region. By carrying out the synthesis with the irregularity at a succession of different ranges, it is possible to simulate the time history of the effect of a traveling irregularity on sweep-frequency ground backscatter.
II. FOUNDATIONS OF THE BACKSCATTER ANALYSIS

In preparation for the analysis of backscatter, three pertinent subjects will be discussed:

1. The concept of a rayset as a means of storing raypath characteristics.
2. Experimental measurements of the ground-backscatter coefficient.
3. Nondeviative absorption formulas, manipulated into a useful form.

A. THE METHOD OF CALCULATION BY MEANS OF RAYSETS

Before proceeding with analysis of backscatter, it is necessary to introduce a mathematical concept which has been called the "rayset." Calculations will be keyed to the utilization of this concept.

It is assumed that there exists a digital computer program which traces the paths of radio waves in the ionosphere. Such programs are in operation at several institutions [Ref. 29] and they form the basis of a rapidly advancing technology in the study of the ionosphere. The particular raytracing program is largely immaterial, so long as it has the requisite versatility, accuracy, and sufficient speed to be run at a reasonable price. The program used to support this work has been described in a previous publication [Ref. 30]; basically, it is a successive series of solutions of Snell's Law in a concentrically stratified ionosphere. The index of refraction is a scalar which varies vertically and horizontally as indicated on Fig. 2.

This program is able to present its results in any combination of three forms: the raypaths will be drawn in curved earth coordinates; selected numerical data can be printed out to show the ray trajectory parameters; or the computer may punch the data into the rayset cards. Figure 3 shows the automatically drawn raypaths which were calculated through a Chapman ionosphere whose vertical-incidence critical frequency was 4 Mc. These raypaths were originally drawn by a small x-y plotter controlled by a tape from the IBM 7090. The true shapes of the rays are shown over a curved earth. To the author's knowledge, this is the only raytracing program which directly plots its resulting raypaths in an undistorted coordinate system.
ELECTRON DENSITY, $N$, IS A FUNCTION OF RANGE WITHIN EACH SHELL.

REFRACTIVE INDEX, $n = \sqrt{1 - \frac{80.6N}{f^2}}$

FIG. 2. METHOD OF PROGRAMMING ELECTRON-DENSITY VARIATIONS.

A rayset is a set of eleven numbers which characterize a particular hop of a particular calculated raypath. This set is stored in one punched card; the system is so devised that a deck of appropriately related punched cards will contain sufficient organized information that the user can extract practically anything he wishes to know concerning the interrelationships of the various raypaths that have been computed. Thus, decks of raysets can be used as input data in subsequent computer programs. In this way, the information which was acquired by raytracing can be used over and over at practically no cost.

New programs can be written based on the assumption that the relationships between raypath parameters are known quantities. For example, the derivative which relates the change in raypath ground range that arises from an associated change in the raypath takeoff angle can be considered as a known number; this derivative appears in most expressions for energy density which reaches the ground. Consequently, the analysis which follows may stop when it encounters such a quantity.

This is a tremendous advantage because it is usually the unknown variations of such parameters which make other forms of analysis either difficult or impossible. The rayset method was previously used by the author for the synthesis of oblique ionograms [Ref. 31]. In that case
FIG. 3. EXAMPLES OF CALCULATED RAYPATHS AUTOMATICALLY DRAWN.
the analysis was very simple and the subsequent synthesis was made almost trivial by the use of raysets.

The nature of a rayset can best be understood by consideration of the process which goes on inside a digital computer when raytracing is taking place. Each ray is calculated individually; the computer is instructed to go to a designated starting point and calculate the path originating at that point which propagates at a given initial takeoff angle above the surface of the earth as indicated in Fig. 4. Using circular coordinates and appropriate equations, the computer calculates the curved path of the ray as it traverses a medium of varying index of refraction.

Many things can happen to the ray; it can refract off the ionosphere and execute normal hops. It may go so far that it exceeds a specified maximum range, \( R_{\text{max}} \) on Fig. 4, in which event the computer will be instructed to shut off. Similarly, there might be a specified maximum altitude, \( H_{\text{max}} \), at which raypath calculations would be terminated. If the index of refraction varies in the horizontal direction, the ray may climb into the ionosphere only to come down on top of a densely ionized area; if the ray then refracts upward off this area, it is said

FIG. 4. ILLUSTRATION OF SOME LOGIC CONTROLS USED IN RAYTRACING.
to have executed a "perigee." This sometimes happens when rays are calculated in an ionosphere with an E layer whose electron density increases with increasing range.

Usually, a ray trapped between the E and F layers will either escape or reach the maximum range. However, there may be a buildup in the electron density between the E and F layers of sufficient magnitude that the index of refraction becomes imaginary in all forward directions. This electron-density distribution is called a "closed trap" by the author, and rays are terminated when they encounter this circumstance. However, in the actual situation, the energy must reflect and come back out.

Each time a ray encounters the earth, a perigee, or a raypath termination instruction, the computer stops temporarily to store on magnetic tape a set of numbers which will later be punched into a card to be called a rayset. These parameters are illustrated on Fig. 5. Consider the first hop of the ray shown. When the computer finds that the ray strikes the earth, it stores the numbers shown in the top row on the

\[ \begin{align*}
\text{FIRST RAYSET} \\
\text{IID} & \quad \text{Freq} & B=1 & \beta & \psi_t & T_{\phi_1} & T_{g_1} & R_1 & H_1 & I_1 = 0 \\
\text{SECOND RAYSET} \\
\text{IID} & \quad \text{Freq} & B=2 & \beta & \psi_2 & T_{\phi_2} & T_{g_2} & R_2 & H_2 & I_2 = 0 \\
\end{align*} \]

\text{ETC.}

FIG. 5. PARAMETERS INCLUDED IN A RAYSET.
The parameter IID (ionosphere identification) is a three-digit number that identifies the particular ionosphere used for calculation. The frequency $F$ is given in kilocycles. The parameter $n$ (bounce) is given the value 1 because this is the first time the ray has hit the earth. The parameter $\beta$ is the takeoff angle, and $\psi_1$ is the landing angle as shown on the figure. The ground range from the transmitter to the point of impact of the ray, $R_1$, is given in kilometers. The group and phase time delays, $T_{g1}$ and $T_{\phi1}$, are given in milliseconds. The height $H_1$ is the height of the apogee of the ray as shown. The parameter $I_1$ (indicator) is a number which is coded 0 through 6 and serves to identify the general nature of the raypath. Notice that $I = 0$ when the ray hits the earth; $I = 1$ if the ray exceeds maximum height and $I = 2$ or 3 if the ray exceeds maximum range. Similarly, $I = 4$ or 5 if the ray executes perigees, and $I = 6$ if the ray encounters a closed trap.

After the computer has stored the rayset described above, it continues calculating the ray until it again encounters the earth, a perigee, or a raypath termination instruction. In the example shown on Fig. 5, the ray hit the ground for a second time and the computer stored the rayset shown as the second row in the figure. Here the information is similar to the first rayset except that $B = 2$, because this is the second encounter with the ground. Also, the range, group time delay, and phase time delay are all given as accumulated totals counted from the transmitter.

As a matter of interest, the definitions of the various parameters as shown on Fig. 5 apply only when $I = 0$. When $I$ is nonzero, the ranges, times, and angles are defined differently so as to maximize the ability of the user to reconstruct the ray trajectories. For example, if the third hop of the ray exceeded maximum range going upward, as it appears to do in Fig. 5, the time and range would be measured to the point of ray termination. The height would be the height of termination and $\psi$ would be the terminal angle of the ray relative to horizontal. The indicator would be $I = 2$. If the ray had exceeded maximum range coming down, the same definitions would apply except that the indicator would be $I = 3$. Actually, the change in the indicator number.
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serves only to establish the algebraic sign of the angle $\psi$. This procedure conserves one column on the punched card and thus maximizes the amount of information it can convey.

Figure 6 shows the appearance of a family of rayset cards when they are printed out. The family shown has been calculated through a Chapman ionosphere with a 100-km scale height and a 4-Mc critical frequency. Thus, the operating frequency is twice the critical frequency. The height of the maximum occurs at 300 km and there were no horizontal gradients of electron density in this example. The corresponding rays are drawn in the sixth plot on Fig. 3.

<table>
<thead>
<tr>
<th>ID</th>
<th>FREQ HOP AC</th>
<th>BETA DEG</th>
<th>PSI DEG</th>
<th>GROUP TIME MS</th>
<th>PHASE TIME MS</th>
<th>RANGE KM</th>
<th>H T INHP</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 023</td>
<td>8000.1</td>
<td>1</td>
<td>00.0000</td>
<td>1248008112</td>
<td>127294393</td>
<td>31744673</td>
<td>54235421</td>
</tr>
<tr>
<td>5 023</td>
<td>8000.1</td>
<td>1</td>
<td>155000</td>
<td>00.5000</td>
<td>1248395487</td>
<td>127290503</td>
<td>30654528</td>
</tr>
<tr>
<td>5 023</td>
<td>8000.1</td>
<td>1</td>
<td>1000000</td>
<td>100.0000</td>
<td>1248913563</td>
<td>127294393</td>
<td>29621387</td>
</tr>
<tr>
<td>5 023</td>
<td>8000.1</td>
<td>1</td>
<td>1150000</td>
<td>2580000</td>
<td>1248913563</td>
<td>127294393</td>
<td>29621387</td>
</tr>
<tr>
<td>5 023</td>
<td>8000.1</td>
<td>1</td>
<td>1500000</td>
<td>2580000</td>
<td>1248913563</td>
<td>127294393</td>
<td>29621387</td>
</tr>
<tr>
<td>5 023</td>
<td>8000.1</td>
<td>1</td>
<td>1000000</td>
<td>2580000</td>
<td>1248913563</td>
<td>127294393</td>
<td>29621387</td>
</tr>
<tr>
<td>5 023</td>
<td>8000.1</td>
<td>1</td>
<td>5000000</td>
<td>2580000</td>
<td>1248913563</td>
<td>127294393</td>
<td>29621387</td>
</tr>
<tr>
<td>5 023</td>
<td>8000.1</td>
<td>1</td>
<td>7500000</td>
<td>2580000</td>
<td>1248913563</td>
<td>127294393</td>
<td>29621387</td>
</tr>
<tr>
<td>5 023</td>
<td>8000.1</td>
<td>1</td>
<td>1000000</td>
<td>2580000</td>
<td>1248913563</td>
<td>127294393</td>
<td>29621387</td>
</tr>
<tr>
<td>5 023</td>
<td>8000.1</td>
<td>1</td>
<td>1500000</td>
<td>2580000</td>
<td>1248913563</td>
<td>127294393</td>
<td>29621387</td>
</tr>
<tr>
<td>5 023</td>
<td>8000.1</td>
<td>1</td>
<td>2500000</td>
<td>2580000</td>
<td>1248913563</td>
<td>127294393</td>
<td>29621387</td>
</tr>
<tr>
<td>5 023</td>
<td>8000.1</td>
<td>1</td>
<td>5000000</td>
<td>2580000</td>
<td>1248913563</td>
<td>127294393</td>
<td>29621387</td>
</tr>
</tbody>
</table>

FIG. 6. A SAMPLE FAMILY OF ONE-HOP RAYSETS.
Using the information on these raysets, one can reconstruct most of the useful information that describes all of the possible one-hop rays through this ionosphere. Raysets computed through a very simple ionosphere such as this will prove useful in later synthesis for study of the effect on backscatter of equipment changes without the added complication in the record which appears when the ionosphere has layers or tilts.

B. THE GROUND-SCATTER PATTERN

In 1959, Neilson et al [Ref. 32] and Hagn [Ref. 33] of the Stanford Research Institute (SRI) flew an instrumented aircraft over various terrain types, investigating the behavior of backscattered power at 32.8 Mc. Although the data are restricted to one frequency, they appear to be the only comprehensive data available. Therefore, as a starting point, the SRI data will be used at all frequencies; however, it should be noted that the technique of backscatter synthesis being invented here may open an avenue for the investigation of the actual behavior of the ground-backscatter coefficient as a function of frequency, since all the other necessary parameters will be seen to exhibit a predictable behavior during changes of frequency.

The SRI results were expressed in terms of a parameter, $\gamma$. In this paper, $\gamma$ denotes a reflection coefficient, so scattering will be symbolized $K$. On page 51 of Ref. 33, $K$ is explained (in paraphrase) as follows:

"When $K$ is viewed as a loss parameter, one simple interpretation is to consider it the ratio of the received power actually measured to the power that would have been measured with $K$ equal to unity. The case of $K$ being unity corresponds to the earth acting as an antenna (with aperture equal to the area actually illuminated by the pulse) which receives the incident power and isotropically retransmits it without depolarization or loss into a hemisphere."

As a consequence of the definition of $K$, the theoretical treatment of backscatter will begin with the assumption that the earth acts as a completely reradiating, hemispherically isotropic antenna. The power received (according to the resulting equations) will then be multiplied
by $K$ in order to bring the theoretical predictions into line with the SRI measurements or other known measures.

On Fig. 7 are shown Hagn's curves depicting the behavior of the parameter $K$ as a function of the angle of incidence $\Psi$ for various terrain types. Also shown on the figure are curves of $\sin \Psi$, $\sin^2 \Psi$, and $\sin^4 \Psi$. The labels H and V refer to horizontal and vertical polarization of the radiation being measured. It is somewhat remarkable that in all cases the horizontal polarization seems to exhibit a shape which is quite close to that of the curve of $\sin^4 \Psi$. Since the vertical axis of Fig. 7 is logarithmic, curves can be shifted up and down on the plot simply by use of a scalar multiplier.

**FIG. 7.** 32-Mc BACKSCATTER COEFFICIENTS MEASURED BY AIRCRAFT.
For vertical polarization, the data are not so easily matched; in some cases it appears that the data will fit a $\sin^2 \psi$ curve, whereas in other cases it appears that a constant would be more appropriate. Figure 8 shows the same curves separated by terrain type, together with analytic functions which have been selected as the closest reasonable match to each. It is seen that in some cases the agreement is quite close. The reader should not be excessively critical of small differences between the analytic function and the SRI measured curves, for the latter are actually smoothed representations of a wide variety of data and, in a sense, they reflect the judgment of Hagn.

FIG. 8. ANALYTIC FUNCTIONS FITTED TO THE SCATTER DATA.
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As a consequence of this curve-matching exercise, it was decided to represent the five types of terrain by the function

\[ K(\psi) = K_1 \sin^4 \psi + K_2 \sin^2 \psi + K_3 \]

where the values of \( K_1, K_2, \) and \( K_3 \) are as shown in Table 1, which gives the data used to produce Fig. 8.

**TABLE 1. GROUND-REFLECTION COEFFICIENT FACTORS**

<table>
<thead>
<tr>
<th>Material</th>
<th>Horizontal Polarization</th>
<th>Vertical Polarization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( K_1 )</td>
<td>( K_2 )</td>
</tr>
<tr>
<td>New ice</td>
<td>( 1.4 \times 10^{-1} )</td>
<td>( 7.1 \times 10^{-4} )</td>
</tr>
<tr>
<td>Old ice</td>
<td>( 2.5 \times 10^{-1} )</td>
<td>( 2.5 \times 10^{-3} )</td>
</tr>
<tr>
<td>Sea</td>
<td>( 3.3 \times 10^{-2} )</td>
<td>0</td>
</tr>
<tr>
<td>Smooth moist land</td>
<td>( 1 \times 10^{-4} )</td>
<td>0</td>
</tr>
<tr>
<td>Smooth dry land</td>
<td>( 1.8 \times 10^{-4} )</td>
<td>0</td>
</tr>
</tbody>
</table>

Although the SRI data are the only complete set, some other authors have mentioned isolated characteristics of ground scattering derived either from theory or experiment. The theoretical study of this subject is extremely difficult. It appears that those who try to analyze this phenomenon make approximations so severe that their results are questionable or else they are unable to solve the equations that they set up. There is a wide disagreement among the results which have been derived and so they will not be used here. However, the following items taken from the literature deserve mention:

1. Shearman [Ref. 20] states on theoretical grounds that the backscatter should vary as \( \sin^4 \psi \). It is also interesting to note that he made calculations which show that the magnetic field can
be neglected in backscatter calculations without introducing perceptible error in the location of the scatterers.

2. McCue [Ref. 6] acquired experimental data which indicated that land is a better scatterer than the sea when the angle $\psi$ is small.

3. Ingalls and Stone [Ref. 34] made measurements at 18 and 24 Mc which seemed to indicate that the sea had a backscattering cross section of $10^{-4}$ m$^2$ for every square meter of sea.

4. Ranzi [Ref. 35] found that the sea was a better scatterer than the land by an amount which varied between 5 and 16 db. This same author [Ref. 36] found that the scattering coefficient of a mountain range depended very strongly on the particular characteristics of the troposphere. It appears that the refracting power of the troposphere varies slightly from day to day and makes small changes in the value of $\psi$ at which the raypaths encounter the mountain range. If such small angular changes actually cause measurable changes of scattered power, this might be explained in terms of a scattering coefficient which varies quite strongly in the vicinity of $\psi = 0$ deg where Ranzi's measurements were made. Such a characteristic is exhibited by the functions $\sin^2 \psi$ and $\sin^4 \psi$.

5. Ament [Ref. 37] calculates theoretically that the scattering coefficient of a rough surface should vary in proportion to $\sin^2 \psi$ and $\lambda^{-1}$, that is, inversely proportional to the wavelength of the radio frequency.

The mechanism for scattering of signals by terrain has been intensely studied, and the above references form only a partial view of the whole subject. The state of knowledge in this field, as of June 1961, is well summarized by a series of 77 abstracts which are given by Hagn, Neilson, and Smith [Ref. 15]. The most recent theoretical study of scattering at the time of this writing was made by Hagfors [Ref. 38]. His analysis applies only for values of $\psi$ near 90 deg, so the results are of little use here; but he gives a lucid explanation of the common approach to this problem, together with a number of references more recent than those which were available in 1961 to Hagn et al.

C. THE METHOD OF TREATING ABSORPTION

One of the advantages of the technique developed here is that it permits use of the most basic theory as a source of information about the physical world. The processing of the data often involves a considerable
amount of arithmetic, but the application of the basic theories involved is seldom masked by complex mathematics or obscure approximations. The speed of the digital computer permits solution directly from the basic laws. Developments such as the Breit-Tuve theorem or Martyn's equivalence theorem are unnecessary approximations in this context.

The method by which absorption is taken into account should provide a clear example of the above. Absorption losses lead to a single, isolated factor in the final result, and so the analysis of absorption can be separated from the general backscatter problem and will be treated independently here.

The physical principle involved is that power is lost in proportion to that which remains, so that the amount which manages to penetrate an absorbing region varies as the factor

$$\exp\left(-\int k\,dz\right)$$

where $k$ is called the absorption coefficient and $z$ is the distance traversed. The quantity which is usually measured experimentally is the absorption index $Q$, which is related to the coefficient by the equation

$$Q = \int k\,dh$$

where $h$ is the vertical component of $z$. An assumption will be made that the absorbing region is centered about a height of 80 km, since this is the approximate height of the D layer, and only the nondeviative absorption will be considered here.

The above relations are basic and can be found, for example, in Ref. 39. There it is also shown that the coefficient of absorption should theoretically be inversely proportional to the square of the radio frequency in the absence of a magnetic field. If the magnetic field is taken into account, this proportion is approximately true provided the operating frequency exceeds the electron gyrofrequency (see, for example, Ref. 40), which will be a good approximation at the frequencies used throughout this study.
In actual practice, one of the best measures of absorption is obtained by observing successive multiple reflections of a pulse traveling vertically between the earth and the ionosphere. The technique is described in Ref. 39 where data from such an experiment are given. The technique yields good results but has two unfortunate limitations: (1) frequency is restricted to less than the vertical-incidence critical frequency of the most dense layer because total reflection must be obtained; (2) when frequency is near the critical frequency of any layer below the maximum, then the ray suffers a great deal of deviative absorption.

Nevertheless, such experimental data can be extrapolated so as to be useful in the prediction of the behavior of oblique propagated waves. In Fig. 9 the author has taken data from Ref. 39 and has attempted to make such an extrapolation from the cusped curve into a straight line where \( \alpha \) is proportional to the inverse square of frequency. These data, it should be noted, applied in winter at noontime in a temperate zone at a time when the sunspot activity was low. On the extrapolated straight line, \( \alpha \) equals 0.12 at a frequency of 10 Mc.

Unfortunately, there appear to be two different definitions in current use for the meaning of the index of absorption. In fact, both definitions are used in Ref. 39. The first definition, as given above, leads to the result that power is decreased by the factor \( e^{-\alpha} \). However, field measurements of the absorption index are sometimes reduced through the use of a definition based on a power loss proportional to \( 10^{-\alpha} \) which facilitates use of the decibel as a unit. This latter definition is used in Fig. 9.

Let us call the former definition \( \alpha_e \) and the latter \( \alpha_{10} \). Thus

\[
\frac{\alpha_e}{10} = \alpha_{10}
\]

Comparison of the value of \( \alpha_{10} \) from Fig. 9 with that which would be obtained if \( \int k \, dh \) were measured, would reveal that two compensating
errors nearly cancel one another. That is, \( \int k \, dh \) corresponds to \( 2\alpha_e \) (up and down) and since \( 2\alpha_e \) is only 15 percent larger than \( \alpha_{10} \),

\[
\frac{2\alpha_e}{\alpha_{10}} = e^{10}
\]

Figure 10(a) shows the relation between an element of distance along an oblique raypath, \( \Delta z \), and an element of distance along a vertical raypath, \( \Delta h \), such as was used in the determination of the curve on Fig. 9. Here it is seen that

\[
\Delta z = (\Delta h) \csc \zeta
\]
FIG. 10. GEOMETRY USED IN ABSORPTION CALCULATIONS.
from which it follows that absorption loss is

\[ e^{-\alpha \csc \zeta} \]

Now, since \( \alpha \) is proportional to the inverse of frequency squared, it will be more convenient to define a new parameter, \( E \), which obeys the relation

\[ E = F_{\alpha}^2 = 1.38 \times 10^7 \quad \text{for} \quad \alpha = 0.12 \quad \text{at} \quad 10 \text{ Mc} \]

This new factor is not frequency dependent except near the gyrofrequency, and the work which follows is restricted to frequencies of several megacycles, well above the gyrofrequency.

It is desirable to program the computer so that the severity of absorption may change with horizontal range. This will happen, for example, if a backscatter radar looks toward or away from the sun across a twilight zone. Thus the factor \( E_\alpha \) will be a function of range. A cubic equation for \( E_\alpha \) provides enough flexibility, so absorption is described by the expression

\[ E(R) = E_\alpha \left( 1 + e_1 R + e_2 R^2 + e_3 R^3 \right) \]

where \( E_\alpha, \ e_1, \ e_2, \ \text{and} \ e_3 \) can be specified independently each time the program is run. This equation has proven to be more than adequate.

In the equations above, it is necessary to specify \( \zeta \), the angle at which the raypath penetrates the absorbing region. It may be assumed that the raypath from earth to the D region is a straight line as shown in Fig. 10(b). In the figure, \( \beta \) is a known takeoff angle, \( r_e \) is the radius of the earth (6370 km), and \( h_D \) is the height of the absorbing region (80 km). From this figure it is seen that
\[
\frac{\sin \alpha}{r_e} = \frac{\sin (\pi/2 + \beta)}{r_e + h_D} = \frac{\cos \beta}{r_e + h_D}
\]

\[
\zeta = \pi/2 - \alpha, \text{ so } \sin \alpha = \cos \zeta
\]

\[
\cos \zeta = \arccos \left( \frac{r_e \cos \beta}{h_D + r_e} \right)
\]

Since \( E \) varies with range, it will be necessary to locate the range at which every ray penetrates the absorbing layer going up and coming down for each hop. For example, if an element of backscattering ground is illuminated by a two-hop ray and the energy returns to the receiver by a one-hop ray, then the calculation of the received power will include six factors, one going up and one coming down for each of the three hops. This sounds difficult, but it is actually little more than a bookkeeping operation to the computer which can simply add exponents, thanks to the relation:

\[
e^a \cdot e^b \cdot e^c \cdot e^d = e^{a+b+c+d} \text{ etc.}
\]

Since \( E \) will be a slowly varying function of range, it is assumed that a ray which reaches a given range travels by hops which are equal and symmetrical. This approximation is made only for the purpose of evaluating \( E \); in other stages of the analysis, it would be altogether unacceptable. Here, its effect is quite minor and the approximation does lead to an increase of computer speed.

It is necessary to know, for a ray which leaves the ground at angle \( \phi \), how much ground range it traverses before reaching the \( D \) region. This calculation is straightforward as shown on Fig. 10(b). The ground range in question is symbolized \( R_D \). In this figure it can be seen that

\[
R_D = r_e \zeta
\]
It can also be seen that

\[ \phi = \zeta - \beta \]

Therefore the instruction given to the computer is

\[ R_D = r_c(\zeta - \beta) \]

Using this value of \( R_D \), the computer evaluates \( E(R) \) at the two locations shown in Fig. 10(c) for the case of a one-hop ray. Here, the symbol \( R \) stands for the total range reached by the one-hop ray. For the two-hop ray, the computer is instructed to evaluate \( E \) at the four locations shown in Fig. 10(d). Similarly, for a three-hop ray, the computer evaluates \( E \) at six places as shown in Fig. 10(e). No more than three hops were included in any portion of the entire analysis, primarily because the author has seldom seen on any experimental record the fourth hop of ground backscatter. (The fourth or fifth hop could easily be included, if desired.)

Let us recapitulate what has been done here:

1. The absorption has been programmed so that it can be made to vary with range in any manner matched by a cubic equation.
2. Absorption has been corrected so that the index is inversely proportional to the square of the radio frequency.
3. Absorption is calculated to allow for the angle at which the raypaths penetrate the \( D \) region.
4. Absorption is calculated once each time a ray penetrates the region going out to the backscattering ground and once each time the ray penetrates the region coming back from the same ground, both when the ray goes up and when it comes down.

The above is simply an expression of the fact that the energy content of a ray decreases exponentially as it passes through an absorbing region. Further complexity could have been built into the program, but this set of choices is optimum for the objectives at hand and refinements can be added if they become desirable. In the following analysis, the factor written \( e^\alpha \) will signify an instruction to the computer to calculate absorption according to the criteria outlined here.
III. ANALYSIS OF BACKSCATTER

The factors which must be taken into account in this discussion of the ground-backscatter phenomenon are sketched in Fig. 11. It is assumed that there are on the earth's surface a transmitter, receiver, and an associated antenna which are to be simulated. The transmitter operation may be described by specification of the transmitted power level as a function of time. In general, the pulse shape will not be rectangular and, when scattered and received, it will be further modified by the smoothing effect of limited receiver bandwidth and ionospheric dispersion.

The electron density can vary with both altitude and range. However, the raytracing program used here does not permit electron-density gradients in the direction transverse to the propagation path, since it is two-dimensional. Such gradients can be simulated by carrying out the entire synthesis process a number of times for different azimuths (assuming no transverse variation within any single azimuth sector), and the final results can be added.
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At the lower edge of the ionosphere, a certain amount of the energy will be absorbed, and this absorption will depend on the radio frequency. Also, the amount absorbed depends on $\beta$ because shallow raypaths stay in the absorbing region for a longer distance. Since calculations will cover many thousands of kilometers, provisions are made for the variation of absorption with horizontal range.

Antenna gain will generally be a fairly complex function of frequency, azimuth, and elevation angle. The exact nature of its variation exerts quite a strong control over the backscatter amplitude pattern and so a good deal of effort is justified in the simulation of its effect [Ref. 25]. The ground scatter pattern and reflection coefficient have been discussed, and the provision will be made so that they can be changed as a function of range to simulate the changing surface of the earth. Since the radio wavelength is comparable to the scale of irregularities on the earth's surface, these parameters may vary with frequency. Also, the data previously discussed give a clear indication that the scatter pattern varies as a function of the angle $\gamma$.

A. THE FLUX OF ENERGY

Figure 12 contains sketches showing raypaths, areas, and dimensions of interest over the same "block" of the earth. In part (a) are shown the raypaths and measurements which apply to the energy which travels outward from the radar to the backscattering ground. In part (b), attention is focused on the rays which return from the backscattering ground to the radar.

Notice in particular that it is not being assumed that energy which travels out by a certain raypath must return by the same raypath. To emphasize this fact, part (a) shows one hop and part (b) shows two hops. However, it could equally well be that both the transmission and reception propagation paths consist of the same number of hops. For instance, the energy could go out by one-hop-E and return by one-hop-F or the same one-hop-E. As the reader will see, it is not necessary to make any restriction and thus, in this regard, the program will be able to synthesize a portion of backscatter which has previously been completely neglected.
In order to lend clarity to the next few pages, a convention is adopted whereby the subscript \( T \) means that the subscripted parameter is associated with the transmitted rays, and the subscript \( R \) implies association with the received (backscattered) rays. In other words, parameters associated with Fig. 12a will have a \( T \) subscript and those associated with Fig. 12b will have an \( R \) subscript.
Now consider the transmitted rays. Since raypaths are streamlines in a flux of energy, it is assumed that all of the energy which leaves the radar within elevation angle increment $\Delta \beta_T$ and within azimuth angle increment $\Delta \phi_T$ will travel up into the ionosphere confined between raypaths $1_T$ and $2_T$ and the two great circles defined by $\Delta \phi_T$. This energy will refract downward and strike the ground within area $A_1$. The angle increments are considered to be small, so that the energy striking $A_1$ is uniformly distributed. Then, since raypaths $1_T$ and $2_T$ are calculated by the raytracing program, it is possible to calculate the energy density which strikes area $A_1$ directly from a set of known parameters, including the antenna gain specified at elevation angle $\beta_T$.

Area $A_1$ may be illuminated by other raypaths which leave the transmitter at different values of $\beta_T$. This eventuality will be covered under the assumption of linearity so that superposition may be used. In other words, the percentage of energy backscattered by the ground will be assumed to be independent of the amount of energy striking the ground in that particular region. This appears to be an extremely safe assumption, but it should be noted that this is an assumption. Notice also that use of the SRI data implicitly assumes that the backscattered energy is incoherent. This is generally accepted; see, for example, Ref. 41. A detailed theoretical exposition on this subject is given in Ref. 5.

If the earth were flat, the width of area $A_1$ would simply be $R (\Delta \phi_T)$, where $R$ is the mean distance from the radar to the area. However, the earth's transverse curvature requires a correction that cannot be ignored. Consider Fig. 13a which shows the earth in cross section with the radar situated to give an elevation view. The distance from the radar to the area $A_1$ is $R$. The earth's radius is $r_e$ and the geocentric angle subtended by $R$ is $\alpha$. From the figure, it can be seen that $R = r_e \alpha$ and that $\sin \alpha = \mu/r_e$. Now in part (b) of Fig. 13, the same radar is shown in plan view. The distance from the radar to the ground area appears to be $\mu$, not $R$. The width of area $A_1$ appears undistorted in this view and is seen to be $\mu \Delta \phi$. Combining all these results, the width of the area is to be:
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The earth is not a sphere, of course, and so the selection of a value for \( r_e \) is somewhat subjective. At the poles it is 6357 km; at the equator it is 6378; the average of these two is 6368; a sphere whose circumference is 40,000 km would have radius 6366; the selection of 6370 is used here in order to reflect the uncertainty in the last digit (values from Ref. 42).

Looking back at area \( A_1 \), it is seen that \( \Delta \Phi_T \) can be computed directly from the parameters associated with the raypaths \( l_T \) and \( 2_T \). The equation for \( A_1 \) is

\[
A_1 = \Delta \Phi_T \Delta \Phi_T r_e \sin \frac{R}{r_e}
\]

All of these parameters can be obtained from the raysets. Associated with these particular raypaths, there will be a certain amount of energy injected into area \( A_1 \) within the small solid angle between \( \Delta \Phi_T \) and \( \Delta \Phi_T \). The actual solid angle subtended by \( A_1 \) as seen from the radar via raypaths \( l_T \) and \( 2_T \) is then \( \Delta \Phi_T \Delta \Phi_T \cos \beta_T \).

![Diagram](image)

**FIG. 13. GEOMETRY USED IN CALCULATING A CORRECTION FOR THE SPHERICAL EARTH.**
Although actual interest will be centered on power levels, this analysis will be simplified if attention is initially restricted to the accounting of energy. Later a refinement will produce the time distribution of a known amount of energy, thereby giving the desired answers in terms of power. Thus, the pulse duration will initially be set at \( \varepsilon \), which is a time interval so short that errors of the order of \( \varepsilon \) are acceptable.

Let the amount of energy which impinges on area \( A_1 \) and which travels between raypaths \( 1_T \) and \( 2_T \) be symbolized \( E_1 \). Let the gain of the transmitting antenna be symbolized \( G_T \) when it is evaluated in the direction of ray.. as \( 1_T \) and \( 2_T \). Then the total energy transmitted toward \( A_1 \) by these raypaths is

\[
E_1 = c P_T G_T \frac{\Delta \theta_T \Delta \phi_T \cos \beta_T}{4\pi}
\]

where \( P_T \) is the transmitted power. All of this energy will strike \( A_1 \), except that reductions must be made for the power lost to absorption and, if more than one hop is involved, for the power lost due to the incompleteness of reflection off the surface of the earth. The latter factor will be taken into account as follows. It will be assumed that the earth, in addition to backscattering, specularly reflects \((100\%)\) percent of the energy incident upon it. The parameter \( \rho \) is thus a power ratio and will always be less than unity. Since \( \rho \) is probably strongly dependent on the type of terrain, the final program will incorporate an ability to vary \( \rho \) with distance from the radar.

When \( E_1 \) is corrected for absorption and incomplete reflection, it represents the amount of energy which impinges on area \( A_1 \) due to propagation between raypaths \( 1_T \) and \( 2_T \). Many different propagation modes may illuminate the same area on the ground and these must be accounted for in the final result.

Despite the appearance of Fig. 12a, recall that area \( A_1 \) is considered to be infinitesimal. In fact, it is shown as only a point of backscattering ground in Fig. 12b. Here are shown raypaths \( 1_R \) and \( 2_R \)
which represent one of the possible propagation modes by which the energy which strikes area \( A_1 \) can return to the radar.

Suppose, for the moment, that raypaths \( 1_R \) and \( 2_R \) are actually known. Then it can be seen by analogy to \( A_1 \) that the area \( A_2 \) is

\[
A_2 = \Delta R_R \Delta \psi R e \sin \frac{R}{r_e}
\]

However, this equation is not directly useful since the quantity \( \Delta R_R \) cannot be found in the raysets. It is associated with rays which return from the scattering ground, and the raysets describe only the rays which go out from the radar. It might be possible to perform a raytracing which originates at the scattering ground area, but this would be cumbersome and expensive. Fortunately a more logical solution exists, which is as follows. First, note that

\[
\Delta R_R = \frac{\partial R}{\partial \psi} \Delta \psi R
\]

This relation shows promise because an opportunity will arise for the cancellation of the factor \( \Delta \psi R \). Thus, if the derivative can be determined, the area \( A_2 \) will be known.

Although this analysis concerns simulation of a monostatic radar, it will be convenient to digress temporarily and consider the bistatic system shown on Fig. 14a for the study of the needed derivative. Assume that a raypath exists which joins the transmitter and receiver, and that this raypath strikes the ground at angles \( \beta \) and \( \psi \) as shown. Constructed at the transmitter and receiver are antennas whose gains are equal and arbitrarily large. These theoretical antennas will be considered to have a single lobe at the appropriate elevation angle, \( \beta \) or \( \psi \), so that they have maximum gain along the raypath. Each of these antennas has an effective receiving area, \( A \), related to gain by the equation

SEL-65-002 - 32 -
The areas of these two imaginary antennas are normal to the raypath, by
definition.

![Diagram of Raypath and Antennas](image)

\[ G = \frac{4\pi A}{\lambda^2} \]

FIG. 14. RELATIONS USED TO PERMIT APPLICATION OF RECIPROCITY.

Suppose one has calculated rays which originate at the transmitter
end of this path; then from the raysets one has a measure of the spreading
of energy as it travels from transmitter to receiver. The measure most
accessible is the change in the range at which the rays return to earth
when a small change in takeoff angle occurs. For example, suppose a
raytracing at \( \beta = 26^\circ \) and \( 27^\circ \) produces two rays which land at the
earth at \( R = 2500 \) and \( 2600 \) km, respectively. Assuming that these rays are flux streamlines, then the energy which leaves the transmitter in the 1-deg increment of takeoff angle hits the ground in a 100-km increment of ground range. The measure of spreading can then be written:

\[
\frac{\Delta R}{\Delta \theta} = 100 \text{ km per degree}
\]

If this parameter is large, the signal is weak, and vice versa.

Suppose now that the transmitter and receiver are switched without any change in the antennas or the ionosphere. Then, the measure of spreading would be \( \Delta R/\Delta \psi \).

Notice in particular that for small \( \Delta \psi \), \( \Delta R/\Delta \psi = \partial R/\partial \psi \), the desired derivative. We wish to calculate its value without raytracing so we turn to the Rayleigh-Carson reciprocity theorem, which was stated by Terman [Ref. 43] as follows:

"If an electromotive force, \( E \), inserted in antenna 1 causes a current, \( I \), to flow at a certain point in a second antenna, 2, then the voltage, \( E \), applied at this point in the second antenna will produce the same current, \( I \) (both in magnitude and phase), in a short circuit at a point in antenna 1 where the voltage, \( E \), was originally applied. (This) fails to be true only when the propagation...is appreciably affected by the presence of the earth's magnetic field."

In other words the hypothetical switch of transmitter and receiver should not cause a change in the received signal level under the conditions assumed throughout this report. Now, for convenience of notation, assume that \( \Delta \theta \) and \( \Delta \psi \) are selected to make \( \Delta R \) constant. Further, suppose that the antenna on the left side of the figure has an equivalent area \( W_z \) which is inclined at angle \( \theta \) so that it casts a shadow of length \( R_w \) as shown in part (b) of the figure. Similarly, let the antenna at the right end have area \( V_z \) inclined at angle \( \psi \). When the transmitter is at the left end of this propagation path, let the received power (at the right) be \( P_v \) and when transmitter and receiver are switched, let the received power be \( P_w \). If the transmitted power in both cases is \( P_t \), then all of the following relations hold true:
\[ V = R_v \sin \psi \quad \text{and} \quad W = R_w \sin \beta \]

\[
P_v = \frac{P_T \Delta \phi \cos \beta}{4\pi} \cdot \frac{VZ}{R \Delta R \sin \psi}
\]

\[
P_w = \frac{P_T \Delta \psi \cos \psi}{4\pi} \cdot \frac{WZ}{R \Delta R \sin \beta}
\]

Reciprocity indicates that \( P_v = P_w \). Since \( WZ = VZ \),

\[
\frac{\Delta \beta}{\Delta \psi} = \frac{\sin \psi \cos \psi}{\sin \beta \cos \beta}
\]

from which

\[
\frac{\Delta R}{\Delta \psi} = \frac{\Delta R \sin \psi \cos \psi}{\Delta \beta \sin \beta \cos \beta}
\]

All of the elements on the right side of this new equation are available from the raysets, and so the derivative can be calculated without further raytracing.

Returning to the monostatic backscatter radar, it is seen that an \( R \) subscript must be put on the \( R \)'s, \( \psi \)'s, and \( \beta \)'s in the above equations to signify that the values are selected from the rayset that describes the returning raypath (which may be different from the outgoing raypath). Thus, the area \( A_2 \) is calculated according to the relation

\[
A_2 = (\Delta \psi_R \Delta \phi_R) \left( \frac{\Delta R_R \sin \psi \cos \psi_R}{\sin \beta \cos \beta_R} \right) \frac{R_c \sin R}{r_c}
\]

It is not necessary to worry about the algebraic sign in such expressions as these because they will all be factors in an expression for the absolute value of the received power, which is known to be positive.
Since the amount of energy striking area $A_1$ is known, the portion of this energy which returns toward the radar can be calculated by application of the ground backscattering coefficient, $K(\psi)$. Measurements such as those of SRI were taken by a single monostatic radar in an aircraft and therefore they apply only to the case where the angle of incidence is equal to the angle of scatter. In the problem being analyzed here, such a relation will not always hold true. For example, compare parts (a) and (b) of Fig. 12 where it can be seen that the angles $\psi_T$ and $\psi_R$ are not equal. In fact, they must be unequal for all cases except the commonly assumed one in which the energy travels to and from the backscattering ground via the same raypath. However, there is no experimental information known to this author which indicates the behavior of the backscattering coefficient when $\psi_T$ and $\psi_R$ are different, so it seems reasonable to calculate their average value and to use that as the argument of the backscattering coefficient.

Each time any ray penetrates the absorbing region, there will be an energy loss which must be calculated by the program. This loss will be accounted for by multiplication of the total energy by a constant whose value is between 0 and 1. This constant, calculated by the method previously described, will be symbolized $e^\Omega_T$ for the outgoing (transmitted) raypath. Similarly, the attenuation of the incoming (received) raypath will be symbolized $e^\Omega_R$.

The factors which account for the incomplete reflection off the ground of the transmitted and received rays will be symbolized $\alpha_T$ and $\alpha_R$.

Let $E_2$ represent the amount of energy which returns to area $A_2$. Then, the above arguments can be combined to show that

$$E_2 = \left[ \frac{\epsilon_T G_T \Delta \beta_T \Delta \alpha_T \cos \beta_T}{4\pi} \right] e^\Omega_T \alpha_T \left[ K \left( \frac{\psi_T + \psi_R}{2} \right) \right]$$

$$\times \left[ \frac{\Delta \psi_R \Delta \alpha_R \cos \psi_R}{2\pi} \right] e^\Omega_R \alpha_R$$
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In this expression the $2\pi$ appears in the last denominator because the definition of the function $K(\psi)$ involves a power comparison against an ideal radiator which transmits isotropically into a hemisphere. If a complete sphere had been used, the factor would have been $4\pi$ and the parameter $K$ would have been more closely analogous to a gain function.

Let the receiving antenna have an equivalent area symbolized $A_R$. The use of an equivalent area such as this implies that the area is oriented in space perpendicular to the direction of the incoming rays to be received. Thus, when comparisons are made between $A_R$ and the area $A_2$ which lies flat in the earth, a correction must be made because $A_2$ is not perpendicular to the raypaths; the raypaths make an angle $\beta_R$ with area $A_2$.

In a practical situation, the antenna used will transmit and receive only one of the two possible polarizations. Suppose, for example, that the antenna transmits and receives horizontal polarization only. During both the transmission and reception parts of the ray propagation, the plane of polarization will rotate. On the average, only half of the returning energy will exist in the form of horizontal polarization. Thus, a correction factor of $1/2$ must be inserted to account for the fact that half the energy is undetectable due to polarization rotation.

Returning to the analysis, let $E_R$ represent the total received energy. The above reasoning then indicates that

$$E_R = \frac{E_2}{2} \frac{A_R}{A_2 \sin \beta_R}$$

Now $c = F\lambda$ and $G = 4\pi A/\lambda^2$, so $A_R = c^2 G_R / 4\pi F^2$. Also $G_T = G(\beta_T)$ and $G_R = G(\beta_R)$. With this notation it is finally possible to express the received energy in terms of known parameters as follows:
\[ E_R = \frac{1}{2} \cdot \frac{e^2 G(\vec{R})}{4\pi F^2} \cdot \kappa \left( \frac{\psi_T + \psi_R}{2} \right) \frac{1}{2\pi} \left( \Delta\psi_R \Delta\phi_R \cos \psi_R \right)\cdot e^T G(\vec{R}) \]

\[ \left( \frac{\sin \psi_R \cos \psi_R}{\sin \beta_R \cos \beta_R e \sin R e} \right) \]

\[ \Delta\beta_T \Delta\phi_T \cos \beta_T \]

\[ \frac{\alpha_T}{4\pi} \cdot r_T e \cdot \alpha_R \cdot r_R e \]

B. POWER; THE TIME DISTRIBUTION OF ENERGY

At this point it is necessary to include time in the analysis. The above equation gives the total amount of energy received by a selected combination of modes for a very short transmitted pulse length. Now the energy must be traced in both space and time, a process which is most easily visualized on a three-dimensional graph whose coordinates are range, time, and power. Such a plot is shown in Fig. 15 which sketches the distribution of energy on the ground after an ionospheric reflection.
similar to the one described by the family of raysets printed on Fig. 6. Notice that volume on this particular three-dimensional graph will represent energy per meter, but it will not be necessary to calculate the energy quantitatively because the total received energy has already been expressed in terms of known parameters. Consequently, this discussion seeks only to clarify qualitatively the time distribution of received power.

The space and time distribution of energy shown on Fig. 15 will be affected by such things as the antenna gain and the ionospheric absorption. Ionospheric focusing and defocusing also play a strong part in many circumstances, but this simple Chapman layer shows only the defocusing of upper rays, which leads to the low power level.

Now consider a single scatterer taken along the lower-ray portion of the energy in Fig. 15. This scatterer is shown in Fig. 16 where it now assumes the role of a transmitter. The energy scattered back toward the radar assumes a space-time distribution like that in Fig. 15.

![Space-time distribution of scattered energy](image)

**Fig. 16. The distribution in space and time of the energy from a single scatterer.**
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Strictly speaking, the energy would go both to the right and left on these figures, but this fact will be ignored since it would serve no purpose here. Also, no attempt is being made to depict actual relative power levels from one hop to the next. 

Since the radar is located only at range zero, it would receive energy only at the two time delays where the zero range line intersects the scattered energy distribution on Fig. 16. Actually, in this case the single scatterer would receive energy by two modes and would scatter it back by two modes, with a consequent reception of four different elements of energy at three different time delays. 

Figure 17 is similar to Fig. 16 except that it describes the action of a group consisting of all scatterers in a strip of terrain. If only lower rays are considered, this energy scatters back toward the radar where it lands in a space-time distribution which appears to be a solid bar on the figure. The intersection of the zero-range plane with this solid bar, as shown in red, is therefore a pulse of energy which is very nearly rectangular. The power level in this pulse will be symbolized

![Diagram](image)

FIG. 17. THE TIME DISTRIBUTION OF ENERGY RECEIVED FROM ONE RANGE INCREMENT VIA SELECTED MODES: A MODESET.
P_\Delta, and its beginning and ending times will be called T_L and T_H respectively. These three parameters, taken as a group, fully describe the energy which is received for a particular combination of modes, and so the threesome will be termed a "modeset."

In order to correlate the discussion which led to Fig. 17 with the discussion of energy centered around Fig. 12, a number of the parameters shared by these two figures are drawn in on Fig. 18.

![Figure 18](image)

**FIG. 18. KNOWN MEASURES OF THE ENERGY DISTRIBUTION.**

From the arguments given, it can clearly be seen that

\[ T_L = T_{1T} + T_{1R} \quad \text{and} \quad T_H = T_{2T} + T_{2R} \]

Thus, the energy bundle \( E_R \) will arrive in the time interval \((T_L, T_H)\).

Under the assumption of a uniform distribution of energy within a flux tube, it follows that the power level is
\[ P_{\Delta} = \frac{E_R}{T_H - T_L}, \quad T_L < t < T_H \]
\[ P_{\Delta} = 0, \quad \text{otherwise} \]

C. SUMMATION IN AZIMUTH AND ELEVATION ANGLES

Next, it is necessary to carry out a summation in azimuth and elevation to account for all possible flux tubes to and from the back-scattering ground. The summation in azimuth is relatively easy because the only expression which varies in azimuth is the antenna gain so that the summation can be changed to an integration. The influence of antenna gain and its method of variation constitute a rather extensive subject and so the entire matter, including the integration in azimuth, is discussed in Chapter IV.

Although the summation of results with respect to azimuth can be changed into an integral, the same is not true of the summation with respect to elevation angle \( \beta \), because the energy is a multiple-valued function of \( \beta \). The complication arises for the following reason:

Suppose three different flux tubes reach the same spot on the earth's surface, each with a different \( \beta \). Then, energy contributions will exist for each possible combination of these three paths, and it will be necessary to calculate \( 3^2 = 9 \) modesets.

The summation with respect to elevation angle will actually be carried out in terms of the parameter range \( R \). The surface of the earth will be considered divided into a series of concentric rings as defined by the intersections with the ground of the individual raysets. All energy which strikes each ring will be accounted for in such a manner that every possible propagation mode is included.

In the section which discusses gain, it will be shown that the term \( \Delta \Phi \) can be eliminated from the expression for \( P_{\Delta} \) provided gain is replaced by a scalar multiplier \( g_1 \) operating on the function \( g(\beta) \). The factor \( g_1 \) is a result of the integration in azimuth.

The computer will calculate the value of \( E_R \) and \( P_{\Delta} \) for every possible combination of modes that can lead to an element of the received
backscattered power. It will add each of the resulting power levels along a time base between the values $T_L$ and $T_H$. When this process is finished there will be some distribution of power as a function of time, which would represent the backscatter signal if the transmitted pulse were of short duration $\varepsilon$ and if errors were permitted of the order of $\varepsilon$. However, the actual transmitted pulse has a measurable duration and a definite shape. Also, after this pulse has traveled out and been reflected off a scatterer, it will be received with a shape that is further modified by the influence of the receiver bandpass characteristics. These processes are simulated by the use of a weighted-summation scheme within the computer. The analogous procedure in the domain of continuous variables can be expressed by use of the convolution integral as indicated below.

Let the transmitted pulse shape, as modified by the receiver bandpass function, be symbolized $f(t)$ where $t$ is time. Similarly, let the power level which was calculated for pulse duration $\varepsilon$ be symbolized $P_{\varepsilon}(t)$. The actual received power will be symbolized $P_r(t)$ and is related to known quantities by the convolution integral,

$$P_r(t) = \int_0^t P_{\varepsilon}(\xi) f(t - \xi) \, d\xi$$

In the discrete number system, such as is used in the computer, the pulse shape $f(t)$ is given as a sequence of numbers. Similarly, the power distribution $P_{\varepsilon}(t)$ is given as a sequence of numbers which represent the power level sampled at equal increments of time, each of which equals the "infinitesimal" duration $\varepsilon$. Another way of visualizing this is to consider that the transmitter power level changes its value abruptly at each increment of time $\varepsilon$. As with any computer solution, the method leads to errors in the time distribution of energy on the order of $\varepsilon$. Thus the value of $\varepsilon$ must be selected small for good results and large for quick computation; there are a number of other parameters which must similarly be chosen as a compromise between conflicting requirements (e.g., $\Delta\beta$).

The underlying assumption here is that the elements of the backscattered signal add incoherently. If each element added coherently, it
would be possible to carry out the analysis using a convolution integral on the received voltage. If the actual situation lay somewhere between coherence and incoherence, the convolution approach probably would not work* because it is a mathematical model based on linearity [Ref. 44].

This essentially ends the analysis of ground backscatter, because all the factors in the expression $P_\Delta$ can be found by appropriate calculations starting from the rayset information. Now, it will be necessary to carry out the process of synthesis which in effect will close a loop when it arrives at the expression for $P_\Delta$.

*The possibility exists that satisfactory results might be obtained using voltage raised to some power between 1 and 2.
IV. THE EFFECT OF ANTENNA GAIN PATTERNS

Since the objective of this study is synthesis of backscatter as it might be received by some particular radar, it is appropriate to consider some sources of information concerning the gain pattern of the antenna \( G(\beta, \phi) \). The most commonly available information consists of graphs showing the gain as a function of elevation angle \( g(\beta) \) and as a function of azimuth \( q(\phi) \). The actual measurement of the gain of an antenna is an expensive and time-consuming project, so it is seldom carried out unless the antenna is part of a system where calibration is of sufficient importance to justify the effort [Ref. 45]. In most cases, the functions \( g(\beta) \) and \( q(\phi) \) are calculated on the basis of theory, empirical formulas, or measurements made on a small model. Such results are usually of acceptable accuracy as a description of the performance of high-frequency antennas.

In the equation which gives the energy contribution of a single mode set, the gain is entered in the calculation in an expression of the following form:

\[
E_R = \sum_{\beta_T} \sum_{\phi_T} f(\beta_T, \beta_R) G_T(\beta_T, \phi_T) G_R(\beta_R, \phi_R) \Delta \beta_T \Delta \phi_T
\]

where \( G_T \) is the gain of the transmitting antenna and \( G_R \) is the gain of the receiving antenna. Throughout this report it is assumed that there are no transverse tilts in the ionosphere, so it is permissible to drop the subscripts on \( \phi \) because \( \phi_T = \phi_R = \phi \); that is, all propagation is by great-circle routes, and a ray which starts out in one azimuth will return along the same azimuth. Also, most backscatter radars make use of a single antenna so that the subscripts on the \( G \) can be eliminated. However, it is not possible to ignore the subscripts on \( \beta \) because a large amount of energy actually leaves the radar at takeoff angle \( \beta_T \) and travels to and from the backscattering ground by different propagation modes. It will thus arrive back at the radar at an angle of arrival \( \beta_R \) which is not equal to \( \beta_T \).
Now suppose that gain $G$ can be represented by the product:

$$G(\beta, \phi) = ug(\beta) q(\phi)$$

where $g$ and $q$ are functions of arbitrary size but appropriate shape and $u$ is a scalar multiplier. This equation implies that gain is a function which is separable in terms of the azimuth and elevation variables, a condition which is not always true. Nevertheless, it is an assumption which is made so commonly that it is not widely recognized to be an approximation. There are probably two reasons for this: (1) The actual gain is relatively difficult to determine, as was mentioned above, and (2) it is difficult to make any useful calculations using information which is better than that which can be represented by the assumption of separable variables. Most users of gain information are interested in either $g$ or $q$ but seldom have enough information about other system variables to make use of both functions simultaneously. Thus, if given $G$, they would find it necessary to calculate either $g$ or $q$ for use in solving the problems at hand.

One of the most gross departures of gain from a function which can be represented by separable variables exists in the form of side lobes which are centered about elevation angles different from the elevation angle of the main antenna lobe. In backscatter synthesis, it is fortunately practical to simulate this situation closely while still making use of the assumed separable variables. Because the elements of the backscattered signal add in a linear fashion, the superposition principle will allow separate calculations to be made for each lobe which cannot be simulated by a product such as $G = u(gq)$. Separate backscatter can be calculated for each such lobe and the resulting power levels can be added graphically in a simple manner. To state this mathematically, it would be said that

$$G(\beta, \phi) = u_1g_1(\beta) q_1(\phi) + u_2g_2(\beta) q_2(\phi) + \ldots$$
where the functions and constants are selected so that each term represents one or more of the actual antenna lobes. The number of terms which can thus be used are limited only by the patience of the user.

From the above arguments, it can then be said that gain enters into the backscatter calculation in the following manner:

\[ E_R = \sum_{\beta_T} \sum_{\phi} f(\beta_T, \beta_R) u^2 g(\beta_T) g(\beta_R) q^2(\phi) d\phi d\beta \Delta \beta \Delta \phi \]

Notice that the summation in \( \phi \) involves only the single-valued function \( q^2(\phi) \). Thus, this summation can be transformed into an integral and taken outside the summation in \( \beta \), as follows:

\[ E_R = \left[ u^2 \oint q^2(\phi) d\phi \right] \sum_{\beta_T} f(\beta_T, \beta_R) g(\beta_T) g(\beta_R) \Delta \beta_R \]

This operation permits the integration to be done analytically. The bracketed quantity is thus reduced to a scalar multiplier.

Gain is defined as the ratio of (the power transmitted in the direction \( \beta, \phi \)) to (the power which would be transmitted in that direction if the antenna were lossless and isotropic). In this development the transmitted power will be considered as the total radiated power and thus the antenna may be assumed lossless.

From the above definition, it can be seen that conservation of energy requires

\[ \int_{\phi=0}^{\pi/2} \oint G(\beta, \phi) \cos \beta d\beta d\phi = 4\pi \]
which can be written

\[ (u) \left[ \int_{\beta=0}^{\pi/2} g(\beta) \cos \beta \, d\beta \right] \left[ \oint_{\psi} q(\psi) \, d\psi \right] = 4\pi \]

and this relation will hold true provided \( u \) is calculated according to the relation:

\[ u^{-1} = \frac{1}{4\pi} \left[ \int_{\beta=0}^{\pi/2} g(\beta) \cos \beta \, d\beta \right] \left[ \oint_{\psi} q(\psi) \, d\psi \right] \]

Looking at the way in which gain enters the backscatter calculation, it can be seen that the mathematics will take on its simplest form if we choose to simulate gain according to the relation:

\[ G(\beta, \psi) = u \left[ \sqrt{\oint_{\psi} q(\psi) \, d\psi} \right] g(\beta) \]

The quantity in brackets is merely a calculated constant. If the value of \( u \) is inserted, the factors can be rearranged in the following form:

\[ G = g_1 R(\beta); \quad g_1 = \left[ \frac{\sqrt{\oint_{\psi} q(\psi) \, d\psi}}{\oint_{\psi} q(\psi) \, d\psi} \right] \left[ \int_{\beta=0}^{\pi/2} g(\beta) \cos \beta \, d\beta \right] \]

Here it can be seen that the first factor in the expression for \( g_1 \) is a constant calculated only from the azimuthal variation of gain. The second factor is calculated only from the variation of gain with elevation angle.

It is interesting to note that the first factor represents the only influence of \( q(\psi) \) on the entire backscatter calculation. Thus the behavior of this factor is of exceptional interest and it will be discussed
at some length, both to illustrate how azimuthal gain affects backscatter and to derive a formula for mathematical simulation.

A. METHODS OF PROGRAMMING GAIN FUNCTIONS

In the computer program which makes synthetic backscatter records, it is sufficient to have a scalar multiplier $g_4$ together with the function $g(\beta)$. The function is inserted into the program by two different methods, each of which is well suited to a particular form of input information.

In one approach the computer is actually given a rather complex analytic equation which has been designed so that a large number of different shapes of functions can be synthesized. Then, the user can insert various constants into the equation by means of punched cards.

Another separate computer program was designed to support this operation by carrying out the integration which leads to the second factor in $g_4$ and at the same time making a graphical plot of the function $g(\beta)$. This form of computation is well suited to studies where one is most interested in other parameters and only cares that the gain is easily programmed, fairly realistic, and consistent with the known variation of a gain function.

The formulas used for the gain model can be selected from the following array which is built into the computer program:

$$G(\beta) = g_4 \left\{ \begin{array}{l}
cos^n \left( \theta + \beta_1 \right) \\
\sin \left[ \frac{\sin b (\theta + \beta_1)}{a + \sin b (\theta + \beta_1)} \right] \\
\sin a (\theta + \beta_1)^n \\
\frac{1.0}{b (\theta + \beta_1)} \\
\sin k \sin (\theta + \beta_1) \end{array} \right\}^2$$

In this formula $g_4$ is the constant calculated according to the criteria mentioned previously. The parameter $\beta_1$ is used to raise or lower the
beam. The first array represents the free-space pattern of the antenna. The second array represents the effect of a perfectly conducting earth on the free-space pattern provided that the lower element in the brackets is selected. If unity is selected, then the shape of the antenna gain pattern is determined only by the square of the element selected from the first array. The parameter \( k \) allows for antenna height \( h \) through the relation:

\[
k = \frac{2\pi h}{\lambda}
\]

which is derived for horizontal polarization and for vertical polarization under the Brewster angle in Ref. 46.

The elements in the first factor were selected somewhat subjectively by the author in order to make maximum use of the constants \( n, a, b \), while at the same time including as special cases some of the theoretically derived equations for free-space antenna patterns.

Perhaps of more interest is the programming technique which has been termed "itemized gain." This approach is better suited to the use of specific experimental or theoretical gain functions. As the name implies, the function \( g(\beta) \) is fed into the computer by means of a large number of sample points along the function. The computer then performs interpolation between the data points to determine the value of the function at intermediate values of the takeoff angle. The integration of the function \( g(\beta) \) must be done so often that it has been found convenient to invent a graphical technique which permits use of a planimeter.

Figure 19 shows the graph devised for this purpose. The horizontal axis is foreshortened by the factor \( \cos \beta \) and the vertical axis is labeled so that gain can be plotted in decibels, but the vertical axis scale is linear in power. Thus, if the itemized gain points are plotted on this graph and the planimeter is run along the curve defined by the points, the area measured will be proportional to

\[
\int_{\beta=0}^{\pi/2} g(\beta) \cos \beta \, d\beta
\]
A normalization area can be measured on the graph and the ratio of the two readings then used to calculate $g_i$.

B. AZIMUTHAL GAIN

The first factor in the expression for $g_i$ warrants further discussion because it represents the only effect of azimuthal gain on the

FIG. 19. A CHART DEvised TO PERMIT USE OF A PLANIMETER FOR THE INTEGRATION OF GAIN.
backscatter, provided the underlying assumptions are valid. This excludes, for example, the effect of side lobes which can be calculated by a separate run of the same computer program. For convenience, define the numerator and denominator of the expression to be $q_n$ and $q_d$, that is,

$$\begin{align*}
q_n &= \sqrt{\oint q^2(\psi) \, d\psi} ; \\
q_d &= \oint q(\psi) \, d\psi
\end{align*}$$

The ratio of these factors will be calculated for various widths and shapes of the azimuthal gain pattern illustrated on Fig. 20. Here are shown three functions $q(\psi)$ of arbitrary width and varying shape. The first example, function $q_a$, has a constant value between two azimuths and is zero elsewhere: it might be termed rectangular. Shown on the drawing is the 3-db beamwidth, symbolized $\xi_{3db}$, and the null-to-null beamwidth, symbolized $\xi_w$. Each of the three examples on the figure was selected so that the first null falls at azimuth $\pm \pi/2n$, and thus the total width of these patterns between the nulls has the value of $\xi_w = \pi/n$. Similarly, let $\xi_{3db} = \pi/L$. Going back to Fig. 20a, it is seen that

$$q_n^2 = \frac{m^2 \pi}{n} ; \quad q_d = \frac{m \pi}{n}$$

$$q_n/q_d = (m \sqrt{n}) (\frac{n}{m \pi}) = \frac{1}{\pi} \cdot n = 0.564 \sqrt{n}$$

In this case, $L = n$ and so $q_n/q_d = 0.564 \sqrt{L}$.

Now consider case (b) where $q_b(\psi)$ is a sinusoid. Here,

$$q_n^2 = \frac{m \pi}{2n} ; \quad q_d = \frac{2m}{n}$$

$$q_n/q_d = \frac{\pi}{8} \cdot n = 0.626 \sqrt{n}$$
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FIG. 20. HYPOTHETICAL SHAPES USED FOR CALCULATING THE EFFECT OF THE AZIMUTHAL VARIATION OF GAIN.

Since the 3-db points occur at $\phi = \pm \pi/3$, $L = 3n/2$ and therefore

$$\frac{q_n}{q_d} = 0.513 \sqrt{L}$$
In case (c) the function is a squared sinusoid, probably the most realistic of the three patterns shown. Here,

\[ q_n/q_d = 0.690 \sqrt{n} = 0.488 \sqrt{L} \]

These results can be summarized as follows:

- Null-to-null beamwidth = \( \pi/n \)
- 3-db beamwidth = \( \pi/L \)

<table>
<thead>
<tr>
<th>Shape of Gain Function, q</th>
<th>Value of ( q_n/q_d ) Multiplier of ( \sqrt{n} )</th>
<th>Value of ( q_n/q_d ) Multiplier of ( \sqrt{L} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Square</td>
<td>0.564</td>
<td>0.564</td>
</tr>
<tr>
<td>Sine</td>
<td>0.626</td>
<td>0.513</td>
</tr>
<tr>
<td>( \text{Sine}^2 )</td>
<td>0.690</td>
<td>0.488</td>
</tr>
<tr>
<td>Variation (%,%,)</td>
<td>22</td>
<td>15</td>
</tr>
</tbody>
</table>

Two interesting conclusions follow from the argument given: (1) A high directivity in azimuth leads to a stronger backscatter signal in approximate proportion to the inverse of the square root of the beamwidth, and (2) the shape of the azimuthal gain function does not have a very strong effect on the backscatter signal strength for a given beamwidth. In fact, we have shown that the shape can undergo the drastic changes shown on Fig. 20 and that the backscatter signal strength will vary by only 30 percent provided the beamwidth remains constant in terms of the parameter \( L \). [The variation would be reduced to 8 percent if \( (\sqrt{n} + \sqrt{L}) \) remained constant.]

Finally, this result is useful because it opens up a number of possibilities for the mathematical simulation of the effect of azimuthal gain patterns. Uncertainties in the experimental measurement of backscatter signal levels are usually far in excess of 30 percent and probably should be measured in orders of magnitude. Thus, if the only information available is a number giving the beamwidth of the azimuthal
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pattern, a good approximation can be made to the value of the parameter \( q_n/q_d \), by using either \( 0.69 \sqrt{n} \) or \( 0.5 \sqrt{L} \), depending on which of these factors is known. Of course, if the actual azimuthal pattern is known, the integration can be carried out and this approximation may be eliminated.

C. SUMMARY OF GAIN DISCUSSION

The effect of antenna gain on the backscatter signal-strength distribution has been analyzed in some detail. A single transmitting-receiving antenna is assumed, although this argument could be readily extended to cover use of separate antennas. The gain is mathematically broken down into the sum of several functions, each of which can be represented by a function which is separable in terms of the variables, azimuth and elevation angle. This procedure results in a marked simplification of the mathematics and yet utilizes all the information which is normally available concerning antenna gain patterns.

The effect of the elevation-angle variation in gain is thus separated out from the main problem and two different techniques are shown for simulating this pattern during computer operations. A graphical method of carrying out the needed integration is also given.

Backscatter signal strength is shown to vary approximately in inverse proportion to the square root of azimuthal beamwidth. The shape of the azimuthal gain pattern does not have a marked effect on the backscatter signal strength for a given beamwidth, assuming that the ionosphere and terrain do not vary in the direction transverse to the propagation path. Such variations can be simulated by means of separate computer calculations for each azimuth and subsequent addition of the results, by virtue of the fact that signals add incoherently in such a manner that superposition can be applied.
V. THE TECHNIQUE OF DIGITAL SYNTHESIS

This chapter describes the operation of the computer program which synthesizes backscatter, together with comments which illustrate the connection between some of the processes carried out digitally and the corresponding backscatter mechanisms. Input data to this program will include a deck of cards containing a sufficient number of raysets to describe a family of calculated raypaths through the ionosphere of interest. The number of hops can be varied between one and three, although it would be easy to modify this procedure to accommodate four or more hops.

The assumption is made that the raypaths represent streamlines in a flux of energy, and that the streamlines are sufficiently closely spaced that the energy can be considered to be uniformly spread between them in space and time. The energy tubes defined by these streamlines will begin at the transmitter where the energy density in each tube is determined by the antenna pattern. Then, as the tubes travel out into space, mix, spread, and cross in various ways, the energy within each tube is conserved. The flux-tube concept permits calculation of the density distribution of the energy in space and time as it strikes the ground after ionospheric refraction of some number of hops. Notice that two or more flux tubes may strike the same area on the ground.

As the energy travels outward within these flux tubes, corrections are made when it passes the D region to account for absorption at the particular range and angle of each such encounter. Also, corrections are made if the raypaths reflect off the earth, to account for the incomplete reflection coefficient at the particular terrain where the ray landed. For example, there may be synthesized a mountain range of high scatter coefficient but low reflection coefficient, which has a limited extent in radial range.

When the tube of flux arrives at the ground where it is to be scattered, the scattering coefficient $K(\psi)$ is used to determine how much of the energy is scattered back toward the transmitter, taking into account the angle of incidence and the angle of scatter necessary to
permit the energy to return to the transmitter. Geometrical relations applied to the rayset information provide full allowance for the effect of earth curvature and ionospheric curvature, both along and transverse to the propagation path.

On the return trip, the energy is again attenuated due to absorption in the D region and incomplete reflections off the earth. When it reaches the receiver location, it is corrected to account for the antenna gain at the elevation angle of arrival. Also, half the energy is lost because of polarization rotation in the ionosphere which causes it to be undetectable by the receiver antenna.

Typically there will be several thousand elements of energy calculated in this manner. Throughout this process, the time of flight of each element is accounted for and, finally, the convolution principle is applied to correct for the actual shape of the individual transmitted pulses as modified by the receiver bandpass characteristics.

The preceding discussion is a rough sketch of the digital computer process which is about to be described. During the actual computer operation, a number of complicating problems arise, such as the presence of raypaths that do not return to the earth because of a tilted ionosphere or because they penetrate and escape from the earth completely. Since such raypaths may form one of the boundaries of a flux tube, it is necessary to decide how to process the semibounded energy increments to maximize the similarity between the synthetic backscatter and that which would be obtained experimentally in such a situation.

A number of other complications arise because synthesis is done in the domain of discrete rather than continuous numbers. The particular computer in use, an IBM 7090, provides slightly more than eight decimal digits; consequently, round-off error is frequently a source of difficulty, particularly when it describes the height parameter which is measured from the center of the earth. In this case, the round-off error is approximately a meter, which is just large enough to cause occasional trouble.

The author hopes that others may wish to write similar computer programs and it is unlikely that the Fortran II version of this program would be directly useful. Consequently, this chapter will be given in sufficient detail to enable a scientific programmer to write a successful
backscatter synthesis program in another computer language if given some assistance by a person familiar with the physics of backscatter. A consistently successful program can be written in from two to four weeks starting from this description.

A. LIST OF SYMBOLS AND DEFINITIONS

At this point it is convenient to list and define the symbols used in this study, many of which have already been introduced.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>the effective receiving area of an antenna</td>
</tr>
<tr>
<td>$A_1, A_2$</td>
<td>areas on the surface of the earth</td>
</tr>
<tr>
<td>a, b</td>
<td>constants used to calculate gain</td>
</tr>
<tr>
<td>B</td>
<td>bandwidth of receiver, in cycles per second; also, in raytracing, the number of times a ray hit the earth</td>
</tr>
<tr>
<td>c</td>
<td>the speed of light, 299.7925 km/msec</td>
</tr>
<tr>
<td>D, E, $F_1, F_2$</td>
<td>conventional designation of ionospheric layers</td>
</tr>
<tr>
<td>$E, e_1, e_2, e_3$</td>
<td>parameters which control the calculation of absorption according to the formula, $E = E_0 \left(1 + e_1 R + e_2 R^2 + e_3 R^3\right)$</td>
</tr>
<tr>
<td>$E_R$</td>
<td>the received energy in a single modeset</td>
</tr>
<tr>
<td>e</td>
<td>2.7182818, Napier's constant</td>
</tr>
<tr>
<td>F</td>
<td>frequency, usually given in kilocycles</td>
</tr>
<tr>
<td>f</td>
<td>general notation for a function</td>
</tr>
<tr>
<td>G</td>
<td>antenna gain as a function of azimuth and elevation</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>-------</td>
<td>-------------</td>
</tr>
<tr>
<td>g</td>
<td>antenna gain separated to be a function of elevation alone</td>
</tr>
<tr>
<td>$g_1$</td>
<td>a constant used in gain calculations</td>
</tr>
<tr>
<td>H</td>
<td>a height punched into a rayset, usually the height of the last preceding apogee</td>
</tr>
<tr>
<td>h</td>
<td>height in general, always given in kilometers</td>
</tr>
<tr>
<td>$h_D$</td>
<td>the height of the D region</td>
</tr>
<tr>
<td>I</td>
<td>an indicator number in raysets giving general ray trajectory shape</td>
</tr>
<tr>
<td>K</td>
<td>a function of angle, terrain type, and frequency which determines backscatter coefficient</td>
</tr>
<tr>
<td>$K_3$</td>
<td>when used with subscripts of presuperscripts, this is a constant used to calculate $K$</td>
</tr>
<tr>
<td>k</td>
<td>Boltzmann's constant; an arbitrary constant used to calculate gain; also, the absorption coefficient</td>
</tr>
<tr>
<td>$k_1, k_2$</td>
<td>constants used in the descriptions of ionospheric tilts</td>
</tr>
<tr>
<td>L, m</td>
<td>constants used in analysis of the gain function, q</td>
</tr>
<tr>
<td>n</td>
<td>a constant used to describe gain; also an identification number for timesets</td>
</tr>
<tr>
<td>$n_1, n_2$</td>
<td>specific values of the timeset identification</td>
</tr>
<tr>
<td>N</td>
<td>ionospheric electron density; electrons per cubic centimeter</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$N_m$</td>
<td>maximum electron density in an ionosphere</td>
</tr>
<tr>
<td>$P$</td>
<td>power, measured in watts or milliwatts</td>
</tr>
<tr>
<td>$P_n$</td>
<td>noise power</td>
</tr>
<tr>
<td>$P_\Delta$</td>
<td>the power level of a modeset</td>
</tr>
<tr>
<td>$p_\epsilon$</td>
<td>received power, provided transmitted pulse is of &quot;infinitesimal&quot; duration, $\epsilon$</td>
</tr>
<tr>
<td>$q$</td>
<td>gain as a function of azimuth, $\epsilon$, according to the relation, $G = gq$</td>
</tr>
<tr>
<td>$R$</td>
<td>range in kilometers. However, if used as a subscript, this signifies association with the receiver.</td>
</tr>
<tr>
<td>$R_L, R_H$</td>
<td>the lowest and highest of two ranges compared by the computer</td>
</tr>
<tr>
<td>$l_{R, \overline{R}}$</td>
<td>arbitrary ranges used to establish the boundary between differing types of terrain for purposes of calculating $K$ and $p$</td>
</tr>
<tr>
<td>$R_p$</td>
<td>the maximum range to be calculated</td>
</tr>
<tr>
<td>$R_{1, 2}$</td>
<td>ranges calculated by the computer in establishing the identity of a modeset</td>
</tr>
<tr>
<td>$\overline{R}$</td>
<td>the center of the range interval reached by a particular energy flux tube</td>
</tr>
<tr>
<td>$R_D$</td>
<td>for a particular raypath, the ground range between encounters with the earth and the ionospheric $D$ layer</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>R/R</td>
<td>the &quot;received rayset,&quot; that is, the rayset used to describe the energy path on its return from the scattering ground</td>
</tr>
<tr>
<td>r&lt;sub&gt;e&lt;/sub&gt;</td>
<td>the radius of the earth, 6370 km</td>
</tr>
<tr>
<td>T</td>
<td>time, in milliseconds. However, when used as a subscript it signifies association with the transmitter.</td>
</tr>
<tr>
<td>T&lt;sub&gt;g&lt;/sub&gt;, T&lt;sub&gt;p&lt;/sub&gt;</td>
<td>group and phase time delays, respectively, as given by the raysets</td>
</tr>
<tr>
<td>T&lt;sub&gt;1&lt;/sub&gt;, T&lt;sub&gt;2&lt;/sub&gt;</td>
<td>the time limits which define the interval during which a particular flux tube encounters the earth</td>
</tr>
<tr>
<td>T&lt;sub&gt;L&lt;/sub&gt;, T&lt;sub&gt;H&lt;/sub&gt;</td>
<td>the time limits which define the interval spanned by a modeset</td>
</tr>
<tr>
<td>T/R</td>
<td>the &quot;transmit rayset,&quot; that is, the rayset used to define the outgoing flux tube which strikes the ground</td>
</tr>
<tr>
<td>t</td>
<td>time, as a variable used in analysis</td>
</tr>
<tr>
<td>u</td>
<td>constant used in gain analysis</td>
</tr>
<tr>
<td>V, W</td>
<td>dimensions used in a reciprocity calculation</td>
</tr>
<tr>
<td>x, y</td>
<td>distance, usually in Cartesian coordinates</td>
</tr>
<tr>
<td>z</td>
<td>distance measured along a raypath; also used as a parameter in the formula for a Chapman ionospheric layer</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>an angle, usually measured from the center of the earth</td>
</tr>
<tr>
<td>$\alpha, \alpha_0, \alpha_{10}$</td>
<td>the ionospheric absorption index</td>
</tr>
<tr>
<td>$\beta$</td>
<td>the angle of a raypath, relative to the ground, measured at the radar end of the path</td>
</tr>
<tr>
<td>$\bar{\beta}$</td>
<td>the average beta of a flux tube</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>a constant used to raise or lower a mathematically synthesized antenna beam</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>an angle used in absorption calculations</td>
</tr>
<tr>
<td>$\gamma_1, \gamma_2, \ldots, \gamma_{11}$</td>
<td>various intermediate products calculated during backscatter synthesis</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>used as a prefix to indicate the increment of some parameter</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>in continuous numbers, an infinitesimal time increment; in discrete numbers, a short time increment on the order of 0.1 msec</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>an angle used in absorption calculations</td>
</tr>
<tr>
<td>$\phi$</td>
<td>the geocentric angle subtended by the end points of a line; for example, $\phi = R : r_e$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>the wavelength of the radio energy</td>
</tr>
<tr>
<td>$\xi$</td>
<td>in continuous numbers, a dummy variable</td>
</tr>
<tr>
<td>$\xi, \xi_1, \xi_R, \xi_T$</td>
<td>intermediate products calculated during backscatter synthesis</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>the percentage of energy specularly reflected off the earth; also, the radius in circular or polar coordinates</td>
</tr>
<tr>
<td>$1, 2, 3$ $\rho, \rho, \rho$</td>
<td>the reflection coefficient of the three types of terrain which are separated at ranges $1R$ and $2R$</td>
</tr>
<tr>
<td>$\rho_T, \rho_R$</td>
<td>the product of all the reflection coefficients encountered by a multiple-hop flux tube as it travels to or from the backscattering ground</td>
</tr>
<tr>
<td>$\tau$</td>
<td>the duration of the transmitted pulse, if it is rectangular</td>
</tr>
<tr>
<td>$\phi$</td>
<td>azimuth angle in polar coordinates; angle in circular coordinates</td>
</tr>
<tr>
<td>$\phi_W, \phi_{3db}$</td>
<td>the azimuthal beamwidth of the antenna, measured between nulls or 3-db points</td>
</tr>
<tr>
<td>$\psi$</td>
<td>the angle of a raypath relative to horizontal at the ground end of the path. (The analogous angle at the radar end is $\beta$.)</td>
</tr>
<tr>
<td>$\bar{\psi}$</td>
<td>the average landing (or takeoff) angle of an energy flux tube as it arrives at (or leaves) the scattering ground</td>
</tr>
<tr>
<td>' (prime)</td>
<td>The primed superscript on a rayset parameter means that it is selected from the next punched card in a deck of raysets.</td>
</tr>
<tr>
<td>Rayset</td>
<td>A set of numbers that describe a particular hop of a particular ray. It can also contain numbers that characterize the energy flux tube bounded by the ray and some other ray with a higher $\beta$.</td>
</tr>
</tbody>
</table>
Each propagation mode to and from the backscattering ground leads to a small portion of the total received signal of power level $P_\Delta$ during the time interval bounded by $T_L$ and $T_H$. The three parameters thus defined are termed a modeset.

A set of approximately one thousand numbers which represent the received power distribution as a function of time sampled at intervals of $e$.

### B. REARRANGEMENT OF THE POWER EQUATION

Chapter III led to a long expression for $P_\Delta$ which may be rearranged into eleven factors, $\gamma_1$ through $\gamma_{11}$, as follows:

$$P_\Delta = \frac{i}{T_H - T_L} \cdot \frac{\cos \beta_T}{\sin \psi_R} \cdot \frac{\cos \beta_R}{\sin \psi_R} \cdot e^{i g(\overline{\psi}_T) g(\overline{\psi}_R)} \cdot \frac{e^{P_e e^2}}{(4\pi)^3 r F^2}$$

$$\gamma_1 \gamma_2 \gamma_3 \gamma_4 \gamma_5 \gamma_6 \gamma_7 \gamma_8 \gamma_9 \gamma_{10} \gamma_{11}$$

Here a prime superscript (e.g., $R'$) means that the parameter is selected from the neighboring rayset with a next higher value of $\beta$. The bar above a symbol, as in $\bar{P}_R$, means that it is the average angle from a particular flux tube; that is,

$$\bar{P}_R = \frac{1}{2} (\bar{P}_R + \bar{P}_R')$$
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Notice that the original raysets described single raypaths which could not carry energy because they had no cross-sectional area. However, in these calculations, each rayset is compared to another which pertains to the neighboring ray with the next higher $\beta$. The paired rays are considered to bound a flux tube so that $\bar{\beta}$ is the elevation angle of the flux-tube centerline. Then, it can be seen that

$$
\gamma'_T = \frac{\beta_R - \bar{\beta}'_R}{R - R'} = 2 \frac{\bar{\beta}_R - \bar{\beta}'_R}{R - R'}
$$

For purposes of summation, the ground will be considered to consist of concentric rings, each of which will be used in sequence as a source of backscatter. Each flux tube defined by a pair of rays will arrive at the backscattering ground to strike a ring which includes all the area between range $R_T$ and $R'_T$. This annular section of ground will be denoted by the expression $(R_T, R'_T)$. The terrain which is used for a single summation may, or may not, be identical to $(R_T, R'_T)$ but the computer logic will be such that the ground annulus under consideration always lies within the boundaries of $(R_T, R'_T)$. Suppose the ring being calculated is $(R_1, R_2)$. Then, $\gamma_{11}$ is the increment of takeoff angle which describes a flux tube that leads only to $(R_1, R_2)$. Consequently, $\gamma_{11}$ can be calculated by the following relation:

$$
\gamma_{11} = \frac{\beta_T - \bar{\beta}'_T}{R_T - R'_T} (R_2 - R_1) = 2 \frac{\beta_T - \bar{\beta}'_T}{R_T - R'_T} (R_2 - R_1)
$$

Using this notation, it is seen that the range $\bar{R}$ which appears in $\gamma_6$ is related to $\gamma_{11}$ in the following manner:

$$
\bar{R} = \frac{R_1 + R_2}{2}
$$

Since $R_1$ and $R_2$ are known prior to the selection of the transmitted raypath, the synthesis is speeded if the second factor in $\gamma_{11}$ is transferred to $\gamma_6$. 
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Except for frequency, all of the factors in $\gamma_5$ will be constant in every backscatter calculation. The power $P_T$ is chosen as 1 kw and the "infinitesimal" pulse direction $\epsilon$ is chosen as 0.1 msec. Calculation, in an appropriate system of units, then shows that if $\gamma_5$ equals $710/F^2$, the power will come out in milliwatts. Rewriting $P_\Delta$ incorporating the above operations yields

$$P_\Delta = \frac{1}{T_H - T_L} \cdot \cos \beta_T \cdot \cos \frac{\beta_R}{\cos \psi_R} \cdot \frac{2}{g(\beta_T)g(\beta_R)} \cdot \frac{710}{F^2}$$

$$\gamma_1 \gamma_2 \gamma_3 \gamma_4 \gamma_5$$

$$\gamma_6 \gamma_7 \gamma_8 \gamma_9$$

$$\gamma_{10} \gamma_{11}$$

There are some interesting symmetries in the foregoing equation. Notice that $\gamma_7$ and $\gamma_{11}$ are the same except that one is selected from the transmitted rayset and one is selected from the received rayset; $\gamma_9$ and $\gamma_{10}$ are similarly related. Also, $\gamma_4$ contains one factor from each of the two raysets, and the cosine terms in $\gamma_2$ and $\gamma_3$ follow the pattern. Thus, each of these can be calculated as soon as the raysets are read in by the computer, since their values depend on no other parameters. Therefore, they will be combined to speed the process.

Finally the power can be written in an expression which is the most convenient form for digital synthesis.
\[
P_{\Delta} = \left[ \begin{array}{c}
\csc \psi_r \\
y_{3R}
\end{array} \right] \cdot \begin{array}{c}
\gamma_5 \\
y_6
\end{array} \left( \csc \frac{R_1 + R_2}{2r_e} \right) \left( R_2 - R_1 \right) \cdot \frac{K(\overline{\psi}_T/2 + \overline{\psi}_R/2)}{T_H - T_L} \left( \begin{array}{c}
\gamma_7 \\
y_8
\end{array} \right)
\]

This equation looks wrong because the presence of \( y_{3R} \) implies that \( P_{\Delta} \) depends on which of the flux tubes is chosen to be the transmission path. Time-reversal invariance tells that the choice should not matter; the flow of energy should look the same when time runs backwards, as it will appear to do when the transmit and receive raysets are interchanged.

The source of this asymmetry is the absorption of a \( \csc \psi_T \) term into \( K(\psi) \) because of the definition of backscatter coefficient which was used in Ref. 33. There it is noted on page 43 that \( K(\psi) = \frac{\sigma_0(\psi)}{2} \sin \psi_T \), where \( \sigma_0 \) is the standard radar cross section per unit area. This seems to imply that \( \sigma_0 \) is a more fundamental measure than \( K(\psi) \).

In the last equation for \( P_{\Delta} \), absolute values are taken because some of the factors have been allowed to become negative in the expression. Notice that \( \tilde{\xi}_T, \tilde{\xi}_R, \gamma_2 \), and \( \gamma_3 \) can be calculated as soon as the raysets are read into the computer. Also, \( \gamma_5 \) is evaluated only once in the entire program since it depends only on frequency. When the annulus of terrain has been selected for calculation, it is possible to calculate \( \gamma_6 \).

The operation which is carried out most often is the selection of specific transmit and receive raypaths. When this is done, it is only necessary to calculate \( \gamma_8 \) as all the other factors in \( P_{\Delta} \) are already evaluated and stored in registers of the computer. The three parameters, \( P_{\Delta}, T_H, \) and \( T_L \), then constitute one modeset which might be thought
of as one element in an integration. Because of the streamlining of this operation the most frequent calculation is very short. Synthetic backscatter calculations in which there are 6000 or more modesets take less than 60 sec on an IBM 7090, despite the formidable appearance of the $P_\Delta$ equations. Thus, careful tailoring leads to a procedure which is very fast and consequently practical for synthesis of ground backscatter.

C. DETAILS OF THE SYNTHETIC PROCESS

When backscatter is to be synthesized, the digital computer is given a deck of cards which consists of three groups: (a) the program deck, written in accordance with the description which is now to be given; (b) a number of raysets which describe propagation through a specified ionosphere at a specified frequency; (c) a set of propagation parameters, which consists of the constants which the operator can choose at will to describe the ground backscatter and reflection characteristics, the absorption, antenna gain, pulse length, etc.

A good deal of the logic inside the program will depend on the sequence in which the raysets are read. This sequence is established prior to the operation of the computer when the rayset cards are shuffled in an automatic sorting machine. All of the cards must have the same $F$ and the same IID. Next, the cards appear in major groups determined in the order of increasing $B$; that is, the first cards all describe the first hop, the second group of cards describe the second hop, and so forth. Within these groups, the cards must appear in order of increasing $p$. In operation, the program will read the first rayset card to obtain the values of IID and $F$ to be used throughout the calculation. The rayset parameters $T_\gamma$ and $H$ are never used in this particular application.

The characteristics of the terrain are described to the computer by the following set of 14 constants:
In this list, \( R \) signifies ground range, \( \rho \) symbolizes reflection coefficient, and \( K \) symbolizes ground-backscatter coefficient. As the layout of these constants would imply, they are interpreted according to the following logic: the ground range radially measured from the radar is divided into three sections. At all ranges less than \( 1_R \), the constants with a corresponding presuperscript of value 1 will be selected. At ground ranges between \( 1_R \) and \( 2_R \), the reflection and backscatter constants with a presuperscript of 2 will be selected. Beyond range \( 2_R \), the constants with a presuperscript of 3 will be selected. This system could easily be extended to include higher numbers, but so far added versatility has not been desired.

The constants are applied in the following manner. If radio energy strikes the earth at oblique incidence, some of it reflects as it might off a mirror, and some of it is scattered in all directions. The amount reflected is then \( \rho \) times the incident power. The scattering calculation is more complex and has been described previously. It is characterized by the backscatter coefficient \( K(\psi) \), which is calculated according to the formula

\[
K(\psi) = K_1 \sin^4 \psi + K_2 \sin^2 \psi + K_3
\]

Generally, the user of this program will have some maximum time delay beyond which results are not desired. In order to take advantage of this limit, the maximum time delay \( T_p \) is given to the computer so that it will not wastefully calculate power which would appear at longer time delays. Associated with this parameter is a corresponding maximum
ground range which is also given to the computer. This is symbolized \( R_p \), and is generally calculated as the round-trip range which could be reached by light in time \( T_p \).

In this particular program, the decision was taken to make \( \epsilon = 0.1 \) msec. Any function of time is sampled at increments of \( \epsilon \) and may be described either as a function or as a sequence of numbers which represent sampled-data points. The particular value chosen for \( \epsilon \) could easily be changed, but 0.1 msec appears to be reasonable for two reasons. First, the bandwidth of a backscatter radar seldom exceeds \( 10^4 \) cps, and consequently the information which can be received is fully represented without any approximation by samples taken at increments of \( 10^{-4} \) sec. This result follows directly from the sampling theorem of information theory [Ref. 47]. Thus, \( \epsilon \) can be taken as 0.1 msec and the resulting record will contain as much or more detail than actual experimental records obtained by radars of bandwidth 10 kc or less.

Another reason for this selection is that the final result, a drawing of power as a function of time, is made with a pen in an automatic plotting machine. With the largest practical scale and smallest pen available, the line width is about 0.1 msec.

It is considered that the maximum transmitted power is 1 kw, but this is not very significant because the results can be multiplied or divided by any factor to represent a corresponding higher or lower transmitted power. The nature of the transmitted pulse is described in two ways. First, the pulse shape is considered in some cases to be square. This approximation permits easier running of the program if one is willing to accept the corresponding assumption of excessive receiver bandwidth, as is often the case when interest is centered on other aspects of the backscatter phenomenon. The square pulse is fully described by the selection of a single parameter, pulse duration, which is measured in milliseconds and symbolized \( T \).

However, if the pulse shape as modified by the receiver bandpass characteristic is known, it is sampled at intervals \( \epsilon \) and the resulting array of numbers is given to the computer. In subsequent operation these data points are considered to be sample points of the function \( f(\tau) \) previously mentioned in the description of the effect of pulse shape.
The necessary convolution is carried out in the discrete number system where it appears in the more simple form of a weighted summation.

The two methods by which the gain (as a function of \( \beta \)) is given to the computer were discussed in the preceding chapter. When using the analytical form of input, the computer evaluates the expression (previously given) at each particular value of \( \beta \) where it needs a value of gain. Sometimes, the actual gain of an experimental antenna is available in graphical or tabular form. In this case it is easier to use the "itemized gain" approach where the curve showing gain plotted against \( \beta \) is approximated by a connected group of straight-line segments. The connection points are listed as a series of pairs of values of gain and \( \beta \); then each is multiplied by \( g_1 \) which is determined by planimeter integration. These sequences of paired values are given to the computer in digital form. The straight-line segments are reconstructed when the computer carries out a linear interpolation to find a value of gain for some value of \( \beta \) between two of the given pairs.

The amount of nondeviative absorption in the ionosphere is established by the selection of four constants: \( E, e_1, e_2, \) and \( e_3 \). These are used in the cubic equation,

\[
E(R) = E\left(1 + e_1 R + e_2 R^2 + e_3 R^3\right)
\]

which establishes the value of \( E \) to be used in evaluating the absorption for some particular pass of a ray through the D region at range \( R \). Appropriate corrections are made for the angle at which the ray penetrates the D region and also for the effect of radio frequency.

D. PROGRAMMED STEPS

After the computer reads in the raysets, it changes all angles to radians. Then, after the last rayset, it makes an artificial rayset with the following values:
This procedure facilitates the logic which will follow, and serves to shut off the calculation at the proper point without special tests.

The only rays which reach the ground will have \( I = 0 \), and they will be the only ones which account for any backscattered energy. To simplify the logic, the computer takes the raysets with \( I \neq 0 \) and modifies them as follows. In the first rayset of each hop, it replaces \( T, R, \) and \( \psi \) with the values \( BT, BR, \) and \( \beta \). In all other cases, it replaces \( T \) with the previous \( T \) plus 3 msec and it replaces \( R \) with the previous \( R \) plus 1000 km.

Next, the computer calculates \( \gamma_5 = \frac{710}{F^2} \). This is merely an intermediate product, and it contains the implicit assumption that peak transmitted power is 1 kw. Then, the computer processes the raysets, adding and deleting values, so that each will contain information which describes the flux tube bounded by itself and the next rayset.

To simplify language, the following description will make use of the symbol \( \cdot \) which means "to be replaced by." Thus, \( B \cdot B + 1 \) means the same as the command, "Increase \( B \) by unity."

In each rayset, compare \( R \) and \( R' \).

\[
\text{If } |R - R'| < 1.0, \text{ then } T' = T' \left( \frac{R - 1.0}{R'} \right) \text{ and } R' = R - 1.0
\]

This step is necessary because the array of \( R \) represents sample points from the function \( R(\beta) \) and, on occasion, two successive sample points will be very close to one another. The result would imply an unreasonably high energy density striking the ground between the two \( R \)'s. In some cases, further raytracing would resolve the problem because a ray with an intermediate value of \( \beta \) might fall at some range outside of
the interval spanned by the two \( R \)'s. This would mean that the flux-tube approximation broke down, and that the energy which started out between the two rays underwent a folding operation and now lay partly outside the interval spanned by the rays.

However, raytracing will not always correct this situation because the corresponding continuous function, \( R(\beta) \), may have an infinite derivative, \( d\beta/dR \). This is a very common phenomenon and occurs at the skip distance of every layer. Ray theory in the continuous number system indicates that energy density is infinite at the skip distance. This obviously false result is resolved by wave theory which shows that the energy distribution at the skip distance is somewhat complicated but not infinite [Ref. 48]. The computer operation resolved the problem by the artificial spreading of this energy over a 1-km range with a corresponding time spread.

If \( R \) lies in an interval whose end points are the \( R \)'s of two successive raysets, and if each rayset has \( I = 0 \) and the same \( B \), then manufacture a new rayset with \( R = R \). The new rayset should be placed between the two original raysets and should have values of \( T, \beta, \) and \( \psi \) which are calculated by interpolating between the values in the existing raysets in a manner which is linear with respect to the parameter range.

If \( R \) lies in the range interval between any two successive raysets, make new raysets again according to the criteria described above for \( R \).

This operation makes an artificial ray land precisely at the range which separates various types of terrain. It results in a simplification in the logic because only a single scatter or reflection coefficient will now be needed in the calculation of a single modeset.

In each rayset, store \( R_L \) and \( R_H \) which are, respectively, the lowest and the highest of \( R \) and \( R' \). If \( B \) is not equal to \( B' \), set \( R_L = R_D + 1 \) and \( R_H = R_D + 2 \). If \( B = B' \) and \( I = 0 \), set \( \xi = G(\beta) \). Otherwise, set \( \xi = 0 \). In each rayset, store \( \bar{\beta} = (\beta + \beta')/2; \psi = (\psi + \psi')/2 \); erase \( \psi \) if desired. The following definitions are made:
\[ \zeta = \arccos \left( \frac{r_e}{r_e + 80 \cos \beta} \right) \]

\[ R_D = r_e (\zeta - \beta) \]

\[ \frac{R}{R} = \frac{R_L + R_H}{2} \]

In each rayset, multiply \( \xi \) by \( \xi_1 \) as follows:

If \( B = 1 \), go to Instruction 1.
If \( B = 2 \), go to Instruction 2.
If \( B = 3 \), go to Instruction 3.

**Instruction 1**

\[ \xi_1 \cdot \exp \left[ -\frac{\csc \frac{\zeta}{F^2}} \right] \left[ E(R_D) + E(R - R_D) \right] \]

Go to Instruction 4.

**Instruction 2**

\[ \xi_1 \cdot \rho \exp \left[ -\frac{\csc \frac{\zeta}{F^2}} \right] \left[ E(R_D) + E(R - R_D) + E(R - R_D) \right] \]

If \( \frac{R}{R} \leq \frac{1}{R} \), \( \rho = \frac{1}{\rho} \)
If \( \frac{1}{R} < \frac{R}{R} \leq \frac{2}{R} \), \( \rho = \frac{2}{\rho} \)
If \( \frac{2}{R} < \frac{R}{R} \), \( \rho = \frac{3}{\rho} \)

Go to Instruction 4.
\[ \xi_1 = \epsilon_1 \rho_2 \exp \left[ -\frac{\csc \Psi}{P^2} \right] \left[ E(R_D) + E\left(\frac{R}{3} - R_D\right) + E\left(\frac{R}{3} + R_D\right) \right. \\
\left. + E\left(\frac{2R}{3} - R_D\right) + E\left(\frac{2R}{3} + R_D\right) + E(R - R'_L) \right] \]

\begin{align*}
\text{If } \frac{R}{3} \leq R_1, & \quad \rho_1 = 1 \rho_1 \\
\text{If } R_1 < \frac{R}{3} \leq R_2, & \quad \rho_1 = 2 \rho_1 \\
\text{If } R_2 < \frac{R}{3}, & \quad \rho_1 = 3 \rho_1 \\
\text{Go to Instruction 4.} & \\
\end{align*}

\[ E \left( R - R_D \right) + E \left( \frac{2R}{3} - R_D \right) + E \left( \frac{2R}{3} + R_D \right) + E \left( R - R'_L \right) \]

\[ \text{If } R < \frac{2R}{3}, \quad \text{Go to Instruction 4.} \]

\[ \text{If } R > \frac{2R}{3}, \quad \text{Go to Instruction 5.} \]

\[ \text{Instruction 4} \]

In each rayset,
\[ \xi_1 = 2 \xi \left( \frac{\beta - \overline{\beta}}{R_H - R_L} \right) \cos \overline{\beta} \]

Store in each rayset \( \gamma_3 = \csc \Psi \).
Notice that each rayset has a value for each of the following:
\[ B \beta \bar{\beta} \Psi \left( R_L \right) R_H \xi \gamma_3 \]

Now begins the creation of perhaps several thousand modesets. Examine all the raysets and find the lowest \( R_L \).
Call it \( R_1 \) and go to Instruction 5.

\[ \text{Instruction 5} \]

Find the lowest \( R > R_1 \) and call it \( R_2 \).
If \( R_2 > R_p \), go to Instruction 6. Otherwise calculate
\[ \gamma_6 = (R_2 - R_1) \left( \csc \frac{R_1 + R_2}{2r_e} \right) \]
Now select the constants for use in calculating $K(\psi)$ according to the following criteria:

If $\frac{R_1 + R_2}{2} \leq R$, 
$(K_1, K_2, K_3) - (1K_1, 1K_2, 1K_3)$

If $R < \frac{R_1 + R_2}{2} \leq 2R$, 
$(K_1, K_2, K_3) - (2K_1, 2K_2, 2K_3)$

If $2R < \frac{R_1 + R_2}{2}$, 
$(K_1, K_2, K_3) - (3K_1, 3K_2, 3K_3)$

Select for processing all raysets which satisfy both of the following relations:

$$0 \leq R_1 - R_L < 200 \text{ km}$$

$$R_2 \leq R_H$$

This procedure selects for processing only those raysets which describe energy that propagates to or from the range interval of interest, $(R_1, R_2)$. Semibounded flux tubes are included only for the first 200 km beyond $R_L$. (In the computer, it is necessary to establish a maximum number of such raysets, and thus far, after a year and a half of operation, the number has never exceeded 20. Usually, there are 2 to 4.)

If no such raysets are found, go to Instruction 5.

In each of the selected raysets, store $T_1$ and $T_2$ calculated as follows:

$$T_1 = T + (T - T^1) \frac{R_1 - R}{R - R^1}$$

$$T_2 = T + (T - T^1) \frac{R_2 - R}{R - R^1}$$
It automatically follows that \( T_1 < T_2 \). To understand this operation, it must be appreciated that we are now processing the energy that lands within the range interval, \((R_1, R_2)\). The raysets will commonly be describing energy flux tubes that land on the ground in a range interval which is larger than and includes \((R_1, R_2)\). It is then necessary to calculate the time of flight to the near and far edges of the range interval under consideration. These times of flight are \( T_1 \) and \( T_2 \) under the assumption that the energy is distributed uniformly in space and time within a flux tube.

For this particular range increment, the processing of the raysets is now complete. Each rayset under consideration identifies a propagation mode which leads to the strip of terrain under consideration, and thus each such mode can be either a route from the transmitter to the ground or a return route from the ground to the receiver. If there is just one rayset, the situation is trivial and the energy goes out and back along the same path. Suppose that there are two raysets: let us call them A and B. The energy can go out on A and return on A. It can go out on A and return on B. It can go out on B and return on A. It can go out on B and return on B. Thus, there are four propagation modes and the computer must calculate four modesets for this particular range interval. If there were three raysets, there would be \( 3^2 = 9 \) modesets. Similarly, if there were \( n \) raysets, there would be \( n^2 \) modesets for this range increment. One of the novel features of this form of analysis is that the resulting complicated energy distribution in space and time can be simulated by a simple accounting procedure within the computer. This procedure is described as follows.

From among the selected raysets, pick one and call it the transmit rayset (abbreviated T/R). Elements selected from this rayset will be given an additional T subscript. Select another rayset, which can be the same as the T/R; it will be the receive rayset, symbolized R/R, and its elements will receive an R subscript. This procedure must be carried out for each of the possible combinations of T/R and R/R which can be found from among the raysets available.
Define \( T^1 = T_{1T} + T_{1R} \) and \( T^2 = T_{2T} + T_{2R} \). Pick the lowest of these, round off to the nearest multiple of \( \varepsilon \), and call it \( T_L \). Similarly, round off the highest of the numbers and call it \( T_H \). If the roundoff process has caused them to be equal, set \( T_H = T_L + \varepsilon \). Also, if \( T^2 - T^1 < \varepsilon \), set \( T_2 = T_1 + \varepsilon \). Now calculate \( \gamma_8 \) according to the following:

\[
\gamma_8 = \left[ K \left( \frac{\psi R + \psi T}{2} \right) \right] \frac{1}{T^2 - T^1}
\]

(Recall that \( K \) is a function.) Now

\[
P_\Delta = \left| \gamma_6 \, \gamma_8 \, \gamma_{3R} \, \gamma_{2R} \, \gamma_{1T} \, \gamma_5 \right|
\]

This corresponds to the last \( P_\Delta \) equation in Sec. B, thus "closing the loop" with the analysis previously given.

Now create 1100 storage registers, each identified by a whole number \( n \) where \( 0 < n < 1101 \). These registers will be filled with the numbers which constitute a timeset. Define a parameter \( j \) which equals the width of the transmitted pulse measured in tenths of milliseconds (for \( \varepsilon = 0.1 \) msec). In the case of a square pulse, \( j = 10T \). Then, add \( P_\Delta \) to each element of the timeset in which \( 10T_L + j \leq n < 10T_H + j \). Now go back and select a new \( T/R \) and a new \( R/R \) from among the raysets which reach this range increment, and start a new \( P_\Delta \) calculation. If all combinations have been selected, set \( R_1 = R_2 \). Repeat Instruction 5.

**Instruction 6**

The timeset registers now contain \( P_\varepsilon(t) \).

If the transmitted pulse is square, such that \( j = 10T \), find the sum of the first \( j \) timeset elements and substitute this sum for the first element. Starting at the second element, sum the first \( j \) elements and substitute the sum for the second element. Starting at the third element, sum the first \( j \) elements and substitute the sum for
the third element. Continue this operation until it has been carried out $20T_p$ times.

If a shaped pulse is used, substitute the following procedure. Pair up the first $j$ timeset elements with the $j$ elements in the transmitted pulse description, in reverse order. Multiply each pair together and take the sum. Substitute this sum for the value in the first timeset element. Starting at the second element, pair up the first $j$ elements with the $j$ factors in the (reversed) pulse description. Again, sum the product of the pairs and this time put the result in the second timeset element. Repeat this process $20T_p$ times. The timeset register now contains the final answer, ready for plotting.

Add a very small number to each element. This number should be small enough to be negligible and yet large enough to permit calculation of the logarithm of the number if the prior entry in the register was 0. Now find the $\log_{10}$ of each element and substitute it for the element. Plot the logs on a linear graph as a function of $n$ for all values of $n$ up to $20T_p$. The result is then a semilogarithmic representation of the received power as a function of time.

Figure 21 shows a typical result. Although 100 db of amplitude and 100 msec of time are plotted, the useful part is usually about 30 db $\times$ 50 msec. The rest of the plot, particularly the bottom portion, serves mainly to provide insight in case of computer, plotter, or program error. The labels shown were also automatically drawn. The first shape shows $f(t)$, the transmitted pulse as modified by the receiver bandpass characteristic. The next shape plotted is the resulting backscatter from three hops. The background noise level would be near $10^{-14}$ mw.

E. ADDITION OF THE THIRD DIMENSION--FREQUENCY

So far this analysis has taken place only at a single frequency. Now, the results from a number of frequencies will be combined to produce a single synthetic "sweep-frequency backscatter record." The method of doing this is a straightforward simulation of the natural process and is carried out manually using a rather simple graphic technique. The technique will be illustrated by an example.
FIG. 21.  THE FINAL RESULT:  A COMPUTER PLOT OF THE TIME VARIATION OF AVERAGE BACKSCATTER AMPLITUDE.
Figure 22 shows a group of fixed-frequency backscatter records obtained for a single-ionosphere under a set of fixed circumstances. The only thing that changes from record to record is the antenna gain pattern, which is varied in accordance with its known functional relationship to frequency.
One other parameter varies with frequency and that is the received noise, which is known to change in the upper high-frequency band in proportion to the radio wavelength raised to a power which is near 2.3. In a previous report, the author consulted a number of sources in the literature and concluded that noise power can realistically be simulated by the expression  \[ P_n = 90k\lambda^{2.3} \] [Ref. 49]. In this expression,  \( P_n \) is received noise power,  \( k \) is Boltzmann's constant,  \( B \) is the receiver bandwidth, and  \( \lambda \) is the radio wavelength; all units are mks. This expression gives the average noise power with the understanding that actual measurements can vary from this value by quite large amounts. In the lower half of the 3- to 30-Mc band, where man-made noise is the primary source, the day-to-day and band-to-band variation can be orders of magnitude [Ref. 50]. Consequently, the expression for  \( P_n \) should be considered as an indication of order of magnitude and, in this report, it serves the very useful function of providing a reference level for power measurements which behaves in a manner consistent with the known variation of the received noise levels when frequency or bandwidth are changed.

Since it will be desirable to assign a noise power level to each synthetic backscatter record, the receiver bandwidth must be specified. It has been found that for the purpose of obtaining sweep-frequency backscatter records experimentally, the optimum bandwidth is very near the theoretical minimum value of 1.2 divided by the pulse duration, \( \tau \) [Ref. 23]. Therefore, unless otherwise stated in reference to a specific synthetic record, the assumption will be made that  \( B = 1.2/\tau \). Using this relation, the noise can be expressed in terms of frequency and pulse duration only. When evaluated throughout the range of values which are useful here, the received noise power may thus be represented by the two-dimensional graph given on Fig. 23.

Now at last it is possible to synthesize a single sweep-frequency backscatter record. Power will be measured in decibels above the noise, using data from Fig. 23. The method of putting together several fixed-frequency synthetic records to produce a single sweep-frequency record is illustrated by the three-dimensional model which is shown on Fig. 24.
FIG. 23. THE CALCULATED NOISE LEVEL FOR GIVEN FREQUENCIES AND PULSE DURATIONS.

Here, each of the shaded vertical planes represents a single fixed-frequency synthesis, taken from Fig. 22. The gradually descending plane which cuts through these vertical ones then represents noise power taken from Fig. 23. The gray shades painted on the vertical planes represent bands 10 db wide measured upward from the noise level.

Of course, in actual practice the cardboard model is not made, but rather a tracing process is used to produce what might be called a "paint-by-number" pattern. This pattern is then painted in shades of gray watercolor to produce the result given on Fig. 24. When accompanied by proper frequency and time scales and a description of the ionosphere, terrain, and radar parameters, such a painting is a synthetic sweep-frequency backscatter record.

In some work, however, the 10-db increment of power level is too coarse, so that other representations of the sweep-frequency records are occasionally necessary. For example, when a strip of mountainous terrain is simulated, it is more convenient to show the difference that this simulation causes in the sweep-frequency record as compared to a similar record synthesized without the mountain range.
FIG. 24. A MODEL SHOWING THE ADDITION OF THE FREQUENCY DIMENSION.
The particular backscatter record illustrated on Fig. 24 shows little similarity to actual backscatter because, among other things, there is no absorption. Other unrealistic parameters are used in this particular model and so it is seen that the third-hop echo is almost as strong as the first-hop echo, whereas the natural backscatter dies off rapidly with an increase in the hop number. Figure 24 was generated as part of a study in which the effect of the ionospheric structure was isolated.

F. A COMPARISON OF SYNTHETIC AND EXPERIMENTAL RECORDS

The acid test of the complicated technique which is presented here is comparison between synthetic and experimental records taken under identical conditions. Previously it has not been possible to do this under well-controlled circumstances because a properly instrumented backscatter radar did not exist. Thus, the direct comparison was prevented by limitations in the experimental technique used in the past. The limitation is understandable when it is considered that it has not been possible before to make use of all the information which is now found to be necessary.

In order to permit such a study, a well-calibrated sweep-frequency backscatter radar has been assembled by the Radioscience Laboratory for the specific purpose of permitting the comparison to be made. The radar operates into an antenna whose pattern has been flown and the resulting reduced data published [Ref. 45]. The use of this antenna, kindly made available by the Stanford Research Institute, eliminates one of the major uncertainties which would usually limit the validity of a direct comparison between synthetic and experimental records. Also, this radar has good calibration in power, frequency, and group time delay. Vertical ionograms, also provided by SRI, are obtained to maximize the information available concerning the ionosphere. The effort appears worthwhile because it shows a promise of producing information about such things as the scattering characteristics of the ground as a function of frequency, terrain type, and incidence angle. An example of such a comparison is given here to show that the computer technique is capable of producing a match.
Figure 25 shows a synthetic record and a corresponding experimental record which was obtained by a Granger Associates sounder located at Stanford. The striking resemblance between the structures is readily apparent. Notice in particular that the shape and location of the two-hop echo is closely simulated.

Figure 26 shows a corresponding experimental and synthetic one-hop record. For synthesis, it was necessary to use horizontal electron-density gradients in order to simulate the sharply upturned tail at the high-frequency end. The experimental record is one of the early practice scans taken with the calibrated radar when it was being prepared. Here again it can be seen that the correspondence between synthesis and experiment is quite close. The experimental record does show an additional echo on the near side of the main trace; this is probably due to an antenna side lobe which looks in a different azimuth at a slightly different ionosphere; however, these two records have not been fully investigated, and they are presented here only to show that there actually is some correlation between synthetic and experimental backscatter.
b. Synthetic record

FIG. 25. EXPERIMENTAL AND SYNTHETIC RECORDS OF TWO-HOP BACKSCATTER.
FIG. 26. EXPERIMENTAL AND SYNTHETIC BACKSCATTER WITH A TILTED IONOSPHERE.
VI. ILLUSTRATION OF THE SYNTHESIS OF A SPECIFIC EXPERIMENTAL RECORD

There are two primary uses for the digital computer technique described in the preceding chapters. First, it can be used to investigate the effect on backscatter of changes in only one of the various factors which influence the record. For example, it is possible to change only the antenna pattern and hold all other factors unchanged to determine the effect which the antenna has on backscatter. Similarly, the absorption may be changed in some predetermined way, while all other things are held constant; an isolated irregularity could be inserted in the ionosphere at a distance, and the resulting backscatter perturbation could clearly be illustrated in a quantitative manner.

The second potential use for the digital technique is in the synthesis of specific experimental records which are acquired by a well-calibrated backscatter radar. Prior to this time, there has been to the author's knowledge no backscatter radar which was adequately calibrated to support comparison studies of this type. The lack is understandable, because there has never been any prior need for such precise quantitative data. However, now it will be necessary to know the transmitted power, the pulse shape, the effect of the receiver on the pulse shape, the antenna pattern, the absolute power level of the received signal, and the precise frequency scale of any sweep-frequency records, to mention a few examples. Also, it will be very convenient to have nearly simultaneous "A" and "Z" records of the same backscatter. (An A record shows backscatter amplitude as a function of group time delay at a fixed frequency, while a Z record shows frequency and group time delay on the X and Y axes of an oscilloscope, while backscatter signal amplitude modulates the Z intensity axis.)

One of the major problems has been the need for a well-calibrated antenna suitable for operation in the frequency interval of approximately 7 to 30 Mc. Fortunately, the Stanford Research Institute had recently measured the radiation pattern of a rhombic antenna [Ref. 45], and they kindly made the antenna available for this experiment.
In mid-1964, Radioscience Laboratory personnel began the assembly and calibration of a sweep-frequency backscatter radar to operate into the SRI antenna. It has proven possible to build a radar which is satisfactory for these purposes by using equipment already on hand. The basic item was a near-prototype version of a sweep-frequency pulse radar, built by Applied Technology, Inc. of Palo Alto, Calif., and designated the ES-1A. This device consists of a transmitter which is servo-tuned so that it tracks the frequency tuning of a modified SP-600 receiver. The ES-1A transmits approximately 1 kw in pulses of variable duration and, in the most common situation, this energy is used to drive a PA-1A power amplifier made by the same manufacturer and similarly servo-tuned. The peak transmitted power is on the order of 5 kw, although the exact value is a function of frequency due to the interaction of a large number of circuit elements which have frequency-sensitive impedances.

The first calibrated record suitable for synthesis was made between 1032 and 1042 Pacific Daylight Time on 20 October 1964 (PDT is GMT minus 7 hr). This record is shown as Fig. 27. The array of dots is placed on the record by a system which provides precise quantitative indicators of the frequency and the group time delay of the record. It can be seen that there was some jitter in the time marks toward the high-frequency end of the record, but stability at the low frequencies provides an unambiguous indication of the group time delay.

Figure 28 shows calibrated A records which were acquired shortly before the Z record. These will provide the quantitative measure of backscatter signal strength for use in the synthesis. However, it will be seen that the high-frequency records were acquired as much as 1 hr 20 min prior to the Z record, and, since this was in the morning, adjustments have to be made to allow for the changes in the ionosphere which took place between acquisition of the A and Z records.

The remainder of this chapter deals with the use of the digital-synthesis technique for the simulation of frequency-time data of Fig. 27 together with the amplitude information from Fig. 28.
FIG. 28. CALIBRATED "A" RECORDS FOR MEASURE OF SIGNAL STRENGTH ON FIG. 27.
A. DESCRIPTION OF THE CALIBRATED RADAR

Figure 29 shows the equipment which has been assembled to gather calibrated backscatter records. In the rack nearest the camera are the exciter-sounder and the power amplifier previously mentioned. In the other two racks are the modified SP-600 receiver, linear detectors, logarithmic detectors, oscilloscopes for data monitoring and recording.
a polaroid camera for A-scope records, and a strip-film camera for Z-scope records.

The equipment is located in a bus which is temporarily stationed at one end of the rhombic antenna. This antenna has a gain pattern which has been measured by aircraft. The azimuthal gain integration, described in Sec. IVB, can be done quite accurately on this antenna because the patterns are precisely known. The result of the calculation is given on Fig. 30 which shows the scalar multiplier of the backscatter amplitude as a function of frequency.

![Graph showing scalar multiplier as a function of frequency](image)

**FIG. 30. SCALAR MULTIPLIER REPRESENTING THE EFFECT OF AZIMUTHAL GAIN.**

The variation of gain with respect to elevation angle involves a good deal more work. Reference 45 shows the shape of a number of gain functions in a typical polar plot. These are transferred by a simple coordinate transformation to the chart which has been devised for the integration of itemized gain (Fig. 19). The result is shown on Fig. 31 for the frequencies which were plotted by Barnes. It should be mentioned that these curves, shown on Fig. 31, are the theoretical curves given in Ref. 45, and that
there are some data points along some of these curves which differ measurably in a few cases. When these data are used for the synthesis of backscatter, it will be shown that the gain patterns lead to a better match between synthetic and experimental backscatter records when they are corrected for the actual gain measurements acquired by Barnes' aircraft.
It is necessary to be able to interpolate between the curves given on Fig. 31 in order to arrive at a gain pattern for any frequency desired. Since almost nothing involved is linear, a graphical interpolation technique is used, as shown on Fig. 32. If one visualizes a three-dimensional array of gain functions, with the absolute value of gain being displayed normal to the plane of the paper, then the various curves on this chart represent the intersections of the gain surface with a series of ten planes which are equally spaced in amplitude between zero and maximum gain. Notice that maximum gain is normalized to be 1.0, since the gain function $g(\beta)$ can have any amplitude so long as it has the correct shape. It is thus possible to select any frequency and to read from this chart a series of 21 points along the curve of $g(\beta)$.

Next a series of measurements was conducted to determine the shape of the transmitted pulse and also to determine the shape of this pulse after it is received and detected. To this end, three measurements were made, as shown on Fig. 33. The top part shows a direct measurement of the transmitted pulse which was obtained simply by holding an oscilloscope probe in the vicinity of the antenna lead wires. The vertical axis is thus uncalibrated, but the relative proportions are correct. It can be seen that the transmitted power level decreased during the half-millisecond pulse. This situation will be corrected, but it was occurring at the time when the calibrated record of 20 October was made. Careful measurements show that the transmitted power level actually decreased 17 percent from the leading to the trailing edge of the pulse.

The second picture on Fig. 33 shows the received pulse which was acquired by removing the receiver and detector about 5 miles to a partially shielded site located in rolling terrain. It is seen that the pulse shape deteriorates even further after it is received by this method. The third picture on Fig. 33 shows the received pulse displayed after detection by the same logarithmic-response detector which was used for the measurement of the backscatter. Careful measurements show an extremely close agreement between the linear and logarithmic records of the received pulse shown here. As a consequence of these measurements, the pulse shape is represented in the computer by a series of numbers between 0 and 1 which
FIG. 33. MEASUREMENTS OF THE TRANSMITTED, RECEIVED, AND DETECTED PULSE SHAPE.
simulate the shape. They have been determined to be the following: 0.177, 1.000, 0.762, 0.691, 0.623, 0.177, 0.036, 0.001. When synthetic backscatter is shown later in this chapter, the reader will be able to see a plot of this synthetic pulse shape and compare it to the bottom picture on Fig. 33.

The receiver passband is 3 kc wide. Since the sweep rate is approximately 3 kc per 100 msec, it can be seen that detuning is negligible for the under-30-msec time delays of one-hop backscatter. The A records were generated at fixed frequencies, so no detuning was involved.

The exact shape of the frequency scale on the figures is a function of the tuning scale on an SP-600 receiver. The sweep is accomplished by turning the receiver knob at a constant angular rate through the 7-15 and 15-30 Mc bands of the receiver. Within these bands, the frequency variation is neither linear nor logarithmic, but is actually somewhere in between. At the junction of the bands, a series of switchings is accomplished manually while the strip-film camera is off, and the junction is not generally noticeable on the records. However, on Fig. 27, the junction can clearly be seen at 14.5 Mc because an automatic camera switch had not yet been installed; also the gain changed considerably during the band switch. Figure 34 shows the variation of frequency as a function of time during the sweep. Since the strip-film camera moves at a constant rate, the horizontal axis may be interpreted as a direct indication of the horizontal axis on the backscatter records. The plotted points in the figure show the variation of the radar, and the straight line through these points shows what the ideal track would be if the frequency sweep were logarithmic. It can be seen that this radar is nearly logarithmic, and for most purposes in this study the straight line is used as a substitute for the measured values. This leads at most to an error of perhaps 1/3 Mc, and even this small error can be taken out through the use of the calibration marks on the films. However, the reader will see that great advantages follow from the use of a logarithmic scale because it enables the use of transparent overlays which can be slid along the horizontal axis to accomplish what is, in effect, a multiplication of plasma frequency. This will become clear later.
B. EXPERIMENTAL CONDITIONS FOR THE 20 OCTOBER RUN

Figure 35 is an equidistant azimuthal projection centered on San Francisco. Consequently, all straight lines through the origin are great circles, and all distances measured from San Francisco are great-circle distances. The concentric rings drawn around San Francisco define ground ranges of 1000, 2000, 3000, and 4000 km. Since backscatter time delay is approximately 6.7 msec per 1000 km, it can be seen that the backscatter on Fig. 27 came from ranges not exceeding 4000 km, approximately. The antenna azimuth is 122 deg true, as shown on the figure. Also shown are the subsolar points at various times of day. These are computed from data given in Ref. 51, where the declination of the sun is given as slightly more than 10 deg south. The subsolar point had recently crossed the west coast of Peru at the time of the calibrated radar record. Since the antenna was looking almost directly toward the sun, the electron density along the path probably increased with radar range. Similarly, the absorption should increase with range away from the radar. Throughout the path, as time increases, the sun approaches nearer the radar and consequently the electron density and absorption will be expected to increase along the entire length of the path during the progress of this particular experiment. The A-scope records which
FIG. 35. MAP OF THE AMERICAS SHOWING RADAR CONDITIONS ON 20 OCTOBER.
(Subsolar points reflect various times of the morning.)
were taken earlier than the Z-scope record should reflect fewer electrons and less absorption.

The timing of the various events is given on Fig. 36. As shown, two other Z-scope records were obtained prior to the one shown on Fig. 27. These are shown on Fig. 37; both were obtained prior to the final adjustments on the radar, and consequently they have a flattened shape due to a different camera film speed. They will be useful here in the interpretation of the A-scope records given on Fig. 28.

Also shown on Fig. 36 are the times at which a large number of vertical-incidence ionosonde sweeps were obtained by a C-2 sounder operated by the Stanford Research Institute. This sounder is located near the calibrated radar, and consequently its measurements can be used to determine the state of the ionosphere over the radar. A sequence of ten sweeps was obtained during the experiment. These traces have been}

\[ \text{Fig. 36. Timing of events on 20 October.} \]
Fig. 37. Other sweep-frequency records which preceded Fig. 27.
copied directly from the experimental films by the author, and they are presented on Fig. 38. A number of interesting changes can be seen, but in particular notice the fortunate circumstance that the vertical-incidence critical frequency remains relatively stable over an hour-and-a-half period at a value near 5 Mc. This stability proves useful in the synthesis of the ionosphere as it varies along the path. Lower layers were present, and it appears that they increased in density during the advance of the morning hours. Three of the most interesting frequencies were transferred to Fig. 36 which shows the time variation in the vertical-incidence critical frequency, the cusp in the upper trace, and the E layer.

The staff of the Stanford Research Institute has reduced by computer techniques, the ionogram for 0859 PDT, and the results of their calculations are given on Fig. 39. This reduction indicates the presence of a main layer of critical frequency of 5 Mc at an altitude near 250 km. Also, there appear to be hints of layers at 120 and 160 km with critical frequencies of approximately 2.8 and 3.4 Mc. The ionogram itself is shown in Fig. 40, and it can be seen that the traces are not sufficiently complete to be unambiguously interpreted. Consequently, the layer structure given in Fig. 39 can only be considered as a good estimate of the state of the upper atmosphere.

Since the experimental record was obtained at a time when the radar antenna was directed toward the subsolar point, there was a considerable range dependence of the sun's zenith angle, \( \chi \). In Sec. IIC it was explained how absorption is accounted for with a function \( E(R) \) whose magnitude and shape are determined by the selection of the four parameters in the equation

\[
E(R) = E_\alpha \left(1 + e_1 R + e_2 R^2 + e_3 R^3\right)
\]

with power loss represented by the factors of the form

\[
e^{\alpha} = \exp\left[-\frac{E(R) \csc \chi}{F^2}\right]
\]
FIG. 38. VERTICAL-INCIDENCE TRACES OBTAINED DURING THE MORNING OF 20 OCTOBER.
FIG. 39. THE 0839 IONOGRAF REDUCED TO INDICATE TRUE HEIGHTS.
The magnitude of the numbers which can be inserted in these equations can be obtained from a comprehensive study of skywave field intensities published by Laitinen and Haydon in Ref. 52. There, analysis of a great deal of experimental data led to the conclusion that absorption could be simulated by a function of two variables: the solar zenith angle $\chi$ and the Zurich sunspot number $S$. In Ref. 53 it was predicted that the value of $S$ at the time of the 20 October experiment should have been approximately 17. The accuracy of such a prediction is certainly adequate for these purposes, because the expression for $E$ will be seen to depend only slightly on the exact value of $S$ during these times of weak solar activity.

From Fig. 88 of Ref. 52 it is found that for $S = 0$, $\chi = 0$, and $F = 7$ Mc, the vertical-incidence absorption is approximately 10.5 db. At vertical incidence, $\csc \chi = 1.0$, and calculation yields a value of $E = 5.93 \times 10^7$. This establishes the maximum value of $E$ anywhere on the surface of the earth for $S = 0$. Then, use of Eq. 15 from Ref. 52 gives a value of $E$ as follows:

FIG. 40. PHOTOGRAPH OF THE TRACE USED IN FIG. 39.
\[ E(\chi, S) = (5.93 \times 10^7) (\cos^{1.3} 0.881\chi) (1 + 0.0037S) \]

Inserting \( S = 17 \),

\[ E(\chi) = 6.3 \times 10^7 \cos^{1.3} (0.881\chi) \]

The final step is the expression of this function in terms of the variable \( R \) through use of the cubic equation which is built into the program. This task is carried out on Fig. 41 which shows two families of curves, one of which gives the zenith angle as a function of range. The families of curves are unfortunately necessary because of the long time interval during which the records were gathered on 20 October. In the ideal situation, the experimental \( A \) and \( Z \) records might all be obtained within a time span of perhaps 15 min, and in such a case it would be necessary to calculate only one function \( E(R) \).

The zenith-angle curves on Fig. 41 were calculated simply by laying out the radar azimuth and the subsolar point on a globe. Measurements were then directly made of the geocentric angle between the subsolar point and points along the antenna azimuth at the desired ranges. This is a quick procedure, and yet it yields data of adequate accuracy. The values of \( \chi \) (geocentric angle) thus derived were inserted in the equation for \( E(\chi) \), yielding points along the curve that defines \( E(R) \). The final step was the selection of the parameters in the cubic equation. This is done as follows: the value of \( E_\alpha \) is simply the value of \( E(0) \) and thus it can be directly read off the graph. Next, a straightedge is laid over each curve of \( E(R) \) so that it passes through \( E(0) \) and lies along the approximate place where the user desires to have the straight-line function, \( E_\alpha (1 + e_1R) \). Using this technique, it is assumed at the outset that \( e_3 \) will be zero, so that only the second-order term will be used as a correction to the straight line. It is then possible to lay the straightedge in such a position that some multiple of \( R^2 \) will provide a good final correction. The selected multiplier is then \( e_2 \), and the value of \( e_1 \) is found from the slope of the straight line.
Using this technique, the constants were selected, and they are given in Table 2.

In order to show the quality of the simulation, Fig. 42 shows $E(R)$ calculated from the values given in Table 2, and it should be compared to Fig. 41. In this regard, note that very little of the energy involved in the calculation of backscatter will undergo absorption at ranges in excess of 3000 km, so a slight mismatch at the upper ranges is tolerable.
<table>
<thead>
<tr>
<th>Time of Morning (PDT)</th>
<th>$E_0$</th>
<th>$e_1$</th>
<th>$e_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0900</td>
<td>$2.10 \times 10^7$</td>
<td>$4.07 \times 10^{-4}$</td>
<td>$-1.52 \times 10^{-8}$</td>
</tr>
<tr>
<td>0930</td>
<td>$2.55 \times 10^7$</td>
<td>$3.26 \times 10^{-4}$</td>
<td>$-1.25 \times 10^{-8}$</td>
</tr>
<tr>
<td>1000</td>
<td>$2.95 \times 10^7$</td>
<td>$2.63 \times 10^{-4}$</td>
<td>$-1.08 \times 10^{-8}$</td>
</tr>
<tr>
<td>1030</td>
<td>$3.32 \times 10^7$</td>
<td>$2.23 \times 10^{-4}$</td>
<td>$-1.00 \times 10^{-8}$</td>
</tr>
</tbody>
</table>

**FIG. 42.** COMPUTER DATA FOR SIMULATION OF ABSORPTION CURVES OF FIG. 41.
C. LOGARITHMIC SLIDERS SHOWING BACKSCATTER SHAPE FOR TYPICAL ION LAYERS

A major factor in the synthesis of backscatter is the generation of a correct ionosphere so that the sweep-frequency backscatter echo will have the correct shape. The electron density will vary as a function of altitude, radial range, transverse distance, and time of day. It will probably never be possible to simulate the structure of an entire ionosphere over a backscatter path, although some success has been attained in measuring the variation of the ionosphere as a function of height and radial range through the use of a series of spaced sounders along a great circle [Ref. 54].

One of the best ways for determination of the variations in the ionosphere is through the use of sweep-frequency backscatter records such as the one being synthesized. The shape and appearance of such backscatter can yield a great deal of information about the ionosphere if it can be properly interpreted. It does appear that the use of a digital-synthesis technique will lead to a better understanding of the ways in which ionospheric variations affect backscatter so that eventually records themselves can be used for a quantitative study of upper atmospheric conditions.

In order to simulate the 20 October record, it was necessary to generate a large number of synthetic backscatter records with various ionospheres in order to determine the nature of the horizontal gradients and the vertical layer structures which were present. The first requirement was a quantitative guide to the shape of the leading edge of backscatter which results when the ionosphere is composed of a single Chapman layer without horizontal gradients. In order to determine this shape, 24 Chapman layers with various heights and thicknesses were synthesized, and rays were calculated through them at a large number of frequencies. A subsequent computer program operated on the raysets to determine the frequency variation of the minimum group time delay for any given ionosphere. Each set of such data yields a curve which is one of the most important characteristic parameters for the particular ionosphere. The 24 resulting curves are presented on Fig. 43 which is a reduced photograph of transparent plastic overlays generated from the data.
FIG. 43. LOGARITHMIC SLIDERS SHOWING MINIMUM $T_g$ VS $F$ FOR ALL CHAPMAN IONOSPHERES.
The three overlays on Fig. 43, which are termed "sliders," contain a sufficient amount of information to completely describe the leading edge of backscatter which will result from Chapman layers of any realistic height, thickness, or critical frequency. Because of this, the sliders represent a very powerful tool for the interpretation of sweep-frequency backscatter records. They can be placed over the experimental records and slid parallel to the frequency axis in an attempt to find a match between the theoretical and experimental backscatter edges. If a vertical-incidence trace is available, as it is here, then the critical frequency $f_c$ is a known parameter, and the slider can be placed in a specific location. This general procedure is possible only because the frequency scale is logarithmic, and it should be emphasized that such a convenient technique could not be developed without a log scale.

For calculation, Chapman layers were formulated as follows:

\[ N = \text{electron density, cm}^{-3} \]
\[ N_m = \text{maximum electron density} = 10^6 \text{ always, although it does not matter (}F_c = 9 \text{ Mc)} \]
\[ H_m = \text{height at which } N_m \text{ occurs} \]
\[ H_s = \text{scale height} \]
\[ N = N_m \exp \left(1 - z - e^{-z} \right) \text{ where } z = (\text{height} - H_m)/H_s \]

Note that there are three variables: $N_m$, $H_m$, and $H_s$. On each slider, only one of these can be varied to generate a family of curves. On Fig. 43 it was decided to vary the parameter $H_m$ because it has a very strong effect on the shape of the curves. For different sliders, different values can be used for another parameter. It was decided to make one slider for each value of $H_s$ because this has only a weak effect on backscatter, as examination of the curves will show. The third variable, $N_m'$, is taken care of without further calculation by virtue of the log scale. Notice that the index of refraction is calculated from the relation

\[ n = \sqrt{1 - \frac{F_c^2}{F^2}} \]
so that all work is parametric in the ratio $F_p/F$, not in $F$. Also, $F_p$ is related to $N$ by the relation

$$F_p = \sqrt{80.6N}$$

The fortunate result is that any calculation for a Chapman layer with a particular $N_m$ will yield results which are directly applicable for other values of $N_m$ provided the operating frequencies are adjusted to maintain a constant value of the parameter $F_p/F$. (On the sliders, $f$ is used to denote frequency.)

Usually, the ionosphere has horizontal gradients. In particular during the 20 October run when the antenna was directed toward the subsolar point, the electron density must have increased with increasing range. As an initial study to determine the effect of horizontal gradients on the shape of the slider curves, four tilted ionospheres were generated and their corresponding minimum-time-delay curves have been calculated. The results are presented on Fig. 44, together with a curve from one of the nontilted ionospheres which is most similar to the tilted examples given. For this set of figures, the layer scale height, a measure of thickness, was fixed at 100 km. Throughout the range of heights, the electron density was programmed to be a linear function of ground range, either increasing or decreasing. In the strongest tilts, the vertical-incidence critical frequency was allowed to double in a distance of 4000 km; in the weakest tilts, the critical frequency doubled in 8000 km. Rays were traced in both directions through these tilted ionospheres, so it is possible to see also the effect when the critical frequency decreases by a factor of 2 in these distances. In each case, $f_c$ is measured over the radar.

Ideally, as a method of searching for the shape of a given ionosphere, one should have a complete set of curves such as is given on Fig. 44 for each of the 24 individual situations depicted on Fig. 43. This would require a total of 24 sliders so that the user could interpolate between the various situations. Although the work has not yet been done, it is possible to use the tilted slider curves of Fig. 44 as a guide for the
FIG. 44. THE EFFECT OF IONOSPHERIC TILTS ON THE $T_e$ VS $F$ SLIDER CURVES.
interpretation of the nontilted curves so that one can guess fairly closely the nature of the ionosphere from an observation of the shape of the experimental minimum-\(T_e\) curve. This procedure was used for the synthesis which follows, and it will be illustrated by a sequence of studies wherein the author has estimated the shape of the ionosphere, synthesized and raytraced through it, and then produced the corresponding slider to see if further corrections are needed to match the shape of the 20 October experimental curve. It will be seen that an extremely close match is obtained in only two iterations by this method.

D. MATCHING THE LEADING EDGE OF THE 20 OCTOBER BACKSCATTER

The first step in matching an ionosphere to the experimental record consisted of a comparison between the shape of the leading edge of the backscatter and the shape of the various curves on the transparent sliders when \(f_c\) was set on the 5-Mc mark. As an initial step, it was decided to try to match the shape of the backscatter by a linear variation of electron density vs range at every height within the layer. Study of the curves indicated that the ionosphere contained a layer which was somewhat like one of those described in Table 3.

<table>
<thead>
<tr>
<th>Ionosphere Identification Number (IID)</th>
<th>(N_m)</th>
<th>(H_m)</th>
<th>(H_s)</th>
<th>Critical-Frequency Doubles (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>789</td>
<td>(3.1 \times 10^5)</td>
<td>250</td>
<td>83.3</td>
<td>6370</td>
</tr>
<tr>
<td>790</td>
<td>(3.1 \times 10^5)</td>
<td>230</td>
<td>76.7</td>
<td>6370</td>
</tr>
<tr>
<td>791</td>
<td>(3.1 \times 10^5)</td>
<td>270</td>
<td>90.0</td>
<td>6370</td>
</tr>
<tr>
<td>792</td>
<td>(3.1 \times 10^5)</td>
<td>250</td>
<td>83.3</td>
<td>8000</td>
</tr>
<tr>
<td>793</td>
<td>(3.1 \times 10^5)</td>
<td>230</td>
<td>76.7</td>
<td>8000</td>
</tr>
</tbody>
</table>
In this table the first column contains the three-digit IID which is a convenience and serves as a name for the layer during its study. Notice that all these layers have an $N_m$ of $3.1 \times 10^5$, so that all $f_c = 5$ Mc. This group of ionospheres was selected to permit a comparison in the following manner. Ionospheres 789, 790, and 791 all have the common property that $H_s = 1/3 H_m$. Thus, each ionosphere would be classed as "thick" in the terminology of Fig. 43. In other words, the first three ionospheres in Table 3 are thick ionospheres with the same amount of tilt, and the only thing that is different is the layer height. The results of ray calculations through these ionospheres are shown in Fig. 45a. The effect of the layer height can clearly be seen and, when the curves are compared to the experimental data, it is evident that the horizontal gradient is too strong.

Also shown on Fig. 45a is another curve which might be thought of as the trailing edge of the backscatter; that is, it is a group time delay of the ray which takes off at zero degrees tangent to the earth. If one considers only the lower rays, then this curve represents the longest time delay that can be generated with the particular ionosphere. However, it will be shown later that in the higher frequency portion of the curves, the upper (Pederson) rays play a major role in the structure of backscatter.

In Fig. 45b are shown the ionospheres 790 and 793. Both are thick Chapman layers at an altitude of 230 km, and they differ only in the severity of the horizontal gradient present. Figure 45c shows a similar comparison between thick layers which are 250 km high. When these overlays were compared to the experimental data, it could be seen that the layer height was slightly in excess of 250 km, and that the horizontal gradient must have had a value somewhere between the two values which were computed. Ionosphere 792 is quite close to the right answer, and consequently another iteration was tried with smaller variations in the parameters. The new ionospheres selected for trial are described in Table 4.

The results of this calculation are given in Fig. 46. In part (a) are shown the comparisons between the results for IID 797, 798, and
a. Thick layers at various heights

b. Layers 230 km high

c. Layers 250 km high

FIG. 45. BACKSCATTER OUTLINE FOR TILTED IONOSPHERES OF VARYING HEIGHTS AND GRADIENTS.
**TABLE 4. SECOND ESTIMATE OF LAYER PARAMETERS**

<table>
<thead>
<tr>
<th>IID</th>
<th>( N_m )</th>
<th>( H_m )</th>
<th>( H_s )</th>
<th>Distance to Double ( f_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>795</td>
<td>( 3.1 \times 10^5 )</td>
<td>260</td>
<td>60.0</td>
<td>7650</td>
</tr>
<tr>
<td>796</td>
<td>( 3.1 \times 10^5 )</td>
<td>260</td>
<td>40.0</td>
<td>7650</td>
</tr>
<tr>
<td>797</td>
<td>( 3.1 \times 10^5 )</td>
<td>260</td>
<td>86.7</td>
<td>9560</td>
</tr>
<tr>
<td>798</td>
<td>( 3.1 \times 10^5 )</td>
<td>260</td>
<td>86.7</td>
<td>7650</td>
</tr>
<tr>
<td>799</td>
<td>( 3.1 \times 10^5 )</td>
<td>260</td>
<td>86.7</td>
<td>6370</td>
</tr>
</tbody>
</table>

---

**FIG. 46. BACKSCATTER OUTLINE FOR VARYING THICKNESSES AND GRADIENTS.**

- **a.** Thick layers 260 km high
- **b.** Layers of various thicknesses
  \( (H_s \text{ varies}) \)
which are all thick Chapman layers. Comparison of these three curves with the experimental record shows that the center one, No. 798, has the same shape as the experimental record. However, the trailing edge of this echo does not have a sufficient time delay to permit simulation of the record because the low-takeoff-angle rays do not have a sufficiently great time delay. This effect is shown more clearly in part (b) in which all three ionospheres have the same height and horizontal gradient as the matching one, except that their thickness \( H_s \) varies.

It can clearly be seen that the thinner the layer, the "thicker" the backscatter. This should prove to be a very handy rule of thumb for future backscatter simulation. There is another effect which must be taken into account, and that is the presence at high frequencies of an upper-ray structure in the backscatter trace only when the layer is relatively thick. This effect is shown very clearly in the next illustration, Fig. 47. The two arrays of horizontal lines on this figure were drawn by a plotter which is associated with the IBM 7090 used for calculations. Each horizontal line on this drawing shows the group time delay and frequency of a raypath which has been computed through the ionospheres. Figure 47a shows the results for ionosphere 798, which is thick. The second part shows the exact same calculation when the ionosphere is thin, that is, \( H_s \) is 33.75 km instead of 86.7. Notice how thick the backscatter trace would be at the lower frequencies for a thin layer, while at the high frequencies the upper-ray structure gives a rounded shape to the terminus of the backscatter from a thick layer. The thin layer, on the other hand, ends in a sharply pointed structure. A comparison of these records with the experimental one shown on Fig. 27 gives a clear indication that the ionosphere was behaving like a "thick" layer at the time of the 20 October experiment.

In an effort to make the backscatter "thicker" without creating a sharply pointed structure at the high-frequency end, it was decided to insert an \( E \) layer beneath the layers shown on Fig. 47. This effort was only partly successful in accomplishing the desired effect, but it unexpectedly provided an explanation for a number of commonly encountered structures of sweep-frequency backscatter.
N-H PROFILE OVER THE RADAR
AT 1000 km RANGE

GROUP TIME DELAY (msec)

FREQUENCY (Mc)

a. Thick Chapman layer

FIG. 47. COMPUTER-DRAWN PLOT OF RAYPATH TIME DELAY VS FREQUENCY.

b. Thin Chapman layer
A study of the experimental records using the slider technique of Sec. VIC indicated the possibility that there might exist an E layer with a critical frequency of 2.84 Mc at an altitude of 120 km. A medium thickness (Chapman) layer according to these specifications was then inserted underneath each of the two ionospheres shown on Fig. 47. In both cases, the E layer has a horizontal gradient of lesser intensity than the gradient in the F layer; the critical frequency doubles in a distance of 9560 km at all heights below 120 km. When this E layer was inserted under the ionosphere shown in Fig. 47a, calculations yielded the results which are shown on Fig. 48. Careful examination of part (a) of the figure reveals the leading edge of the E and F echoes as discrete curves similar to those which would be expected from the data previously given on sliders. The intersection of these two curves appears as a slight concavity on the near edge of the echo which has been labeled the "E-F inflection." The high-frequency terminus of the echo still has the rounded appearance characteristic of the F layer alone, as shown on Fig. 47a. This structure has been termed the "upper-ray flare." An unexpected result was the appearance of the feature called a "low-angle flare." Examination of the numerical data which accompanies these calculations shows that the latter feature is composed primarily of energy which propagates at extremely low takeoff angles. The peak of this flare occurs at exactly the frequency of the terminus of the E-layer backscatter. The E-F inflection point is at a slightly lower frequency.

Figure 48b is an experimental record acquired by the same calibrated radar using the same antenna at approximately the same time of day as the record which is being synthesized. The only significant difference is that this record was acquired two days after the one shown on Fig. 27. The E-F inflection is visible and the upper-ray flare is clear. The low-angle flare is faintly visible on the original record but was too weak to show in the reproduced version of Fig. 48. It was doubtlessly very weak because of the combined action of the low antenna gain and heavy absorption at low takeoff angles.
a. Computer plot

b. Experimental record: 0855, 22 October 1964; same radar and antenna as produced Fig. 27

FIG. 48. EFFECTS OF AN E LAYER AND A "THICK" F LAYER.
The broad, nearly horizontal swath across the lower side of Fig. 48b is caused by sporadic E. On Fig. 49 is shown the result of raytracing through an E\textsubscript{s} layer and it can clearly be seen that the presence of such a low thin layer, which has a generally "patchy" structure, would account for the simultaneous presence of both the echoes seen on Fig. 48b.

When the same normal E layer as described above was inserted under the thin ionosphere shown in Fig. 47b, rayset calculations produced the result shown on Fig. 50a. Here it can be seen that the sharply pointed high-frequency terminus of the thin F layer is preserved, while at the same time the E-F inflection and the low-angle flare have appeared on the record. This combination of features produces a sweep-frequency backscatter record which seems to have an abrupt cutoff at a fixed ground range. Such backscatter records are very common and a good example was acquired 5 days prior to the 20th of October, again using the same radar and the same antenna at approximately the same time of day. This record is shown in Fig. 50b where all of the features can be seen. Again, however, the low-angle flare is almost invisible, probably because of the combination of low antenna gain and high absorption. To the author's knowledge, these commonly encountered structures have never been explained before.

E. THE FINAL STEP: MATCHING THE AMPLITUDE RECORDS

The object of this report has been the development of a method for the study of the amplitude of backscatter signals. Consequently, it is of interest to synthesize the A records of Fig. 28. The first step in such a matching process is the conversion of these data to the standardized format of Fig. 51. In part (a) of this figure are shown the estimated time histories of the average value of the backscattered signal derived from the data of Fig. 28 after all corrections have been made for measurements on the calibrated radar parameters. Great care has been exercised in the acquisition of these quantitative data; a number of the calibration instruments were even returned to their original manufacturers to permit final small corrections to the numbers given on Fig. 51. The peak amplitudes are within 3 db of similar measurements published by Shearman [Ref. 20].
FIG. 49. THE SHAPE OF SPORADIC-E BACKSCATTER.
FIG. 50. EFFECTS OF AN E LAYER AND A "THIN" F LAYER.

Experimental record: 0929, 15 October 1964; same radar and antenna as produced Fig. 27. (Note the apparent shape change due to ordinate compression.)
FIG. 51. EXPERIMENTAL "A" RECORDS IN A STANDARDIZED FORMAT.
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In part (b) of Fig. 51, the same data are presented but the vertical scale is slightly adjusted so that the effective transmitted power is 1 kW at each of the six calibrated frequencies. A seventh record was acquired, at 21.5 Mc, but it was so far removed from the other records in time that it was not possible to calibrate the group time delay. Consequently, it was not included in this analysis.

The rest of this chapter is devoted to the synthesis of backscatter records which match the amplitudes given on Fig. 51b. As a basis of calculation, the ionospheres of the preceding section will be used even though they were synthesized to match the record of 1030 PDT. Consequently, there will be small errors in the group time delays of the records which follow but these could be removed by small changes in the ionosphere and subsequent re-ray tracing. However, it will be seen that the timing error inserted through the use of the same ionosphere for all records is acceptable and the added expenses of ray tracing through six new and different ionospheres would doubtless cause an insignificant change in the conclusions which follow.

Figure 52 illustrates a number of things: in the lower left corner of part (a), note the synthetic received pulse which is drawn by the computer in order to show the calculated shape of the echo from a single scatterer. It is a direct plot of the sequence of numbers which were chosen to describe the received pulse. (The absolute values plotted are not significant.) This shape is identical to the bottom picture on Fig. 33 except for the obvious compression of the horizontal scale and smoothing over 0.1-msec time intervals.

Also shown on Fig. 52a is a dotted outline showing what might be considered as the "useful portion" of the plot. Since this figure is supposed to show a synthetic version of the record which might be acquired by a real backscatter radar, there should be some noise level below which echoes cannot be received. In the computer there is no noise level but, because of the discrete integration steps used, the quality of this synthetic record deteriorates at the lower signal levels. In fact, it was through trial and error with different integration steps that the author determined which values yield good results on signals.
FIG. 52. FEATURES OF THE SYNTHETIC RECORDS.

USEFUL PORTION OF PLOT

"MIXED MODES"

SYNTHETIC RECEIVED PULSE (SEE FIG. 33 FOR SOURCE)
strong enough to be received experimentally. It would be wasteful to use smaller integration steps since this would increase the cost without increasing the useful quality of the product. For the analysis which follows, a large number of backscatter records have been run and in each case, only the "useful portion" will be presented.

The backscatter record of Fig. 52a has been selected because it is an exceptionally good illustration of the strength of "mixed mode" echoes. These are the echoes composed of energy which travels out to the ground and then returns by a different mode. For example, the energy may go out by two hops and return by one hop. Such energy accounts for the peak in the received signal between the one- and two-hop peaks on Fig. 52a. Similarly, energy which goes out by two hops and returns by three (or vice versa) accounts for the peak which is located approximately midway between the two- and three-hop echoes on Fig. 52a.

The fact that these peaks are indeed due to energy which is propagated by mixed modes is graphically shown in part (b) of the figure where the same calculation is carried out by the synthesis program after it has been modified so that it cannot calculate mixed modes. It can thus be seen that in some circumstances the mixed-mode echoes may account for a considerable amount of the received energy. At the time of this writing, the author had not yet demonstrated the existence of such echoes on experimental records, but it is hoped that this will be possible through use of the calibrated radar.

The first attempt to match experimental A records resulted in Fig. 53 which shows a dozen calculations using the antenna patterns derived from Fig. 32. The absorption values are approximately equal to the 0900 data given in Table 2. Part (a) of the figure shows the situation when the backscatter coefficient, \( k \), is a multiplier of \( \sin \frac{4}{3} \). Part (b) of the figure shows the identical situation when the backscatter coefficient is independent of \( \frac{4}{3} \). Notice that both sets of data produce spikes which are too thin (not sufficiently spread in group time delay) but which have amplitudes approximately correct. However, in Fig. 53a the multiplier of \( \sin \frac{4}{3} \) had to be increased by nearly an order of magnitude for each 2-Mc increase in frequency. At 20 Mc, it reached a value of 100 which is unrealistic because values much in excess of 1
FIG. 53. FIRST ATTEMPT AT "A" RECORD SYNTHESIS.
violate the principle of conservation of energy (e.g., see the definition of \( K(\psi) \) in Sec. II B). To receive echoes that large would require a source on the ground. Not all synthetic backscatter is shown here, but a number of other calculations similar to Fig. 53a produced the same indication that the predominant source of backscatter could not be proportional to \( \sin^4 \psi \).

Figure 53b is an excellent match for the experimental data except for the narrowness of the spikes, as has been mentioned. Notice that the backscatter coefficient \( K \) is a function of neither frequency nor angle of incidence. It is merely a constant. Both portions of Fig. 53 were calculated using the "thick" ionosphere shown on Fig. 47a.

Figure 54 shows two more sets of calculations, each of which should be compared to Fig. 53b. Figure 54a shows the situation when the backscatter coefficient varies as \( \sin^2 \psi \). Here, the situation is similar to that encountered when \( \sin^4 \psi \) was used; that is, the multiplier of the sine function increases with frequency and gets quite large. In fact, at 20 Mc, the multiplier is almost large enough to violate the energy-conservation principle. It can be concluded that a \( \sin^2 \psi \) dependence of the backscattering coefficient, although not impossible, appears to be much less likely than a simple constant.

The major objection to the synthetic backscatter calculated thus far has been its insufficient spread in time delay. An examination of Fig. 47 indicates that better results would be obtained with the "thin" ionosphere of part (b). The result of this substitution is shown in Fig. 54b. Here, and in all the calculations which follow, the 10 AM absorption values are used.

It can be seen that Fig. 54b is considerably better as a match of the experimental data than were any of the previous calculations. Nevertheless, the returns are still too thin and a study of the numerical data which accompany these plots indicated that the energy along the trailing edge of the echoes was being severely attenuated by the very low antenna gain at low angles. The experimental antenna measurements were again examined and it appeared advisable to increase the assumed gain of the antenna at low angles by a small amount. Figure 55 shows the
Fig. 54. Second Attempt at Synthesis.
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FIG. 55. SYNTHETIC ANTENNA-PATTERN CHANGE BASED ON AIRCRAFT MEASUREMENTS.

synthetic gain pattern at 14 Mc before and after this change was accomplished. At other frequencies, the situation was similar. Barnes [Ref. 45] made no measurement of the antenna at the frequencies used for this synthesis, but his measurements at nearby frequencies indicated that the gain at low angles was in many cases considerably higher than indicated by the theoretical curves which have been used until now.
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Figure 56 shows the new calculations with the thin ionosphere (178) and the modified antenna patterns. Two cases are shown: a constant backscatter coefficient and a \( \sin^2 \psi \) backscatter coefficient. A calculation was also carried out for \( \sin^4 \psi \) and again the result was found to be unrealistic.

It can be seen that Fig. 56a would be a good match for the experimental record except for the presence of a very strong leading edge on the echoes. Examination of the printed data showed that all of this energy came from rays which had apogees in excess of 253 km. If the actual ionospheric electron-density profile on the 20th of October followed the general contour of the assumed ionosphere only up to 253 km and above that altitude the electron density decreased, then there would be no rays with apogees above 253 km. This is a reasonable assumption, since rocket measurements of the electron-density profiles usually show data curves which are not smooth like the Chapman layers used for synthesis here.

Using this assumption, final calculations were carried out and the results are shown on Fig. 57b. It can be seen that the match between the synthetic and experimental records is quite good at the four lower frequencies. At 18 and 20 Mc, the echoes are still too thin. Examination of Fig. 36 shows that these two records were acquired more than an hour prior to the time of the Z record which was matched by use of the thin ionosphere. Consequently, it is not surprising that the agreement is poor at the high frequencies and good at the low frequencies because the latter were measured last at a time not far removed from the Z record.

Figure 57a shows the experimental data of Fig. 51b so that it may be directly compared to the final synthetic data.

From the amplitude-matching exercise, the following conclusions and comments can be made:

1. A ground reflection coefficient which is neither frequency nor angle sensitive can account for the experimental backscatter record. In terms of the more familiar radar parameter \( g_0 \), this implies a variation like \( \sin \psi \). However, other variations are not ruled out. It can only be said at this time—in the light of the match between experimental and computed results—that if the coefficient is a function of angle, then it must be a function of frequency; if it is not a function of angle it is not a function of frequency within the 10-20 Mc band. Future work with different ionospheres and better records should permit a decisive resolution of this matter.
FIG. 56. FURTHER SYNTHESIS.
FIG. 37. COMPARISON OF EXPERIMENTAL AND SYNTHETIC RESULTS.
2. Comparison between synthetic and experimental backscatter has been severely hindered by the long time interval for acquisition of records. In future work, emphasis will be placed on the measurement of A and Z records in a short interval of time so that they can be used together as a set without inaccuracy due to changes in the ionosphere.

3. The antenna pattern has a major influence on the time distribution of received backscatter energy. The strength of this influence can be seen clearly by the program user because printed data which accompany the record break the calculation down into stages where each individual factor can be seen. On occasion, when the wrong synthetic antenna was accidentally used, the backscatter echo was severely distorted.

4. Future work of this nature will be greatly aided by a more thorough study of the effect of various ionospheric structures on the general shape of backscatter. A number of features are still not understood and the method given here seems to show promise of being able to answer many questions. The synthesis of an ionosphere to match the 20 October record would have been much easier if it could have followed a thorough study of the effect of ionospheric layer structures on sweep-frequency backscatter shapes.
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THE SYNTHESIS OF SWEEP-FREQUENCY GROUND BACKSCATTER BY DIGITAL COMPUTER

A high-frequency pulse radar often receives energy which has propagated through the ionosphere to the ground, scattered, and then returned to the radar again via the ionosphere. When this energy is displayed as a function of both time delay and operating frequency, the record is called sweep-frequency backscatter. In this report a digital computer technique is devised to synthesize such records in a manner which is quantitative in all parameters.

The synthesis is designed so that very few approximations are needed. Full allowance is made for the following: a spherical earth and ionosphere; a wide variety of electron-density variations in height and range; ionospheric absorption which varies with frequency, azimuth, and elevation; ground-scattering characteristics which vary with frequency, range, and the angle of incidence; ground-reflection coefficients which vary with frequency and range; the transmitted pulse shape, duration, and power level; receiver bandwidth and total received noise power. Only three approximations are made: the discrete number systems is substituted for continuous numbers; ray theory is used with the assumption that energy is distributed uniformly between adjacent closely spaced raypaths; the effect of the geomagnetic field on raypath range and group time delay is neglected.

The digital synthesis has two major uses. First, it is possible to vary a single parameter in a known way and then see the effect that the variation should have on ground backscatter. For example, a ripple of known characteristics can be inserted in the ionosphere at a known range and the resulting perturbation in the ground backscatter can be calculated... (Cont'd. on page 2)
The second major use of the program is the synthesis of a close likeness of a specific experimental record. This synthetic record serves to confirm knowledge of the mechanisms which play a part in ground backscatter. For example, the ground-scatter coefficient varies with frequency, terrain type, and incidence angle in a manner which is not presently well understood. The process of making a synthetic record to match an experimental record will involve the trial of several hypothetical scatter functions until one is found which duplicates observed behavior. Since most of the other contributing mechanisms exhibit a predictable behavior, it will thus be possible to isolate the scatter pattern and study it independently.
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