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PRECIS

Title: '"Application of Electron Spin Echo Resonance Phenomena,' M. M. Siera,
Technical Report No. 4, June 1964; Contract NOnr 2541(00), Project NR 048-125.

Background: The Electronics Sciences Laboratory of the Lockheed Missiles & Space
Company is studying the application of microwave spin echo phenomena for use as a
microwave pulse delay line in such areas as high-speed computer memories and
advanced radar systems. With the method of electron spin echo resonance, micro-

wave energy in the form of pulses can be serially stored and recalled at an arbitrary
later time within the relaxation time of the spin system.

Condensed Report Contents: A general description of the spin echo resonance phenomena
in paramagnetic electron systems is given and a basic analysis determining some engi-
neering parameters for the design of an electron spin echo module in a microwave device
is ‘presented. The use of slow wave structures to couple microwave power to the spin
system is investigated in some detail. A number of possible applications of electron spin
echo resonance phenomena are discussed with particular attention to computer memory

possibilities. An engineering approach attempting solution of problems pertaining to
several of these applications is suggested.

For Further Information: The complete report is available in the major Navy technical
libraries and can be obtp.ined from the Defense Documentation Center. A few copies are
available for distribution by the author.
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FOREWORD

This document describes work dorie by the Electronics Engineering
organization of the Lockheed Missiles & Space Company during a feasi-
bility study covering possible applications of the Electron Spin Echo

Resonance Phenomenon.

This study was conducted under Office of Naval Research Contract
NOnr 2541(00), Project NR 043-125.
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ABSTRACT

A general descripticn of the spin echo resonance phenomenon in

paramagnetic electron systems is given and a basic analysis deter-
mining some engineering parameters is presented. The use of slow
wave structures is investigated and a number of possible applications
of the electron spin echo resonance mechanism are discussed. An
engineering approach attempting the solution of problems pertalning
to several of these applications is suggested.
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SECTION 1
INTRODUCTION

An experimental program to develop laboratory methods for studying electron spin
echo phenomensa at microwave frequencles has been underway at the Electronic
Sciences Laboratory of the Lockheed Missiles and Space Company for several years.

In the course of this program, pulsed electron paramagnetic resonance instru-
mentation operating at microwave X-Band frequencies (9.3 Gc) has been developed
for direct studies of paramagnetic relaxation processes, for variable freguency
paramagnetic resonance spectroscopy, and for studies of microwave spin echo
memory functions simulated by storage and read-out of multidig ¢ pulse groups in
paramagnetic systems.

Spin phase memory time and spin-lattice relaxation time measurements utilizing

the spin echo technique have been carried out in a number of paramagnetic mater-
ials, spin echo phenomena from pure crystalline electric field interactions have
been observed, and preliminary multipulse spin echo storage functions have been
obtained in certain crystal configurations under zero magnetic field conditions.

The results of recent experiments and investigations, e.g., high modulation
frequencies, low power requlrements, extended storage time and pulse script read-
out in normal or in inverse order -~ all in the absence of external magnetic
fields, appeared promising enough to analyse possibilities of applications based

on the electron spin echo resonance phenomenon.

The Electronics Engineexring Organization of the Lockheed Missile and Space -
Company, therefore, started a pieliminary feasibility study in November 1963,
with the intent to:

A. Evaluate the results of the activities of the Electronic Sciences
Iaboratory of the Lockheed Missiles and Space Company in the area of
electron spin echo resonance phenomensa on the basis of published
reports, exﬁeri.ments and demonstrations.
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B. Investigate potential applications of these phenomena as memory
elements delay lines, etc., in computers and allied fields.

J. Submit a report describing the feasibility of the deslgn and develop-
ment of devices using the spin echo module (SEM).

A and B were completed during November and December 1963, and C is submitted in’
this document which contains a general description of the electron spin echo
resonance phenomenon and a basic analysis of the spin echo module (SEM). This
analysis presents some of the parameters on which the engineering feasibility
study was based. Since it recommends the use of helices for the accommodation
of the active crystal, a general evaluation of slow wave structures is included
in this report. Several possible applications of the SEM are then discussed and
an engineering approach is indicated.

The coopei'ation and valuable contributions to the study and to this report by
M. A. Fischler, F. J. Janza, D. Kaplan, H. Katzman, T. P. Murphy and
K. R. Spangenberg are herewith gratefully acknowledged.




SECTION 2

GENERAL DESCRIPTION OF THE ELECTRON SPIN ECHO RESONANCE PHENOMENON (ESERP), (REF.I) -

The physical description of spin echo free precession phenomena is essentially
the same for electrons as for nuclei. It has been developed in detail by Ha.hnl
and otherrs2 from a fundamental viewpoint. Application of nuclear spin echo v
phenomena for information storage purposes has been studied by two groups3 ? h.

The essential features of paramagnetic spin echo formation may be summarized thus:

A paramagnetic (electron) sample is contained in a microwave structure which pro-
vides a means of concéntra.ting an electromagnetic field in the region of the
sample. The electron spins of the sample are oriented either by means of a strong
Zeeman dc magnetic field, or by the presence of internal crystalline electric field
interactions, or both. The resultant magnetization of the sample, Mo 5 due to the
Boltzmann excess spin population in the lower energy state is in equilibrium
a.lignéci along the polarizing axis of the internal or external field. The spin
system can absorb energy from a radiation field at its Larmor frequency. The
microwave structure conté.ining the sample is oriented so that the magnetic compo-
nent of the radiation field rotates in a plane transverse to the axis of polari-
zation. Application of a microwave pulse of duration, ti » 8t the Larmor frequency
will tip the macroscoplc magnetization from its normal orientation toward the
transverse plane. A rotation of 225 radians may be accomplished if the condition
Zf’eHlti= g obtains, where ?f; is the effective electron gyromagnetic ratio and
Hl is the amplitude of the microwave magnetic field. The pulse duration is assumed
t0 be short relative to the electron thermal and phase memory relaxation times, Tl
and T2, respectively.
Following cessation of the microwave pulse, the macroscopic magnetization precesses
about the axis of polarization inducing a rotating magnetic field, pr, in the
microwave structure. This field lags the precessing magnetization by g radians.
The precessing magnetization and its resultant radiation field diminish in ampli-
tude with time due to angular dephasing of the component spins contributing to -
Mo' This dephasin‘g proceeds because of & distribution in precessional frequencies
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over the sample associated with the resonant linewidth, Aw . There is hence a
free precession siénal following the pulse of duration t ~ KL‘; » The spins,
however, preserve their relative phases for a time T (pha.se memory time) which
is usually much greater than t . T2 is roughly a measure of the time required
for spins to scramble their rela.tive' spectral positions due to dynamical (time‘
varying) electron-electron and electron-nuclear spin-spin interactions. A second
pulse of amplitude sufficient to rotate the entire spin eﬁsembly by s¢ radians
applied at a time z will give rise to constructive interference of the dephased
spins provided v lies in the inte_rval te< T <l T2. This pulse may be regarded
as flipping over the “pancake" of spins which exists in the 'tra.ns'verse plane at
a time t© >t . The resultant signal from the — ‘=JC pulse sequence » separated by
a time, 7, w:Lll occur at a time 22 following the first pulse. This signal is

popularly termed a “spin echo."

It may be regarded quite properly as the first pulse delayed or stored for a chosen

time :Lnterva.l and recalled on command by the second pulse.

i
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SECTION 3

BASIC ANALYSIS OF AN ELECTRON SPIN ECHO MODULE (SEM), (REF, IT)

The essential element in an SEM is a suitable paramagnetic materigl contained

in a microwave structure designed to subject the material in an efficient manner

to the magnetic component (H'.L) of a microwave pulse. ‘l‘he'fmicrowave structure mt;,st
also couple spin echo signals (due to precessing coherent magnetization) to the’
microwave transmission line. Schematically, we may picture & single spin echo
memory eiement as a one-terminal device, with input and output at the same terminal
associated with energy flow in opposing directions. A cyclic device (microwave
circulator) may be used to physically separate input and output terminals. Other
means of isolating input and output coupling are possible depending upon the micro-
wave structure employed. Figure 1 illustrates the general fea;tu.res of such a

single element.

~ CIRCULATOR

INPUT ————tpe Q > OUTPUT

TRANSMISSION LINE

MEMORY ELEMENT

FIGURE 1.



An example of an alternate possibility is shown in Figure 2. In this case the
'inpu‘b is separated from the output by means of coupling techniques to the sample
structure. This could, for example, be a.écomplished by coupling to different modes
of & helix, using the sample to absorb power from one mode and return it iﬁ enother.

)‘<—-—-——- output line (right handed helix)
osfineedny —<——— sample helix (right handed)

1 —~<————— input line (left handed helix)
\ ,

FIGURE 2
The requirements for the sample structure, per se, are the following:

l. Maximum Hl for a given power input.

2. Uniform Hl over entire sample volume.

3. Spatial separation of H (magnetic) and E, (electric) field modes of e-m field,
with the sample contained in the H, region. (Structures which have energy
density predominantly in the magnetic (Hl) field throughout the volume are
theoretically possible).

L. Maximum power delivered to microwave transmission line for a given sample mag-
netization, M.

5. Bandwidth not less than the physical bandwidth of the paramagnetic material.

6. Unity f£illing factor.

Either resonant structures or slow wave structures fulfill these requirements. H
We shall show that a typical slow wave structure appears to be more atiractive
than a typical resonant structure later in these notes. i

Serlal type storage of a microwave pulse scxript (PCM) with either first in-first
out or first in-last out type information handling is possible with the spin echo
Thenomenon. Pulse amplitude coding is also possible with this phenomenon, but

6
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will not be considered. To constitute a computer word, a number of elements
equal to the number of bits in the word are required. These are then arranged
on separate channels with parallel read-out’ 6:f.' all the bits in & given word and
seria.l.rea.d-outvof the words. Other array systems may also be possible.

Tn“First.in-last out’ storage the capacity and storage time are both limited by

the spin phase memory time, T2 s of the physical system.. In first in-first out
storage the capacity is limited by 'J.‘2 5 .While the storage time is limited by Tl s ! ‘
the spin-lattice relaxation time. This is illustrated schematically in Figure 3.
Figure 3(c) illustrates the use of cyclic first in-last out étorage to provide
first in-first out storage. This could, for example, be accomplished by circu-

lating serial information back and forth between two spin echo stores.

Memory applications of ESERP have previously considered in detail only storage

in magnetic interactions in nuclear spin systems. We are concerned here with elec-
tron spin systems and particulerly with natural crystalline electric interactions
in such systems. An external magnetic field is not used in this case. The

_analytical treatment of bit capacity does, however, involve the same general type

of physical considerations since we are still dea.iing with magnetic transitions
in a system characterized by a magnetic moment. In general 'for electron systems
the resonant frequencies (frequency of digitalized microwave carrier in storage
applications) are in the microwave region, the bandwidths are several orders of
magnitude broader than in the nuclear case, and the available magnetization,
several orders of magnitude greater. The size of the memory element, per se, may
be expected to be several orders of magnitude smaller than that appropriate to
nuclear spin systems. Cryogenic operation, usually of liquid helium temperatures,
will probably be required for a SEM. Polycrystalline (powdered) materials may be
used in zero magnetic field.

For utilization of a microwave memory element in a computer system processing
information in a baseband code frequenc, conversion access clrcuitry 1s hecessary.
As one goes to higher microwave frequencies, the state-of-the-art is progressively
less advanced. Such conversion is now possible with reasonable efficiehcy at
microwave X-Band, the frequency region appropriate to the material we now have
(Ca, Ce) F,. For use with microwave carrier computers (non-existent), this is a
compatible memory element and no frequency conversion is necessary.

7
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We proceed to calculate the properties of a resonant (cavity) structure and helix
slow-wave structure as they pertain to the ESERP. It is convenient to assume that -
the paramagnetic sample is polarized in an external magnetic field for 'purposes ‘
of calgulation. The results are quite valid for zero field infteractions.

We assume a paramagnetic sample of specific magnetization, M, where M is given
by ‘ .

Sorm,

! T Lkt
_Here

¥” = gyromagnetic ratio of electron 2 x 107
) = Plank's comstant 10™2!

N = number of :i.ons/cm3
" o = magnetic field in gauss

k = Boltzmann constant

T = absolute temperature

We wish to calculate the power delivered tg a transmission line in & spin echo
experiment assuming a /2 pulse, i.e., one information pulse (and spin echo)
utilizing all the available magnetization, M. We calculate the signal strength
due to the precessing magnetization , M, following a .75/2 pulse, due to the existence
of a coherent moment, M, immediately following the pulse. This magnetization will
give rise to a microwave magnetic field Hr lagging in phase by 90° in the trans-.
verse plane, the precessing moment M. (See Figure &)

z
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This is the so-called radiation damping field. The signal power in & spin echo
experiment is associated with this radiation damping field. We note that we may

write the torque eq_ﬁa.tion:.

a dM
(a-;r= eHr X M where (dt)r

represents the time rate of change of M due to the effect of Hr only. The change

of the nagnetic energy of the system due to this effect is given by

d ' aM
at (Ho&)r 'Ho dat r - Lﬂo HrM

Hr is related to M by a constant of proportionality which depends on the properties
of the microwave structure. We write

I-Ir = KM and then

%1-;- (HO.M)r = LJO x M (k to be determined) this is the power radiated

per unit volume of material.
The power radiated by a sample of volume, Vg is then
el v, Q)
Py = o 8
We evaluate k for a cavity and for a helix.

For a cavity, the power ¥ lost in the walls and delivered to the transmission line
(Pexfect coupling) is '

' 2
P, =, Y (2H) (2) Que to & field, H, of suplitude H_

877 Qq
Vc = cavity volume

equating (1) and (2) we find

Koy, ™ 2TTq V. /v, VA, = filling factor =]) |

av

10
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or - for a cavity

. 2 |
po= 2o V) . W2l o

Ve Ve

where
M= MV, (total magnetization of sample)

so we have

| (Pr)ca.vity = 7 (fli)2 c.gs.
Ve .
Keavity = 210 Q7] (3)

For a helix (Ref. 1), optimized for uniform axial mode properties * at center
X-B&nd. . .

6. 2
(Pr)helix=lo H™ c.g.s.

# d 1.5 mn (diameter) chosen to make
n& 20 turns/in. f3a~ 13

vhere /3 = helix propagation constant.

S3- QEL A, = helix vavelength,
. h l
Then for this helix we have:"

UO VS
kﬂ 10
2
- 2o @)?
10

(Pr)helix Cege84

11 .
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For fixed M the ratio of power delivered to the transmission line by a helix to
that by a cavity is ‘ ’ ' '

2 e
LJO U027TQ = L‘Jovc 6l = R
% v 27720

10 c

for a cavity Q ~100 Af ~100 M

3

and Vc~l cm

we find:

1010, 1

R=——-£58-—-~100

It is also.seen tha.t

(H,)
}L.L helix - ﬁ Phelix
Hl cavity Pca.vity
(H) pe1ix

so that, for equal input powers, = 10 in the above example.

T, Jeavity
For a typical sample material
M =107 c.g.s.
2

Taking Vs =10 cm3 (a reasonable volume for an X-Band helix)

we have M = 1072 c.g.5., or for a single pulse, using all of M

40x1.02°

(Prdperix = RV x (2079 x 1077 vatts
1
P ~ LO millivatts

Thelix

12
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It is of interest to calculate also the power required to produce a 77 /2 command
pulse. ‘ ' ' ' V

In general, the pulse angle © is given by

requiring ¢ = JT/2 and taking t (J ~ 2 x 10"8 séc.(pulse duration 20 nanoseconds)

H Tg/z - ,,;10877 ~ 3 gauss
yx10'x10 -

For this particular helix

Hl 2
? =-Io watts

P= 1 watt for a [T /2 pulse in this example. Actual power requirements will

be reduced by approximately a factor of 10 for some zero field systems because of
higher effective values for 7

Tt will be shown in the next section that the ideal amplitude for an information
pulse in & train of N echoes (bits) is given by sin O~v]‘1-

Assume N = 400, then © ~ sin 0_=;—0-

and for a pulse of this amplitude

-2
P S lO

of 10 may be expected.

We now calculate bit capacity in terms of spin phase memory time, memory speed,

" and available signal power. In a memory application in which a large number of

bits are stored, the available spin magnetization, M, is divided up approximately
equally among the total number of bits. Assuming information pulses of equal

amplitude, we v;tsh to derive a general expression for information echo amplitude
‘ 13 ‘

5 ~ 1073 LJ for an information pulse. Again, & reduction at a factor P

8 b S w5 e B i R, S e



r for the nth echo in a group of N echoes. Consider Figure 5.

M

1 ' 4, A M=1
fg SIn e,\’ s y ssume = .
‘ X

¢ FIGURE 5

A pulse of angle © will give rise to an echo of amplitude sin © in the absence
of any additional pulses and neglecting relaxation time effects. A second pulse

of angle © wiu'modify the first magnetization component by the factor

~3‘—i-32§-9- ~ c052 0/2 because of magnetization extracted from the transverse

plane. Succeeding pulses will repeat the same process giving rise to a temm
(c'c>s2 O)N'l for the first echo or, more generally, (cos O)N "8 for the nth echo.

Furthermore, note that the available magnetiza.tion is reduced by a factor cos ©

for each successive pulse. A general expression for the amplitude of the nth echo
- for first in-last out storage is:

f(G-., h: N) = 8in © ~(c032 g)N.ﬂ (COS G)D-l (5)
: 2
forn =1
£(e, 1, N) = sin @ (cos> g)N-l | ©

and for n = N
£(0, N, N) = sin @ (cos )Nt | (1
The maximum amplitude of the echo due to the first pulse is given by solving

Qﬂgz_%a_lu-o One finds: sinO-%.N

14
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and

fl(sm-l-{]l-ﬂ y 1, N) = ——er
(ew)?

1

i

Note that ' , ‘
.-
fN/ fl = e ) > 1

fl is than the smaller signal.

We may assume & decay factor due to loss of spin phase memory of the form e-t/ T2

where t is the time between first pulse in and last pulse out. We then require,
for a system with magnetization, M, )

p (i) £2e ¥ =(ys
r 1
where S is the threshold system sensitivity
(X = required signal/noise ratio - .

m;w we may replace t by 2NtLJ , vhere t(./ = bit duration, and bit spacing and
N = total number of pulses. '

We then determine the capacity N fron .

Pr(ﬁ) e- ?l%l

N, = S
eN "a

Typical numbers:

Pr ~ 50 x ILO"3 watts (helix with M "*"10"3 C.88. V8~ 0.01 cm3)

t(_J ~ 10" gecs.

15



b T ~ 2 X lo .
3 r o) ‘ secs

S = 80 dbm ~ 107 watts
B ‘
13 QX = 100
Solve for N '
f -3 -2 -9
50 x 10 om0 N = 10
- eN
] - |
; e 10 EN e -6
~ & 10
] 50
~ .05 x 10'6 ~5x 10'8
compatible with bandwidth of ~ 100 Mcs.
1. This equality holds for N~ 1000 bits. The total time involved is
2 x 1000 x lO"8 ~ 20 microseconds.
3
-

16
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SLOW WAVE STRUCTURES FOR SPIN ECHO MODULE (seM), (REF, III)

e sy R 2

A great deal has been written about slow wave structures for TW tubes which will
be reviewed for perspective. The slow wave transmission lines used here ars of
interest because ’ o .

=

== (1)
-8

! where W is the stored energy in either the electric or magnetic field, P is the

transmitted power, gnd vg is the group velocity measured axially. This means

that the lower the group velocity, the higher the stored energy per unit power
transmitted. While TW structures can be used for the purpose at hand, they are
not necessarily optimum for the purpose at hand for two reasons: (a) They are

designed to give the desired phase velocity (usually in the range of %6‘ vp <<

3
where ¢ is the velocity of light, i.e., 1000 < volts < 30,000) rather than a low

group velocity and (b) they are designed to give a maximm electric field along
the axis whereas the present application indicates a maximum magnetic field.

A comment reviewing the relationship between phase and group velocity may be helpful
(see Ref. 5). All traveling wave structures have velocity characteristics which
can be described in terms of the phase shift of a wave per unit length, /_3 » 85 &
function of frequency,l/= 2Tl f.

Phase velocity is then given by

v, = W/ S (2)

and group velocity is given by :
=dlJ/a |
v, =al/af} (3)

e st pardta

as in ordinary transmlssion line theory. Each component is thus seen to be a
function of frequency. If one 1s known, then the other can be determined by

sl AR
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means of such relations as

vP

Vv =

g 1'.°.J_dv (h‘)
¥ —=2
pdco

As an example of the relationship between the various representations, the velo-
city frequency curves of a simple helix are shown in Fig. 6. Fig. 6a shows phase
velocity equal to the velocity of light at very low frequencies and dropping to:a
low constant value in the working range. .Asymptotic velocity is relatively inde-
pendent of outer conductor diam. provided only it is not too close to the inner
conductor (see Ref. 6). Neglected in this figure are certain "forbidden" bands
(see Refs. 5 and T). Actually, the helix is a multi-stop-band filter with stop-
bands centered about the frequencies at which the helix length per tum is equal
to an integral number of half wavelengths. At such frequencies, the helix may
radiate, or if enclosed, will not transmit energy. From Fig. 6a and Eq. (2),

Fig. 6b is readily obtained. This looks something like the phase shift character-
istic of a low pass filter with a zero pass band. Fig. 6b is usually plotted with
the axes reversed as shown in Fig. 6¢c. The reason for this is that the phase
velocity at point "1" is simply the slope of a line through it and the origin while
the group velocity is the slope of a tangent to the curve at point "1". From

Fig. 6c a.ﬁd Eq. (3) the group velocity as a function of frequency is expected to
look like Fig. 6d. The above curves are for the fundamental mode only which are
not the same as for the accompanying space harmonics to be discussed later.

Velocity characteristics of a transmission line with a periodic structure are some-
what different. As an . exsmple, consider the concentric line with the folded inner
strip conductor shown in Fig. Ta. This is chosen because it resembles the cross-
or contra-wound helix to be discussed later. The exact shepe of the inner and outer
conductors does not matter too much. It is apparent that the structure is a low
pass filter with higher order pass bands. The stop bands occur when the distance
between corresponding points along the inner conductor is an integral number of
half wavelengths accordingly, the cy-[3 dlagram has the form shown in Fig. Tb. Phase
shift increases from zero at zero frequency to 7 radians per "fold" at the upper
1imit of the low pass band. It then remains constant through the first stop band.
Fhase shift then increases from 7¢ to 2 & radians per "fold" in the next pass

band, ete. The corresponding curve of phase velocity vs. frequency then has the

18
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form shown in Fig. Tc where vp is a decreasing function of frequency in ea.ch pass
band and having at most a value determined by the center line foreshortening.

Phase velocity is presumably infinite in the stop bands, but this is of no signifi+
cance since attenuation is high and power transmission negligible. 'Group velocity
vs. frequency hes the interesting form shown in Fig. Td, derived from the slope

of the(, /- ﬂ curve of Fig. To. This shows that the group velocity theoretically
drops to zero at the band edges and is at most the velocity of light reduced by

the center conductor "folding" factor. The scales of Figs. 7c and Td are the same
and the frequency scale is aligned for use of compa.risbn.

Dr. Dan Ka.plan has suggested that the fundamental asymmetric mode of the contra-
wound helix might be good for the stated purpose. This is a very astute observa-
tion which would escape most people. It appears to have a great deal of promise

but also some possible problems which will now be briefly discussed. First consider
the simple single helix which has been tried and found to work. Here the para-
magnetic material is placed inside the helix which forms the inner conductor of e
concentric line. The simple helix is extensively used for TW tubes where it is
useful because it develops & strong axial electric field. The magnetic field is
strong and non-uniform close to the wires so the ideal core would be a close fitting
hollow cylinder close to the helix yet fitting inside of it. Kaplan has reported
that the attenuation of the helix does not go down as temperature is lowered, which
is surprising and which is difficult to understand. Although the simple helix works,
it can surely be improved upon.

Before discussing the contra-wound helix, it will be helpful to review two other

_ concepts, namely "impedance" and"space harmonics." When one sees the term "impedance"

in papers about TW tubes, it is well toremember that the writer is usually talking
sbout & high frequency equivalent "interaction" impedance. This relates the axial
electric field with which the beam interacts to the transmitted power. It is
usually defined as "

>
z, =B

1 52_?; ohms (5)

where Zi is the "interaction" impedance to rf in ohms

E 2 is peak axial electric field in volts
/3 is phase factor in radians per unit axial length

P = transmitted power in watts
21
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Note that all factors are functions of frequency. Note, also, that the factor 2 -
has been omitted in the denominator ~ an historical accident perpetrated by

J. R, Pierce. The factor ﬂ 2 appears in the denominator since it is involved in ,?'

.electron interactions. It has a value of unity somewhere near the middle of each
pass band, but may vary from O to J] near band edges.-

In contrast, the usual eircuit impedance is given by

2
Zc=_F:'3__ ohms
2P

where 7 is "eircuit" impéda.nce in ohms

Er is a mean value of radial electric field somewhere between
inner and outer conductor in volts per unit length

P . is power transmitted in watts. Zb and Zc may have about
the same value at pass band interiors, but may differ widely
near band edges. Zb can only be measured by the behavior of
an electron beam, whereas Zc can be measured with a bridge or
other circult techniques.

The term "space harmonic" refers to the various solutions of the wave equation
which are necessary to give a complete solution for all but very simple geometrical
configurations. These are always encountered in the boundary value solutions of
irregular structures and are commonly referred to as higher order modes. They

have a special significance in the case of TW tubes because electron beams can
interact with them individually. They are called space harmonics because they tend
to have a spatial distribution relatively independent of frequency. If a structure
has n turns or n teeth per inch, then there will be field components with n, 2n,
3n, etc. variations per inch. The space harmonics are strong near the wires or
teeth and get weak fast away from them. Backward-wave osclllators use only &
single space harmonic.

In addition, the space harmonics have velocity characteristics which are different
from those of the fundamental mode. This is evident if we extend the curves of
Fig. Tb as shown in Fig. Te. The extensions represent the addition of space har-
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monics (Refs. 5 and 8). The complete diagram is essentially the same as that of ,
a uniform continuous string or a one-dimensional lattice of polyatomic molecules |, :
(Ref. 8, pp. 65-68 and Fig. 17.2). Fig. Tc 1s drawn in alignment with Fig. Tb for
comparison. Shown are the first three pess bands only. Beam electrons may inter-“
act with any part of thesé curves. In fact, a beam of & given velocity may react
with several parts of theée curves at once as given by the interaction of a line
through the origin with a slope corresponding to a given velocity with the various
branches of the curves. All portions of the curves to the right of the origin have
a positive phase velocity. Those portions to the left of the origin have a neé tive
phase velocity. Shown solid are those parts of the curves which have a positive
group velocity (slope). Shown dotted are those parts of the curves which have a
negative group velocity. It is apparent that any combination of b vg is possible.

The TW amplifier operates on segments such as A of Fig. Tc which has both a positive
phase velocity and a positive group velocity; i.e., the electron beam and the energy
move in the same direction. On the other hand, the backward-wave oscillator, (BWO)
operates on segments such as O in Fig. Tc. Such segments have a positive phase
velocity and a negative gi-oup velocity. The RF energy moves from collector to
cathode, but it has a field component in the other direction with which the elec-

tron beam can interact.

The various segments of Fig. Tc can be correlated with corresponding v » " )
curves of Fig. 9 of Ref. 9 remembering that this association applies to symmetric

modes of the cross-wound helix only.

The cross-wound or contra-wound helix was developed to overcome some of the limita-
tions of the simple unifilar helix for high voltage TW applications. Its concep-
tion and analysis by Chodorow is & brilliant piece of work (Ref. 10). These
limitations were (1) the electron interaction impedance is reduced at high voltages
for fundamental mode operation because of the high electric energy of the higher
order modes and (2) the high electron interaction impedance of some space harmonics
can result in backward wave oscillation. The cross-wound helix is a twin helix with
one wound upon the other in the opposite direction. Electrical contact at the
crossover points is assumed to exist. This gets hard to draw, but is attempted

in Fig. 8a with the top side shown solid and the bottom shown dotted.
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The relation between the 'structure of Flg. Ta and the cross-wound helix becomes
apparent if one makes a series of holes for the passage of an electron beam as
shown in Fig. 8b. Shown in Fig. 8¢ is a corresponding view of the cross-wound
helix. The arrows show the direction of current flow in the first pass band of
the symmetric helix. It is seen that the axial magnetic field components are
cancelled vwhich is ideal for TW a.mplif:l.er because the axisl field is then purely
electric. The magnetic field has to be somewhere and is strong close fo the
wires in the space harmonics while the electric space harmonic fields tend to be

weak.

Antisymmetric (a.s.) fields can exist on the same structure, but have different
properties. The a.s. fields are similar to those on a two wire transmission line
with -periodic shorts between the lines as shown in Fig. 9a. The relation between
this and the cross-wound helix is seen if one folds the structure as shown in

Fig. 9b which should be compared with Fig. 8c. Shown in Fig. 9a and 9b are currents
in the lowest pass band which is expected to occur in the vicinity of frequencies
for which the line segments are an integral number of half wavelengths or the
integral circumferénce of the cross-wound helix is an integral number of full
wavelengths. Reference to Fig. 9 of Ref. 6 shows this to be the case. It is seen
that for the fundamentel a.s. mode this is indeed the case. A rather large struc-
ture would result for the present application, namely a helix about lcm, in diameter
at X-band. It can be shown that the axial electric field is zero for the desired
mode which makes it ideal for the intended application. Size could be reduced
about 20 percent from the curve of Fig. 9, Ref. 6.

Accordingly, the .c.)—{3 diagram of the a.s. modes has the form of Fig. 9; The group
velocity as a function of frequency would 'Ehen look like Fig. 9a with group velo-
city going to zero at the band edges. Nevin (Ref. 6) shows a fundamental mode
with a bandwidth of about 35 percent.

The .cross=wound helix is thus seen to have many of the desired properties though
some aspects require further study. These are:

1. Optimum Frequency. Bandwidth is not a problem because the material used has
& 1.5 percent bandwidth and the CWH has a 35 percent bandwidth. Although the
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group veloclty theoretically is zero at the band edges, opéra.f.ion is not
' necessarily optimum here because the fields may vanish here and because
impedance matching is generally difficult.

2, Impedance Matching. The impedance of filters tends to be constant only at
’ band centers and becomes elther zero or infinite at band edges. However, a
great deal of information is available on this subject. (Ref. 11, Vol. 2).
E 3. Termination. The termination of periddic structures is another impedance

' matching problem. With very small structures, various tapers can be used.
It would be helpful to know the loss characteristics of the spin echo material -
as well as the dielectric constant and the effective permeability.

4, Size. This is a serious problem which would have to be studied. At this
time it appears difficult to excite the desired mode in a structure the size
of a simple helix.

5. Mode Excitation. The a.s. modes require a push-pull excitation. This could
be achieved by an inductive loop coupling into a shorted end turn. It could
also be done by cutting an end turn to get two terminals and then using a
balun to convert from co-ax to two-wire form. The latter would be less
simple, but the former might also excite the symmetric modes. Symmetric mode
‘excitation means should be avoided.

This discussion really does no more than set the stage for further studies. It
does begin to bring into focus the limitations and problems associated with the
various approaches. A preliminary intuition is that the resonant simple helix
would be best if its fields are suitable. It can be made very small. Impedance
into a resonant section can be tuned with screw=type capacities. Bandwidth is
probably adequate, |
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SECTION

v e

POSSIBLE APPLICATIONS OF THE SPIN ECHO MODULE (SEM)

s T R AN S N T

‘ During the short duration of this limited study, it was not only not possible
to exhaust and describe all the possible applications for the SEM, but some of
‘ the applicaticns mentiopned in this section might even be found less useful when
b exposed to further study and closer scrutiny. The few applications mentioned
in this section will therefore have to be accepted as sample suggestions out of
& possibly much larger reservolr of ideas.

O

e R o

E_ 5.1 f.‘L‘he SEM as Wide Band Delay for Stored Reference Communications

: A technique described in a four volume series of reports published by the
Lockheed Missiles and Space Company under the title "Wide Band Carrier
Communications" (IMSC Numbers TOLOLl, TOLOL6; TOLOMT and 6-90-61-59) seems
to require the special qualities of the SEM.

This technique permits mixing intelligence with a wide band noise source,
delaying this mixed signal by a controlled amount, and then adding it to

the wide band source. Here, approximately 100 mc (presently available band-
width of SEM) can be covered and the delay can be controlled precisely by
the command pulse to the SEM for a time interval of 100 ps (either first
pulse in-first pulse out or first pulse in-last pulse out).

As illustrated in Figure 10, the received wide band signal which contained
the interspersed intelligence is detected by an inverse process of delaying
part of the received signal mixing it with the other part. The exact delay
is introduced by the SEM path before mixing to provide the reconstruction
of the intelligence. The wide band carrier can be removed by & correlation
process leaving the desired intelligence. This system could be implemented
for a transmitted reference system as in Figure 10 or a stored reference
system ‘as illustrated in Figure 11. The important function performed by
the SEM for this application is that inherent in its capablility to delay
wide band information. Clearly, it is a wide band variable delay line:
capable of delaying 100 mc information for 0-100 is.
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The SEM as Radar Repeater Jammer

The application of the SEM as a spoof generator or repeater jJjammer is quite
straightforward. As illustrated in Figure 12, the enemy radar signal is
received by the source being irradiated, any kind of a vehicle containing
the SEM. The signal is then delayed by the SEM and returmed by another

“transmitter. The returned SEM-delayed pulse can be increased in amplitude

in order to overshadow the true radar reflection from the target. A small
amount of delay would result in & composite signal which would distort the .
true ra.nge' evaluation since the delayed signal can be made an order greatei'
in magnitude. By varying the delay, the range can be made to appear greater
or less than the true range would appear to the enemy. Using the second
mode of operation of the SEM, & maximm delay of 100 ps is available for
spoofing. This time delay can be thought of in terms of the range variation
possible for confusing the enemy, and could result in range variations of
approximately 45,000 feet. The delaying pulse can be modified to further
confuse the receiver by changing the pulse shape and modulating it with
noise. It is well to note that even a very narrow pulse received, as in
high resolution radar, approximately 100 nanoseconds, can be modified

. without introducing pulse stretching as long as the bandwidth of the SEM

is 100 me. It appears that the SEM has both the desired bandwidth and
the delay capability for such applications. ‘

The SEM as Chirp Radar Detector

In the August 1963 issue of the Proceedings of the IEEE, a paper entitled
"The Detection of Chirp Radar Signal by Means of Electron Spin Echos" is
presented. Pulse compression rates, dealing with essentially single pulse,
of the order of 1,000 to 1 appear feasible. The attainable time resolution
is determined only by the width of the paramagnetic resonance line and the
length of the received waveform is limited by the phase memory time of the
spin pockets in the active material. This type of radar could be used to
provide high range resolution for surveillance systems with all weather
capability since this phenomenon is applicable to the S-band region.

The SEM as Coherent Delay Line
A natural application for the SEM is for a delsy line where the information

recall time can be accurately controlled. .This has a number of applications
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where coherence is required: coherent radar, range devices, etc. Although
the shift register in a digital timing unit might have superior features,
& trade-off appears possible for exact coherence, size, weight and complexity.

The SEM as Oscillator Control

It might be possible to use the SEM echos to stabilize the frequency of an
oscillator. This could be achieved by storing either digital or analog :
pulses in one or more SEM crystals, using these to compare the output of

an oscillator at time t +  , with the output at time t. This may be the
only oscillator stabilized by remembering what it was doing & seconds ago.
The frequency of the memory feedback is a property only of the stability of
the erystal lattice.




5.6 Application of the SEM as Computer Memory

This paragraph describes the results of a brief study to determine if the
Spin Echo Module (SEM) can form the basis of a memory system competitive
with existing memories. Particular emphasis was to be placed on looking
for an application for the SEM in an existing computer system; for such an
application, the SEM would have to demonstrate a marked advantage in taking
over a conventional memory function from the memory system presently per- |
forming that function. An attempt to find and justify totally new memory
functions would be a research effort in itself, and was not a.ttémpted here.

&

R

5.6.1 Analysis (Ref. IV)
The principal operational cha.rp.cteristics of the SEM in terms of the labora-
tory device constructed by Dan Kaplan are summarized in Table 1.

Table 1
Information Pulse Rate: 100 m.c.
Maximum Bit Storage: . 500600 bits
Permanence of Data: volatile
("3 Data Access Modes: serial only with two modes:

(1) first-in-first-out, and
(2) first-in-last-out

Maximum Data Retention EMod.e 1): 100 us
Mode 2): 5-6 s

From an engineering standpoint, there are a number of additional character-
istics of the SEM device which are important:

5.6.1.1 Negative Characteristics
a) The information must be stored in the form of a pulse modulated
carrier (carrier frequency is 9.36-~9.48 kmc) and hence microwave
plumbing and switching, together with a microwave transmitter
and receiver, are required components for the SEM.

b) The SEM is & one port structure. This means that & minimm of
two SEM devices are required to construct a permanent memory
system, and furthermore, the permanent memory capacity of such
a system can only be half the volatile capacity.

O
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c) The SEM device requires a cryogenic environment fox_‘ its oper-
ation, and therefore, wiil normally be housed in a cryostat.
Size, welght and servicing problems must be considered in
relation to this environmmental requirement.

5.6.1.2 Positive Characteristics
d) There 15 perfect retention of information pulse spacing (and
thus pulse delay time) in the SEM. This feature eliminates
one of the most serious difficulties attendant to the use of
delay lines at high information rates.

e) The SEM requirement for an X-band carrier is a disadvantage
when used with a conventional computer. This situation is
reversed if the SEM were to be used in a microwave computer
designed for X-band operation.

f) The storage medium of the SEM (as distinct from the overall
memory package) is completely passive and should be very
reljable.

g) The delay time of the SEM is electronically alterable, thus
providing an additional measure of flexibility.

5.6.1.3 Logical Organization of a SEM Permanent Storage Unit - Comparison
With Other Hardware

A specific configuration for a SEM (permanent) storage unit is presented in
Figure 13 so that a basis will exist for further discussion and evaluation.
The SEM(P) unit shov. in Figure 13 represents a single serial-access memory
chennel. The lsboratory cost of the above unit is approximately $10,000,
and an estimated lower bound on the cost of a production unit is $1,000-$2,000
(assuming the cost of the transmitter and cryostat is apportioned over 10 or
more similar memory units. This glves a.n estimated cost per bit of approx-
imately $2-$4, for a production 500 bit capacity SEM(P) unit, at an average
access time of 2‘._5 us.
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For memory application where random access is essential, the SEM(P) is not
competitive with magnetic cores which currently cost between $.40-$1.00 per
bit for .5 us random access time. '

Where fixed sequence processing is the natural mode of operation, the 100 mc
bit rate of the SEM(P) memory gives it a big speed advantage over the mag-
netic core (2 mc bit rate) and a cost advantage over fast access (.0l-.lus
random access time) active memory elements such as the flip-flop. At pre=
sent, the upper speed range of off-the-shelf flip-flops is a 10-20 mc bit
rate at a cost of $40-$60 per bit. Experimental tunnel-diode flip~-flops

have been operated successfully at speeds of up to 200 mc and would probably
cost between $50-$100 per bit.

There is a potential competitor for the SEM(P) in the glass acoustic delay
line. Such delay lines are commercially available at 20 mc bit rates, have
low temperature coefficients, and can store up to 4,000 bits. The cost of a
100-4000 bit capacity line, transmitter, and one receiver would probably be
on the order of $500. Thus, while the absolute cost/bit is much lower here »
the cost per bit for & given random access time is about the same as for
the SEM(P). This type of memory also offers the possibility of inserting
taps for higher access rates (at proportionally increased costs for the
additional electronics). However, the S]M(P) still has the 5:1 speed advan-
tage for fixed serial processing applications, and also has an advantage in
terms of the synchronization problem.

5.6.1.4 Memory Requirements for General Purpose Digital Machines
Almost all of the large present day (commercially available) general purpose

digital computers are parallel word organized machines; that is, the funda-
mental unit of information is a fixed lerngth sequence of binary digits (bits)
called a word, and this word is transferred as a unit along parallel data
channels. Arithmetic and logical operations are also carried out in parallel
in that all bits of a data word (of at least one of the operends) are pro-
cessed simultaneously and in an identical manner. While word size is not

s standardized item, most of the large machines have a word size of from 36
to 50 bits.
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Memory requirements for the large G.P. digital machine are quite varied.
Table 2 presents a summary of conventional memory functions.

If the SEM(P) capebility is to be demonstrated by having it assume one of
the computer memory functions (listed in Table 2), it will either have to
be capable of permitting an increase in computer computation rate, or allow
a cost reduction for the same computational capability.

Two factors are serious drawbacks in any attempt to demonstrate the SEM(P)
as part of an existing G.P. machine. First, most of the memory functions
(see Table 2) require random access to the data, and the SEM(P) is not com-
petitive in cost or speed with the magnetic core for such applications.
Second, the circuitry which performs the logic and control functions in the
existing G.P. machines is matched in speed to the existing memory systems.
If we replace one of the old memory systems with memory capable of operating
at a higher speed, in most cases the logic circuitry would also have to be
changed to take advantage of this higher speed capability; this would be
equivalent to rebuilding a good part of the computer.

Of the various memory functions listed in Table 2, the only function worth
considering for mechanization with a SEM(P) is the "associative store".
Although no existing large scale computer has such & memory capability, many
research papers have been written discussing its advantages. Until quite
recently, the construction of an associative memory operating at a speed
comparable to the main store, was not possible at a reasonable cost. While
the exact dollar value of such a memory is still difficult to assess, there A
seems to be little doubt that the associative memory will be a part of future
computer systems. An associative memory is commercially available from Good-
yeaxr which can locate and access data in T ps. The cost per bit for such

& memory would probably run around $5-$8.

A SEM(P) associative store for a large scale G.P. machine would principally
contain (approximately) 40O SEM(P) memox;y channels, a tunnel diode flip-flop
register of 4O bit capacity, & high speed clock, and perhaps 80 tunnel

diode logic gaﬁes. The average time to locate and access data would be less
than 2.5 ps. Assuming a cost of $2000 per 500 bit SEM(P) channel, $80 per
bit of tunnel diode memory, and $40 per tunnel diode logic gate, the 20,000

bit memory system would cost approximately $90,000, glving a cost per bit of
$h .50,
38
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The SEM(P) associative memory system would operate by circulating its

entire contents through the tunnel diode F.F. register once every 5 us.
Comparison between the assoclative memory contents and a key word stored

in a computer register can be accomplished by high-speed tunnel diode logic.
When a match occurs, the word in question can be read from the tunnel diode
register into the computer, or & marker can be entered into & marker channel
of the associative memory and the word read out on a later pass through the
tumnel diode register if this is desired.

Figure 14 shows & block diagram for a memory to be used in connection with
computers such as CDC 1604, Burroughs B5000, Honeywell 400 and 800, and
Philco 2000,

The memory contains 64 words at 48 bits each with a memory cycle time of

approximately 5 us. The following equipment would be necessary for this
memory s

1l cryostat .

8 SEM data memory channels (8 words each)

1 sync channel

3 multivibrators (two free-running and one monostable)
1 microwave transmitter

1 memory address register of six flip-flops (normal)

1 memory data shifting register of 48 flip-flops (fast)
1 bit counter of six flip-flops (fast)

1 word counter of three flip-flops (fast)

1 comparison register of three two-input AND gates (fast) -
1 channel select decoding switch (nommal)

9 inverters

3 control flip-flops (fast)

40 (approximately) tunnel diodes for gating

Figure 15a illustrates one of the eight timing pulses and Figure 15b illus-
trates a possible sync channel, the input of which comes from a free-running
200 kc BO, and its output is injected to the bit counter as indicated in
Figure 1i. This might be necessary since the timing information must be
written into the SEM sync channel when the memory is first turned on.
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5.6.1.5 The Digital Differential Analyzer (DDA) as ‘a Vehicle for the SEM(P) -
The DDA is & digital machine (containing a memory and switching circuits)
which processes all data in quantized bina.ry.fom. It differs from the G.P.
machines in that it is designed specifically for the solution of ordinary -
differential equations or sets of such equations. This restriction upon

its capabilities permits & great reduction in the amount of hardware needed
to implement the machine.

'
The programming and functional operation of the DDA is very similar to that
of the analog computer. Closed loop methods are used to solve differential
equations by integrating a “variable several times and then feeding this
integral quantity back to the input of the loop.

For a given cost, the DDA can outperform both analog and G.P. digital com-
puters in solving differential equations. It retains the ease of programming
and speed of solution common tb the analog computer while offering the accuracy
available only in digital machines. Principal applications of the DDA are

in real time control systems, simulators, and scientific computation.

The DDA consists essentially of a collection of digital integrators which
may be interconnected in any required manner. In & simultaneous DDA organi-
zation, each integrator has its own associated arithmetic unit which allows
concurrent operation of all integrators. In a sequential DDA organization,
there is a single arithmetic unit wh{ch services each integrator in tum.
For the simultaneous DDA the iteration period is the time taken to perform
one integretion step, whereas for the sequential DDA the iteration period
is the time taken to process all integrators in turn. DDA may be further

subdivided into serial or pe.rallel machines accord:l.ng to the way in vhich
the arithmetic is performed.

During each iteration period; each integrator receives a primary incremental
input, A x, and a secondary incremental input J\ v, and generates an incre-
mental output A z, vhich approximates ydx. The simplest implementation
of an integrator requires two reglsters, a y-register and an R-register, and
tvo adders. One adder maintains the current value of y in the y-register by
summing the /\ y increments into it; the other adds y into the R-register
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when /\ x is positive, and subtracts it when A x is negative. A positive
A z increment is emitted whenever the R-register overflows, and a nega-
 tive Az vhen R goes below zero. The A z output of one integrator may
serve as the Ax or A ¥ input of another. Differential equations may
then be solved by properly intercomnecting a number of these integrators.

A step usually taken to further simplify the structure of the DDA is to
constrain the increments ( Ax, Az) to the values 0, t2™® (x 1s & scale
factor and can be different for the different increments). Because of this
constraint, the DDA integration process is basically that of counting, and
the increments can be represented in a ternary number system (0, +, =).

A sequential DDA using SEM(P) registers and serial arithmetic would require
T memory channels. One channel for the y-register, one channel for the
R-register, two (address) channels to specify the interconnections » two short
channels or flip-flop rggisters to hold the increments and their signs, and
at least one timing channel. Such a minimal system would have a typical
capacity of 20 integrators and a maximum accuracy of one part in 225. The
machine would be capable of 200,000 iterations per second. It should be
remembered, however, that such a machine would have to be completely built
with experimental circuitry (high speed tunnel-diode circuits would be
necessary for the logic and control functions). The equipment cost of such
a ‘system would probably run in the neighborhood of $35,000. Input-output
capability, function generators, etc., would cause an increase in this esti-
mate.

For comparison purposes, the Packard Bell TRICE System (simultaneous organi-
zation, serial arithmetic) is the largest most versatile DDA commercially
available at present. The basic configuration of this system (Model TC 5036)
has & capacity of the equivalent of 4O integretors; it is capable of 100,000
iterations per second at a maximum precision of 26 binary digits and siga.
The cost of this system is approximately $100,000.

5.6.1.6 Conclusions
The spin echo module appears to offer the basis for a serisl memory system

vhich is superior to existing memories in certain specific areas of application.
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.'This superiority, however, is not great enough to permit order of magni-
tude improvements (in speed and/or cost) over competing systems already
commexrcially available. This means that a convincing demonstration of the
potential of the SEM(P) would have to involve a full scale system of commer-
clal quality and usefulness. ‘

T‘

The two applications for the SEM(P) suggested in this paragraph offer the ‘
possibility of satisfying the above criteria, .but the following a.dditionai
considerations now apply: In the case of the associative store, computer
programs would have to be written to demonstrate the actusl rather than
potential usefulness of such a memory system. Thus, a programming effort
would have to be undertaken along with an equipment development effort. In
the case of the DDA, a commerclally or scientifically useful system would
require many pieces of auxiliary equipment in addition to an enlarged ver-
sion of the basic system suggested. The total equipment cost for such an
enlarged system would probably cost $100,000 or more and involve consider-
able product engineering effort.

5.6.2 The SEM Using PIN Modulator and Superhet for a Computer

To utilize the available bandwidth and delay of the SEM for a high capacity
serial digital computer application requires RF signal conditioning before
storage and high level detection after release (upon command) of RF pulses
from storage. Figure 16 shows an SEM storage unit for a high capacity, high
speed, computer which is capable of storing 100 Mega Bit pulse information
in serial form. The sequence of operation would be as follows: The 100 MB
serial pulse train from a preceding computer unit is fed to the computer
loglc stage which in turn feeds the logic modified 10GMB pulse trein to the
PIN modulator. The FIN modulator pulse modulates the continuous wave RF
carrier in accordance with the serial pulse information from the computer
logic module. The PIN modulator is a solid state diode positioned in an

. X-band wavegulde where a serial train bias pulse changes the guide impedance,

thus reflecting the incident carrier. A number of such sections in series
would provide the necessary 80 db isolation. A pulse modulated RF carrier
is fed to a directional device (the circulator) from port one to port two
which processes the pulse train to the SEM for storege. Approximately 1,000
bits of information can be stored by a quantum phenomenon dealing with the
angular moments of the material. The SEM for this case is a paremagnetic
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material positioned in an X-band helix which is coupled to the cireculator.

To provide a recall pulse having a signal to noise ratio of 20 db, the input

RF pulse power must be about 1 mw. This is an RF level which is easily
obtained with standard commercial signal generators or can be easily gen-
erated with compact solid state RF generators. After detection, the recall
serial pulse train is filtered and shaped. It may be necessary to feed back
the irnformation for continued storage via the recirculator. No pulse degra- ‘
dation is anticipated by this recirculation process since pulse shaping at

an adequate signal to nolse ratio is possible. The output pulse train can
also be sent to the next logic unit.

Upon recall the RF serial pulse train is coupled to the helix output and

then directionally fed from port two to port three. Since the signal level

is below that required for a low level single ended crystal detector, a
superheterodyne detection system is necessary. To provide frequency stability,
a standard feedback is utilized to shift the local oscillator to maintain

the intermediate frequency within the required limit. To provide the gain

for envelop detection and to maintain the pulse shape fidelity, a wideband

TWT amplifier is utilized.

The pertinent facts of the SEM computer storage unit described in this para-
graph are summarized as follows:

1. Information rate - 100 MB

2, Storage time - 100 ps in mode #1 operation
Storage time by recirculation should be several hours

3. Available bandwidth - 100 to 120 me
4, Information format - serial pulse train
5. Pulse widths - 5 nanoseconds
6. Period (bit) - 10 nanoseconds
7. Pulse RF power required for SEM for a S/N of 20 db - approximately 1 mw
8. Isolation (on-off ratio of RF pulse) - 80 db.
9. Recall per cycle - O to 100 ps
10. Superheterodyne detection
11. Number of pulses stored - L00-1,000
12. Required cryostat - 4.2°K
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5.6.3 Other Applications of the SEM in the Computer Field - ,
One of the main implementation problems associated with the development of
an SEM computer unit is that of generating the 10 nanosecond pulse train
where the pulse width is 5 nanoseconds. Equally as important to prevent
computer error generation is the requirement for an on-off RF pulse power
ratio of 80 db. One example was described in the preceding paragraph, and
three possible suggestions are presented in Figure 1Ta, b and c¢ which should
be capable of providing higher pulse power levels for application to the A
paramagnetic spin echo memory materials.

Miniature ceramic type voltage tuned magnetrons (Figure 17a) are available
vhich have bandwidths in excess of 200 mc. The desired RF pulse train can
be generated by the magnetron provided a fast pulse source capable of de=-
livering 30-50 volts at a 100 MB rate can be developed. Modulation sensi-
tivity is in the orde.r of 2.5 mec per volt for voltage tuned wide band

‘ma.gnetrons.

* Another similar scheme for developing the 100 MB pulse train is shown in

Figure 1Tb vsing a backward wave oscillator (BWO). The BWO's are extremely
wide band oscillators having excellent capebilities to generate nanosecond
pulses. Once again, the main drawback is the absence of the high voltage
pulse source with the required pulse rate capable of driving the BWO. Modu-
lation sensitivities in the order of 2.5 mc per volt are found for the BWO's.
Aveilable information bandwidths in the gigacycles are common for BWO's,
however, the RF output is not constant with frequency.

In Figure 1l7c a system using klystrons in & hybrid arrangement is illustrated
which can provide high voltage RF pulses at 100 MB rate. Such systems re-
quire, however, considerable study since no reliable information is available

on the actual on~off ratio of these pulse generation methods.
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' The preceding sections make the requirement for a concentrated effort in the area

SECTION 6

ENGINEERING APPROACH

of application studies and engineering developments obvious. It appears that
the suggested use of a helix in the  SEM might yleld excellent results without
necessarily being the best configuration in which the SEM should be contained.
Some alternmate approaches should be examined, and if promising, de\reloped.. It
might even be necessary to examine every one of fhe known microwave structures
for this purpose. In addition to the suggestions of Section 4, 1 through 5, the
following ~nould be considered:

Linear Accelerator Structure. The present application does not require a low
vp like the TW tube. The apertured disc structure of the linear accelerator has
vp = ¢ but vg <<c, A difficulty is that it is rather large at X-band.

Comb-in-Wave Guide. This is like the Linear Acceleration Structure, but can be
made much smaller. It would require WG to coax transitionms. |

Resonant Simple Helix. This might be the simplest and smallest after all. It
should be possible to get the bandwidth. The magnetic field, however, is far
from uniform and not very well concentrated.

Cavity Resonator. Various shapes are possible. The desired bandwidth can probably

be attained. Tuning will be tricky.

A problem which appears to impede rapid access to applications of the SEM is in
the bandwidth of the microwave firiving circuitry where various methods of gener-
ating very short microwave pulses could be made available. Such methods include
the use of traveling wave tubes with control grids allowing pulse operation of
both low and high power levels. The disadvantage of the TWT is in the relatively
high voltage pulses which are necessary to gate the system on or off.
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Another problem lies in the bandwidth limitations of the receiving system used
during the research experiments. Although the bandwidths of the IF amplifier

" can be made extremely wide, it appears to be much simpler to use an RF amplifier

instead of an IF amplifier. One low noise traveling wave tube and one traveling
wave amplifier tube would provide a.pp;ox:!.ma.tely 75 db gain sufficilent to detect

an initial signal of -80 dbm. A block diagram of a suggested system is 1llus-
trated in Figure 18. )

The function of the clock and pulse generator is, of course, to generate the
desired pulses. This device would probably be specially bullt, and with ava-
lanche devices, rise times on the order of 1 to 5 nanoseconds can be obtained.

The traveling wave tubes in both the receiving and transmitting systems are wide
band devices (approximately 1000 mc wide) so that the bandwidth of the system
would be determined only by the spin echo module. In addition, the germanium
switching diodes can switch power levels of up to one watt with a switching time
of 1 to 2 nanoseconds. However, the isolation provided is only about 30 db so
that more than one in each line may be necessary.

The .read out command pulse must be completely off until required so that there

is no leakage to the spin echo memory. Port 2 of the circulator requires a
ghort circuit so that the inserted signal is directed to the SEM. Therefore,

the RF command pulse is also switched into the power TWT with another switching
diode (or set of diodes) allowing the use of the very fast switching capebilities
of the germanium diode to be realized.

The switching diode(s) in the receiving system can be operated to prevent feed
through of either the signal or the command pulses to the detector. Elimination
of the mixer and IF amplifiers allows ease of bandwidth control by use of &
microwave filter and isolator.

Tt is estimated that during a study and development program over & period of six
months, with an expenditure of approximately $100 ,000 for the required manpower
and less then $30,000 for the necessary equipment and material, most of these
problems could be solved and could indicate the most promising way to realize
some of the suggested applications.
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SECTION

CONCLUSIONS

It appears to be extremely timely and opportune to propose a development program
which would reduce the difficulties of instrumentation and advance towards the

realization of some of the applicetions suggested in the preceding paragraphs,

while coincidentally facilitating easier progress of the basic spin echo research
activities.

]

Most of the problems, common to both the research and application of the electron -
spin echo phenomenon, could be solved by the following steps:

1. Optimization of the microwave structure for the SEM.

2. Increase of overall bandwidth by develomment of instrumentation as indicated
in Section 6.

3. Reduction of the cumulative delays by development of instrumentation as dis-
cussed in Section 6. '
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