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A model is proposed for learning the nature and value of an unknown parameter, or unknown parameters, in a probability distribution which forms part of a body of statistics related to some system or process. The model is Bayesian, involving the assumption of an a priori probability distribution over the possible values of the unknown parameters; the performance of experiments to gain information about the parameters; and the alteration of the a priori probabilities by Bayes' rule. In the limit, as the number of experiments approaches infinity, the a posteriori distribution in most cases encountered in practice approaches a delta function at the true values of the unknown parameters, so the system learns the values of the parameters exactly. The learning process developed in the paper is shown to be technically feasible if the a priori and a posteriori distributions are of the same form, with the learning accomplished by calculating new parameters for these distributions. It is shown that a necessary and sufficient condition for fulfillment of this feasibility criterion is for a sufficient statistic of fixed dimension to exist. If such a sufficient statistic exists, the a posteriori distributions may vary in form initially, but they eventually become of fixed form. The techniques developed indicate logical methods for choosing a priori probabilities and are applied in pattern recognition, estimation, and other problems.
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I. INTRODUCTION

A. PURPOSE

The purpose of the study described in this paper is to develop a model for a learning technique capable of utilizing and evaluating statistical information relating to a physical system or process. The model is to be applicable in situations where the form of the probability distributions describing a process is known, but where the values of some of the parameters involved in these distributions are unknown. The model is to be readily adaptable to construction of an actual learning machine or to simulation of such a machine on a digital computer.

It is expected that the results of the study will be useful in the design of complex multiple-element systems, including a variety of different types of communication systems.

B. BACKGROUND

Since the pioneering work of Shannon and Wiener in 1948-49 [Refs. 1-4], a large amount of research has been done on application of statistical techniques to design of communication systems. This research has been motivated by the realization that often only an approximate estimate of the conditions under which a communication system will be required to operate is available. Under these circumstances, designing the system so that its performance will be the best possible on the average appears more reasonable than attempting to optimize performance under specific conditions which may later turn out to be inapplicable.

To achieve the best possible average system performance, statistical techniques are applied. A specific criterion for judging system performance is defined; then the techniques of probability theory are utilized to see how well this criterion may be expected to be satisfied. Stating the matter in more mathematical language, excellence of system performance is judged by the statistical expectation of a random variable $Z$ which represents the selected performance criterion. In some cases $Z$ is a squared error term, in which case its statistical expectation
E[Z] is the mean squared error; in other cases Z is the fraction of
the time when a system makes an error, with E[Z] the probability of
error.

Although the mathematics involved are often complex, the applica-
tion of the statistical criteria is in principle straightforward pro-
vided a body of statistics relating to the problem is available. The
statistics can often be computed through a knowledge of the physical
principles involved, or can be estimated accurately from experience.
In some cases, however, the statistics are not accurately known and
must be further investigated before any criteria or statistical expec-
tations thereof can be established. This fact is responsible for much
of the current emphasis on research in learning techniques.

In connection with a body of statistics, a learning technique may
be defined as a procedure for evaluating experimental observations in
order to gain information about parameters involved in the system or
process to which the statistics apply. Throughout this report the term
learning will be used in the restricted sense suggested by this defini-
tion, and only in this restricted sense. In view of the large amount
of research currently being done on learning in biological systems, it
should be pointed out that learning in the sense in which the term is
used here may bear little resemblance to learning performed by
biological systems.

C. METHOD OF APPROACH

In this investigation a possible model for the process of learning
the values of unknown parameters in a body of statistics is developed.
Although the proposed model is not the most general possible, it is
general enough for most practical purposes. One important kind of
priori information is postulated: it is assumed that the forms of
the probability distributions involved in the statistics are known,
although some of the parameters of these distributions are unknown.
This assumption is interpreted to mean that the physical process
involved is known well enough to identify the type of probability
density being dealt with, but not well enough to permit computation of
all the parameters for this density. This is a situation often occurring in practice; for example, it might be known that a probability density was multivariate Gaussian, but the mean vector or covariance matrix for this Gaussian density might not be known.

As a basic procedure it is assumed that the symbol $\theta$ represents some unknown parameter or parameters in one of the known probability densities. In order that the statistical expectation $E[Z]$ can be computed $\theta$ is treated as a random variable and an a priori probability density $p(\theta)$ is assumed over the range of its possible values.* The expectation $E[Z]$ is then determined from the standard statistical equation

$$E[Z] = \int E[Z|\theta] p(\theta)\,d\theta$$  \hspace{2cm} (1)

The learning model developed in this investigation is based on a series of modifications of Eq. (1). These modifications will be discussed in the next chapter.

---

*This so-called "Bayesian" technique of treating a fixed but unknown parameter as a random variable is common engineering practice, though frowned on by many statisticians. Even in statistical circles, however, the practice appears to be gaining wider acceptance [Refs. 5 and 6].
II. THE LEARNING MODEL

A. BASIC EQUATION

It has been shown that, for a body of statistics related to some physical process or system,

$$E[Z] = \int E[Z|\theta] p(\theta) d\theta$$

(1)

where:

\(\theta\) = an unknown parameter or parameters in the probability distributions included in the statistics

\(Z\) = a random variable representing a selected performance criterion

\(E[Z]\) = the statistical expectation of \(Z\)

\(p(\theta)\) = the a priori probability density function of \(\theta\) [\(p(\theta)\) or some information which may be utilized in choosing \(p(\theta)\) is assumed to be known a priori*]

\(E[Z|\theta]\) = the conditional expectation of \(Z\) given \(\theta\) (the expectation of \(Z\) is assumed to be known a priori as a function of \(\theta\); for any specific value of \(\theta\), \(E[Z|\theta]\) is the value that would be used for \(E[Z]\) if \(\theta\) were known to have the postulated value).

In this investigation Eq. (1) is to be used as the basis for a learning model; however, modification of Eq. (1) is suggested by the fact that, if the value of \(\theta\) were known more accurately, more confidence could be placed in the value of \(E[Z]\).

B. LEARNING OBSERVATIONS

The obvious way to improve the extent of knowledge about \(\theta\) is to perform an experiment, or a set of experiments, to gain information about the parameters. Let the set of outcomes of some such set of learning observations be designated by \(\Lambda_1\). \(\Lambda_1\) cannot be expected to tell

*One of the results of this investigation is to indicate ways of choosing \(p(\theta)\) when this density is only approximately known.
exactly what the value of $\theta$ is, since it has been assumed that $\theta$ cannot be measured accurately; however, it is assumed that the probability density function of the learning observations is known as a function of $\theta$. If the probability density function of the learning observations were not known, or if it were not a function of $\theta$, there would be little to gain from performing the experiments. The probability density function of the learning observations is denoted by $p(\Lambda_1|\theta)$.

In the present study it is also assumed that $Z[|\theta]$ is independent of $\Lambda_1$. This may be interpreted as an assumption that $\Lambda_1$ is used only to improve the extent of knowledge about $\theta$ and does not influence the values of $\theta$. (An example of an equivalent assumption is the assumption that inserting an ammeter in an electric circuit to measure the current does not change the magnitude of the current; any other assumption that the measurement of a quantity does not influence the magnitude of that quantity is also equivalent.)

C. MORE ACCURATE VERSION OF STATISTICAL EXPECTATION

The information is now available to compute a more accurate version of $E[Z]$. First, Bayes' rule is applied to obtain

$$p(\theta|\Lambda_1) = \frac{p(\Lambda_1|\theta) p(\theta)}{\int p(\Lambda_1|\theta) p(\theta) d\theta}$$

A quantity of the form of $p(\Lambda_1|\theta)$, when treated as a function of $\theta$, is often called a "likelihood" rather than a "probability density." As a function of $\Lambda_1$, for fixed $\theta$, $p(\Lambda_1|\theta)$ has been defined to be a probability density. As a function of $\theta$ for fixed $\Lambda_1$, however, $p(\Lambda_1|\theta)$ is not a true probability density; although it satisfies one of the requirements for a probability density by being non-negative, it does not normally satisfy the requirement of integrating to one. In the subsequent discussion the term "probability density" will be used when quantities of the form of $p(\Lambda_1|\theta)$ are considered as functions of observations, while the term "likelihood" will be used when such quantities are considered as functions of $\theta$.

Bayes' rule is the standard equation for computing conditional probabilities. It may be found in any textbook on probability theory.
where

\[ X_1 = \text{the outcomes of a set of learning observations used to gain information about } \theta \]

\[ p(X_1|\theta) = \text{probability density function of the learning observations } X_1 \text{ (when treated as a function of } X_1 \text{ for fixed } \theta) \]

\[ = \text{likelihood function of } \theta \text{ (when treated as a function of } \theta \text{ for fixed } X_1) \]

\[ \text{(this quantity is assumed to be known as a function of both } X_1 \text{ and } \theta; \text{ it is used as a likelihood function in Eq. (2))} \]

\[ p(\theta) = \text{a priori probability density function of } \theta \]

\[ p(\theta|X_1) = \text{a posteriori probability density function of } \theta \]

\[ \text{(this function is assumed to be evaluated in the light of } X_1 \text{ by Eq. (2))} \]

The new expectation for \( Z \) is then calculated as

\[ E[Z|X_1] = \int E[Z|\theta] p(\theta|X_1) d\theta \quad (3) \]

where:

\[ E[Z|X_1] = \text{the statistical expectation of } Z \text{ incorporating the information gained from the observations } X_1 \]

\[ = \text{the conditional expectation of } Z \text{ given the observations } X_1 \]

\[ E[Z|\theta] = \text{the conditional expectation of } Z \text{ given } \theta, \text{ expressed as a function of } \theta, \text{ and assumed independent of } X_1 \]

This calculation completes one stage of the learning process. A more accurate version of \( E[Z] \) has been obtained, but it may be desired to obtain a still more accurate version. This even more accurate version can be obtained by repeating the previous process. Another set, \( X_2 \), of learning observations is taken; \( p(\theta|X_1,X_2) \) is computed by Bayes' rule; and this density is used to compute \( E[Z|X_1,X_2] \). Then a third set, \( X_3 \), of learning observations is taken and the process is repeated. The progressively developing results of the learning process can be expressed in terms of the three sequences:

\[ \{ \cdot \} \longrightarrow \{ X_1 \} \longrightarrow \{ X_1,X_2 \} \longrightarrow \text{etc.;} \quad (4a) \]

\[ p(\theta) \longrightarrow p(\theta|X_1) \longrightarrow p(\theta|X_1,X_2) \longrightarrow \text{etc.;} \quad (4b) \]

\[ E[Z] \longrightarrow E[Z|X_1] \longrightarrow E[Z|X_1,X_2] \longrightarrow \text{etc.,} \quad (4c) \]
In the most general case a model for the learning process can become complex. The computations to be performed at any time may depend on the entire set of priori observations, as is shown by the general form of Bayes' rule

\[
p(\theta | A_1, \ldots, A_n) = \frac{p(A_n | \theta, A_1, \ldots, A_{n-1}) p(\theta | A_1, \ldots, A_{n-1})}{\int p(A_n | \theta, A_1, \ldots, A_{n-1}) p(\theta | A_1, \ldots, A_{n-1}) d\theta}
\]

Equation (5) indicates how the new probability density for \( \theta \) can be computed from the old density; but the computation requires that the probability of \( A_n \) be known as a function of \( \theta \) and of all the previous observations, i.e., as \( p(A_n | \theta, A_1, \ldots, A_{n-1}) \). It is often possible to simplify this computation, however. If it be assumed that the different sets of learning observations are conditionally independent (of each other) given \( \theta \),* Eq. (5) can be simplified to

\[
p(\theta | A_1, \ldots, A_n) = \frac{p(A_n | \theta) p(\theta | A_1, \ldots, A_{n-1})}{\int p(A_n | \theta) p(\theta | A_1, \ldots, A_{n-1}) d\theta}
\]

*With this assumption of conditional independence, for any two different sets \( A_i \) and \( A_j \),

\[
p(A_i, A_j) = \int p(A_i | A_j, \theta) p(\theta) d\theta = \int p(A_i | \theta) p(A_j | \theta) p(\theta) d\theta
\]

while

\[
p(A_i) p(A_j) = \int \int p(A_i | \theta) p(\theta) p(A_j | \theta) p(\theta) d\theta d\theta
\]

Comparing these two equations it is seen that in general

\[
p(A_i, A_j) \neq p(A_i) p(A_j)
\]

If \( p(\theta) \) is a delta function, however, the inequality becomes an equality. Thus, this conditional-independence assumption may be interpreted as an assumption that, if \( \theta \) were known, the \( A_i \) would be statistically independent of each other. With \( \theta \) unknown, however, the statistical dependence of each \( A_i \) on \( \theta \) introduces interdependence among the \( A_i \) themselves. This interdependence among the \( A_i \) makes the learning process possible; the interdependence insures that statistical information relating to the value of \( \theta \) is available in the learning observations.
wherein:

\[ p(\theta | A_1, \ldots, A_n) = \text{a posteriori probability density of } \theta, \text{ evaluated in the light of the learning observations } A_1, \ldots, A_n \]

\[ p(A_n | \theta) = \text{likelihood function on } \theta \text{ given by the } n \text{th set of learning observations} \]

\[ p(\theta | A_1, \ldots, A_{n-1}) = \text{probability density of } \theta, \text{ evaluated in the light of } A_1, \ldots, A_{n-1} \]

\[ = \text{a posteriori probability density after } n-1 \text{ sets of learning observations} \]

\[ = \text{a priori probability density just prior to taking } n \text{th set of learning observations}. \]

Expanding Eq. (3) to include the improved density calculated from Eq. (6), results in

\[ E[Z|A_1, \ldots, A_n] = \int E[Z|\theta] p(\theta|A_1, \ldots, A_n) d\theta \quad (7) \]

wherein \( E[Z|\theta] \) is assumed independent of \( A_1, \ldots, A_n \).

### D. IMPLEMENTATION OF LEARNING MODEL

The learning process indicated by Eq. (7) can be implemented as shown in Figure 1.* The process is reiterative, with the same computations performed after obtaining each set of learning observations, but with the probability density on \( \theta \) updated each time it is used in the computation.

![Diagram](attachment:image.png)

**FIG. 1.** MODEL FOR LEARNING PROCESS.

---

*For a model applicable in the more general case, where the conditional-independence assumption is not involved, see Chapter V, Section F.
The special case covered by Eqs. (6) and (7) and Fig. 1, though subject to limitations because of the assumption of the conditional independence of the learning observations $A_1, \ldots, A_n$, is an important one; in fact, it is the case of primary interest in this investigation. Many of the results of the study are valid for more general cases, however; hence, in the development of the theory of the learning process the possibility of more general results is indicated.

E. DISCUSSION OF LEARNING MODEL

The learning model proposed herein is only one of many possible models. Before it is analyzed in detail some of the implications of the model should be discussed.

In proposing the model a Bayesian approach to the learning problem is used. This approach is often criticized as relying too much on subjective information, especially in the choice of a priori probability distributions. A priori information is seldom exact, so that the a priori probability distributions are normally fairly arbitrary.* On the other hand, Bayesian methods usually allow the use of all available a priori information, even if some subjective elements are involved. Such methods are often applied in cases where the information available is subjective; yet these methods have been found to give reasonable results. A detailed discussion of the implications of the Bayesian approach is given by Savage [Ref. 6].

The model analyzed in the present investigation can also be considered to be a decision-theory model. The methods of statistical decision theory (a theory that has been developed largely on Bayesian lines) normally involve assuming a priori probability distributions, performing experiments to obtain additional information, then making the type of computations indicated in Fig. 1.

If the model illustrated in Fig. 1 is considered as a model of a statistical-decision-theory computation, the techniques of decision

---

* One of the most important results of the work reported here is to indicate reasonable methods for choosing a priori probability functions. The methods, though rational, do not remove the subjective element from the a priori judgment, however.
theory can be used to optimize the performance of a physical or other system under consideration. At least, the performance will be optimum if the correct assumptions are made in the analysis. Since, as noted above, some of these assumptions are almost always subjective, the form of the "optimum" system found by one person may differ from that obtained by another. It can be said that, if the assumptions made by a particular investigator for the analysis are the best that his knowledge allows him to make, then the system performance is, to the extent of his knowledge, optimum; but claims stronger than this are not defensible. As the number of learning observations increases, however, the subjective elements become relatively unimportant, since the a posteriori probability distributions become largely independent of the a priori distributions [Ref. 5].

A characteristic of the Bayesian approach that distinguishes it from most other approaches to the learning problem is the fact that no specific value of the unknown parameter \( \theta \) is selected at any one time. Rather, a probability distribution \( p(\theta) \) over the possible values of \( \theta \) is always considered, and the expectation of the performance criterion is computed based on this distribution [see Eqs. (1), (3), and (7)]. Another approach to the problem would be to estimate a specific value of \( \theta \) in some way, then to use the estimate as if it were the true value of \( \theta \). The two approaches are normally equivalent in the limit as the number of learning observations increases without limit. The common estimates of \( \theta \) (for example, maximum-likelihood estimates or Bayes estimates) converge in the limit to the true value of the parameter, this convergence taking place with probability one. Similarly, it will be shown that the probability density function \( p(\theta|\Lambda_1, ..., \Lambda_n) \) obtained in the learning-process model developed in this paper converges with probability one to a delta function at the true value of \( \theta \). Except for this limiting case, however, specific values of \( \theta \) are not selected,
although the probability densities discussed in connection with the learning model would probably be useful in arriving at a specific estimate of $\theta$.

The significance of the use of a probability distribution $p(\theta)$ over the possible values of $\theta$ deserves some comment. A number of interpretations of the significance of this distribution are possible. For example, $\theta$ could be considered to be chosen from an ensemble of possible values according to the probability density $p(\theta)$; or the assumption might be made that the uncertainty about $\theta$ is caused by some noise (i.e., irrelevant interference) in the selection process. Or, without any explanation at all, it may simply be considered that $\theta$ is a random variable representing available knowledge of the unknown parameter. The result of the procedure is probably more important than its justification. The essential point, no matter how interpreted, is that the parameter $\theta$ is basically to be treated as a random variable.
III. THE LEARNING PROCESS AND PROBABILITY DISTRIBUTIONS

A. EARLY STUDIES OF THE LEARNING PROCESS

Earlier investigators have analyzed a number of examples and special cases of the learning process [Refs. 7-17]. Some of these earlier investigations furnished the impetus for developing the more general learning model proposed in the present paper. Examples of special interest are those that fall within the special case covered by Eq. (7) and Fig. 1, wherein the learning observations are assumed conditionally independent given \( \theta \). Important examples of the learning process involve the application of learning techniques to the pattern-recognition problem. The analysis of the pattern-recognition problem, per se, is only of peripheral interest at this point, but the problem does present an interesting challenge to the learning technique. Therefore, enough of the theory of the pattern-recognition problem will be developed to show that the learning model illustrated in Fig. 1 is applicable (with minor, theoretically insignificant, modifications).

B. THE PATTERN RECOGNITION PROBLEM

It is assumed that there exist \( r \) possible patterns, designated by the indices \( 1, 2, \ldots, r \), and that it is desired to classify an observation \( X \) as representing one of these patterns. The criterion of excellence \( Z \) is taken as the fraction of the patterns identified correctly. Thus, \( E[Z] \) is the probability of correct identification.*

Clearly, \( E[Z] \) can be maximized by maximizing its value for any given observation. That is, for any given \( X \), the conditional expectation \( E[Z|X] \) is to be maximized. But \( E[Z|X] \) is the conditional probability of correct identification given the observation \( X \) and hence is maximized if the pattern with highest probability of being correct is chosen. Putting these requirements together, it is found that the optimum strategy, or the strategy with maximum probability of correct

*This is the criterion obtained with a statistical-decision-theory approach and a zero-one loss function (i.e., zero loss for a correct decision, loss of one unit for an error).
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identification, is to pick the pattern for which the conditional probability \( P(i|X) \) is maximum. This strategy can be implemented by computing \( P(i|X) \) for each \( i \), or pattern class, then feeding the results of these computations into a comparator that selects the class for which \( P(i|X) \) is maximum. This leads to the implementation shown in Fig. 2.

A few modifications of the procedure indicated in Fig. 2 are normally made in implementing such a system. Expanding \( P(i|X) \) by Bayes' rule:

\[
P(i|X) = \frac{P(X|i) P(i)}{P(X)} \tag{8}
\]

where:

- \( P(i|X) \) = a posteriori probability of the \( i \)th pattern class given the observation \( X \) [this function is assumed to be evaluated in the light of \( X \) by Eq. (8)]
- \( P(X|i) \) = conditional probability density of the observation \( X \) given that the \( i \)th pattern is being observed (this density is assumed known as a function of \( X \) for any pattern class—at least, in the conventional pattern recognition problem being discussed at this point it is known)
- \( P(i) \) = a priori probability of the \( i \)th pattern class (this probability is also assumed known for each pattern class in the conventional problem)

![FIG. 2. PATTERN-RECOGNITION SYSTEM.](image-url)
\[ p(X) = \text{unconditional probability density of the observation } X \]

(the availability of this density is unimportant as the discussion below shows that it is not actually needed).

Since \( p(X) \) does not depend on \( i \) it can be discarded as a variable and attention can be focused on maximizing \( p(X|i)P(i) \). It is further assumed (for simplicity) that all \( P(i)'s \) are known and equal, so that all that remains is merely to maximize \( p(X|i) \).

The earlier work on the pattern-recognition problem [Refs. 7-10] has been based on the computation of \( p(X|i) \) when some parameter \( \theta \) in this probability-density function is unknown. The basic equations are slight modifications of Eqs. (1) and (7).*

\[
p(X|i) = \int p(X|i, \theta) p(\theta) \, d\theta \quad (9)
\]

\[
p(X|i, A_{i1}, \ldots, A_{in}) = \int p(X|i, \theta) p(\theta | A_{i1}, \ldots, A_{in}) \, d\theta \quad (10)
\]

The \( A_{ij} \) are assumed to be sets of learning observations from the \( i \)th pattern class.

Since the procedure for all pattern classes is identical, the subscripts \( i \) are now dropped to simplify notation.

C. OTHER EXAMPLES OF THE LEARNING PROCESS

Abramson and Braverman [Refs. 7-9] have been primarily concerned with the case where \( p(X) \) is known to be Gaussian, \( p(X) \sim N(M, \Sigma) \).

*It would be simple to make the correspondence between Eqs. (1) and (9) and between Eqs. (7) and (10) more exact by defining random variables with expectations \( p(X|i) \) and \( p(X|i, A_{i1}, \ldots, A_{in}) \).

**Symbols that represent matrices (including vectors) are in boldface type. When a symbol is used to represent a variable that could be either a real number or a vector or matrix (for example, the general parameter \( \theta \)), ordinary type is used, however. The notation \( p(X) \sim N(M, \Sigma) \) may be read, "The probability density of the vector \( X \) (actually the joint density of the components of \( X \)) is normally distributed (or Gaussian) with mean vector \( M \) and covariance matrix \( \Sigma \)."
with the covariance matrix \( K \) known but the mean vector \( M \) unknown. In other words, Abramson and Braverman's unknown parameter \( \theta \) is the mean vector \( M \) of a Gaussian density. They assume a Gaussian a priori density for \( M \), \( p(M) \sim N(\mu_0, \phi_0) \) and obtain an a posteriori density, \( p(M | \Lambda_1) \), which is also Gaussian, \( p(M | \Lambda_1) \sim N(\mu_1, \phi_1) \) with \( \mu_1 \) and \( \phi_1 \) easily computed from \( \mu_0, \phi_0, \) and \( \Lambda_1 \). The densities for \( X \), both a priori and a posteriori, are also Gaussian, \( p(X) \sim N(\mu_0, \phi_0 + K) \) and \( p(X | \Lambda_1) \sim N(\mu_1, \phi_1 + K) \).

The second stage in the learning process under study illustrates why this particular process is feasible. Since \( p(M | \Lambda_1) \) is of the same form as \( p(M) \) (i.e., Gaussian), and the second stage involves the same computations as the first stage with \( p(M | \Lambda_1) \) substituted for \( p(M) \), Gaussian probability densities are again obtained for \( M \) and \( X \). By induction it is seen that this will happen after each set of learning observations. Hence, the form of the learning system remains fixed as more learning observations are taken.

After each set of learning observations \( \Lambda_n \), the new mean \( \mu_n \) for the density on \( M \) is computed as a weighted average of \( \mu_{n-1} \) and the average of the observations in \( \Lambda_n \). In the limit, as the number of learning observations approaches infinity, \( \mu_n \) approaches the average of all the learning observations. It is known, from the strong law of large numbers [Ref. 18], that with probability one the average of the observations approaches the true value \( \mu_0 \) of the mean. At the same time, the elements of the covariance matrix \( \phi_n \) approach zero. Thus, the limiting form of \( p(M | \Lambda_1, \ldots \Lambda_n) \) is \( N(\mu_0, \phi_0) \). Comparing this with the multivariate Dirac delta function, it is found that the limiting form of the a posteriori density on \( M \) is a Dirac delta function at the true value of the mean.

If this delta function is put into the equation for \( p(X | \Lambda_1, \ldots \Lambda_n) \), it is found that the density approaches the form for known parameters. Hence, the entire system converges to the form it would take if the parameters were known.

The solution for the problem of learning the unknown mean was obtained in a fairly simple manner. The assumption of a Gaussian a priori...
probability density on $M$ is the obvious assumption to make since $M$ is a parameter in a Gaussian density. This assumption gives Gaussian a posteriori densities on $M$, and insures that all the densities required are Gaussian.

Kehein [Ref. 10] has analyzed a similar problem and obtained similar results. For his problem the assumptions that keep the form of the learning system fixed are less obvious, however. Kehein has analyzed the problem of learning the covariance matrix $K$ for a Gaussian density when the mean vector $M$ is known.

The key assumption necessary to solve the unknown covariance problem is the assumption of a Wishart a priori density over the elements of the inverse covariance matrix $K^{-1}$. The a posteriori density on the elements of $K^{-1}$ is also Wishart, with new parameters calculated from the old parameters and the learning observations. The limiting form of the a posteriori density is again a delta function at the true values of the unknown parameters, in this case the true values of the components of the inverse covariance matrix.

The probability density for $X$ turns out, in this case, to be a Student density instead of the Gaussian density one might expect. As the number of learning observations approaches infinity, however, the limiting form of the Student density becomes Gaussian with the true mean vector and covariance matrix. Hence, the limiting form of the a posteriori density on $X$ is as desired.

Kehein has analyzed in a similar manner the case where both $K$ and $M$ are unknown. He obtained analogous results by assuming a composite Wishart-Gaussian density on the elements of $K^{-1}$, $M$. The a posteriori density is also of this composite form and converges to a delta function at the true values of the unknown parameters. The density on $X$ is a modified form of the Student density, which approaches the true Gaussian density.

---

*The form of this density is given in Chapter VI, Table 2, Case 6.

**The form of this density is given in the Appendix, Eq. (A-7).
D. FEASIBILITY OF THE LEARNING PROCESS AS DETERMINED BY PROBABILITY DISTRIBUTIONS

The examples cited above illustrate one method of guaranteeing that the learning process is feasible. If it is possible to pick an a priori density \( p(\theta) \) for \( \theta \) such that the a posteriori density \( p(\theta | A_1, \ldots, A_n) \) is of the same form (e.g., both Gaussian or both Wishart), then the Bayes' rule computer merely computes new values for the parameters describing the density on \( \theta \) in terms of the old values and the learning observations. If the form of the density is preserved after one set of learning observations, the arguments used for the Gaussian case show that it is preserved no matter how many learning observations are taken. Hence, the learning process is feasible in the sense under consideration--i.e., in the sense that a fixed form of computations is applicable throughout the entire process.

The learning process is considered to be feasible if the computations necessary after taking learning observations are fixed, neither the number nor the forms of the computations changing. This requirement of a fixed set of computations is imposed from the point of view of engineering feasibility. If the system can learn by performing a fixed set of computations after each observation period, the engineering problems in designing an actual system may be soluble; if the system has to be reprogrammed periodically, or if the number of computations necessary grows without bound, the design problems almost certainly are not soluble.

1. Reproducing-Type Distributions

In the present investigation, probability distributions that preserve their form under Bayes' rule, i.e., for which the a priori and a posteriori distributions have the same form, will be designated as "reproducing-type distributions." Besides the investigators mentioned above, a number of other persons have utilized distributions of this type. Bellman [Ref. 11] has utilized a beta density for learning the parameter characterizing a binomial distribution; Mosimann [Ref. 12] has utilized the "multivariate beta" or Dirichlet distribution for the parameters of a multinomial distribution; Turin [Ref. 13] has used the "generalized Rayleigh" or Rician density for learning the amplitude...
and phase characteristics of a radio channel; and Kailath [Ref. 14] has utilized a Gaussian distribution for learning the unknown mean of a Gaussian distribution, obtaining results similar to those of Abramson and Braverman in a different manner. None of these workers give methods for finding reproducing-type distributions, however. The only general method of finding reproducing-type distributions that has been found in the literature is that of Raiffa and Schlaifer [Ref. 15]. These authors discuss an important class of reproducing-type distributions—a class that includes all the reproducing distributions mentioned above save the Rician distribution utilized by Turin.*

2. Nonreproducing Distributions

Lest the reader gain the impression that reproducing-type distributions always exist, so that the problem is merely one of finding the appropriate reproducing distribution, attention is called to one example of a case where no reproducing distributions exist. This example is taken from a problem studied by Daly [Refs. 16 and 17], which is similar to the problems studied by Abramson, Braverman, et al. The chief difference between Daly's problem and the cases hitherto mentioned lies in the form of the information given to the learning system during the learning process. An important assumption in the analysis of the examples previously considered has been the assumption that the learning observations were classified—i.e., the system was told to which pattern each learning observation corresponded. This assumption made it possible to state that the \( \Lambda_{ij} \) in Eq. (10) consisted of samples from the \( i \)th pattern class.** Daly assumed that the system was not given this

---

* The forms of all these densities, including that used by Turin, are derived in Chapter VI and in the Appendix.

** In a typical application of this theory the system would be given a set of classified patterns during a training period, then would be told to identify unclassified patterns later. In a few cases the correct classification of patterns might be available with a slight delay, with a decision needed earlier. The same techniques could be used as in the first case, but with the added possibility of indefinitely continuing the training period.
information, either during the learning process or during the recognition process. The two problems may be distinguished by calling the former the "perfect-teacher" problem and the latter the "no-teacher" problem.

A simple example of the "no-teacher" problem would allow for two alternative hypotheses: either (1) both noise and a one-dimensional signal of unknown magnitude \( m \) are present; or (2) the noise alone is present. Assuming Gaussian noise distribution with zero mean and variance \( \sigma^2 \), and assuming also that the two hypotheses are equally probable, the conditional probability density of an observation \( X \) given \( m \) is:

\[
p(X|m) = \frac{1}{2} \cdot \frac{1}{\sqrt{2\pi} \sigma} \left\{ \exp \left( -\frac{(X-m)^2}{2\sigma^2} \right) + \exp \left( -\frac{X^2}{2\sigma^2} \right) \right\} \quad (11)
\]

If an a priori probability density \( p(m) \) is assumed and if a set \( X_1, \ldots, X_n \) of measurements chosen according to the density given by Eq. (11) are used as learning observations, it is found that

\[
p(m|X_1, \ldots, X_n) = \frac{p(X_1, \ldots, X_n|m) \ p(m)}{\int p(X_1, \ldots, X_n|m) \ p(m) \ dm}
\]

\[
= \frac{\prod_{i=1}^{n} \left\{ \exp \left( -\frac{(X_i-m)^2}{2\sigma^2} \right) + \exp \left( -\frac{X_i^2}{2\sigma^2} \right) \right\} p(m)}{\int \prod_{i=1}^{n} \left\{ \exp \left( -\frac{(X_i-m)^2}{2\sigma^2} \right) + \exp \left( -\frac{X_i^2}{2\sigma^2} \right) \right\} p(m) \ dm} \quad (12)
\]

In each of the earlier examples the a posteriori density \( p(\theta|\gamma_1, \ldots, \gamma_n) \) was expressible in terms of a fixed number of parameters no matter how many learning observations were taken. Thus, the form of the density did not change as the learning observations progressed. In the case of learning a Gaussian mean \( M \), only two parameters, \( \mu_n \) and \( \sigma_n \), were necessary. Since the Wishart density is expressed in terms of a fixed set of parameters, a similar situation was true for
learning the covariance matrix $\mathbf{K}$ or for learning both $\mathbf{M}$ and $\mathbf{K}$. This is not the case with the density in Eq. (12), however. In fact, no nondegenerate form for $p(m)$ has been found that allows $p(m|X_1, \ldots, X_n)$ to be expressed in terms of fewer than $n$ parameters (one for each $X_i$). It is shown in Chapter VI, Section D, that expression in terms of fewer than $n$ parameters is impossible with any non-degenerate $p(m)$; hence, the form of the density keeps changing as long as the learning observations are continued.

The example of the "no-teacher" problem clarifies what is meant by saying that the a priori and a posteriori densities are of the same form; this requirement must be interpreted to include expression of the densities in terms of a fixed number of parameters. Otherwise, the density in Eq. (12) might conceivably be considered to be reproducing, since the expression in the last part of this equation is always valid.

The example also indicates that it cannot automatically be assumed in any particular case that reproducing-type densities exist.

E. PROBLEMS FOR FURTHER INVESTIGATION

Examples of the learning process studied in this chapter have described three main problems:

1. To find general conditions under which the a posteriori probability density approaches a delta function at the true value of the unknown parameter.

2. To find conditions guaranteeing the existence of reproducing-type probability distributions.

3. To find the forms of any reproducing-type probability distributions that may exist in a particular case.

These problems are investigated in the following chapters.
IV. CONDITIONS UNDER WHICH THE A POSTERIORI DISTRIBUTION APPROACHES A DELTA FUNCTION

This chapter considers the first problem posed at the end of Chapter III: to find general conditions under which the a posteriori probability distribution approaches a delta function at the true value of the unknown parameter.

A. THE CONVERGENCE THEOREM

In each of the examples of learning processes discussed in Chapter III the limiting form of the a posteriori density \( p(\theta|\Lambda_1, \ldots, \Lambda_n) \) as \( n \) increases is a delta function at the true value of \( \theta \). The conditions needed to insure that this is so are simple: it must be possible to calculate the true value of \( \theta \) from an infinite sequence of observations, and this true value must not be ruled out by \( p(\theta) \), the a priori probability distribution on \( \theta \). More rigorously:

**Theorem I.** Assume that the following conditions are satisfied:
1. \( \theta_0 \) is the true value of \( \theta \)
2. The a priori density \( p(\theta) > 0 \) in some sphere containing \( \theta_0 \)
3. The a posteriori densities \( p(\theta|\Lambda_1, \ldots, \Lambda_n) \) are calculated by Bayes' rule
4. There exists a sequence of functions \( f_n(\Lambda_1, \ldots, \Lambda_n) \) converging to \( \theta_0 \) with probability one.

Then \( p(\theta|\Lambda_1, \ldots, \Lambda_n) \to \delta(\theta - \theta_0) \) with probability one, where \( \delta(\theta - \theta_0) \) is a Dirac delta function (of the same dimension as \( \theta \)).

**Proof:** Theorem I is an immediate consequence of the zero-one law of probability theory as stated by Loève (Ref. 18, p. 398). The statement of this law used here is, "The sequence \( \text{P}(B|Y_1, \ldots, Y_n) \) of conditional probabilities of a property \( B \) of the sequence \( Y_1, Y_2, \ldots \) given the first \( n \) terms of the sequence converges almost surely to 1 or 0 according as the sequence has or has not this property." If \( B \) is a sphere in the range of \( \theta \), then the event that
\[ \theta_0 = \lim_{n \to \infty} f_n(\Lambda_1, \ldots, \Lambda_n) \in B^* \]

is an event defined on the \( \Lambda_i \) and hence satisfies Loeve's definition of a "property" of the sequence. Therefore,

\[ P(B|\Lambda_1, \ldots, \Lambda_n) = \int_B p(\theta|\Lambda_1, \ldots, \Lambda_n) \, d\theta \to 1 \text{ or } 0 \quad (13) \]

according as \( \theta_0 \) is or is not in \( B \). Equation (13) is equivalent to the statement that \( p(\theta|\Lambda_1, \ldots, \Lambda_n) \) converges to \( \delta(\theta - \theta_0) \).**

Since Theorem I and its proof are fairly abstract, the significance of the assumptions should be pointed out. Assumption (4) guarantees that the event that \( \theta_0 \in B \) is a property of the sequence. Assumption (1) guarantees that this event is true, or that the sequence has the desired property. Assumption (3) guarantees that the correct forms are used for the a posteriori probabilities, since these probabilities are calculated by the standard methods of probability theory. The other assumption, number (2), is hidden in Loeve's statement of the zero-one law. In all of the material he treats, Loeve assumes the events considered have positive probability. Assumption (2) insures that this is true.

From the definition of the Dirac delta function and Eq. (3) there is derived the important

**Corollary:** If the assumptions in Theorem I are satisfied, \( E[Z|\Lambda_1, \ldots, \Lambda_n] \to E[Z|\theta_0] \) with probability one, where \( Z \) is a random variable representing a selected performance criterion.

---

*The symbol \( \in \) in this equation should be read "is in" or "belongs to."

**Theorem I is based on Theorem 5.1 of Braverman [Ref. 7, p. 29]. The material just presented comprises a more precise statement of the theorem and simplifies the proof. The proof is still quite abstract, however, despite its deceptively simple appearance. Those readers unable to follow the proof completely may treat it as a plausibility argument.
This corollary indicates that the entire system approaches the form it would take if $\theta_0$ were known to be the true value of $\theta$.

B. DISCUSSION OF THEOREM

Theorem I is more general in its import than may at first be apparent. No statements have been made as to whether a "teacher" is present or not. It has not been required that any type of independence hold, nor does Loeve require independence for his theorem. It is merely required that the sequence of functions $f_n(\Lambda_1, \ldots, \Lambda_n)$ exist. Such a sequence can exist either with or without a teacher, either with or without independence.

The requirement that this sequence of functions exist is simply a method of saying that the true value of $\theta$ must, with probability one, be determinable from an infinite sequence of learning observations. If it be assumed that the sets of learning observations consist of single observations, i.e., $\Lambda_i = \{X_i\}$, and that the $X_i$ are conditionally independent given $\theta$ (the same independence assumption used in Chapter II), this requirement can be put into a more easily visualized form. In this case if a function of a single observation, $f(X_i)$, such that

$$E[f(X_i)|\theta] = \theta,$$  \hspace{1cm} (14)

exists, then by the strong law of large numbers,

$$\frac{1}{n} \sum_{i=1}^{n} f(X_i) \rightarrow \theta_0 \hspace{1cm} (15)$$

with probability one, where $\theta_0$ is the true value of $\theta$.

*In applying the strong law of large numbers to this case, it is necessary to recall the earlier interpretation of the requirement that the $X_i$ be independent given $\theta$. In Chapter II, this requirement was interpreted to mean that if $\theta$ were known the $X_i$ would be independent. The knowledge available about $\theta$ does not affect the convergence of Eq. (15); so the strong law is applied as if it were known that $\theta$ equals $\theta_0$. 
As an example, in the case of the unknown mean of a Gaussian distribution, the sample average

\[ \frac{1}{n} \sum_{i=1}^{n} x_i \]

converges to the true value of the mean with probability one. Similarly, for the case of an unknown covariance matrix, the sample covariance matrix

\[ \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \mu)(x_i - \mu)^t \]

converges to the true covariance matrix with probability one.

Theorem I can also be applied to the simple example of the "no-teacher" problem discussed in Chapter III. For the density given by Eq. (11),

\[ E[X|m] = \frac{1}{2} m. \]  \hspace{1cm} (16)

Hence, by Eqs. (14) and (15)

\[ \frac{2}{n} \sum_{i=1}^{n} x_i \rightarrow m_0 \]  \hspace{1cm} (17)

with probability one, where \( m_0 \) is the true value of \( m \). This result agrees with Daly's application of limiting arguments [Refs. 16 and 17] to show that the limiting form of the optimum system is the form it would take if \( m \) were known.

As the conditions of Theorem I are met for most probability distributions of practical significance, this theorem provides reasonably general conditions insuring that the limiting form of the a posteriori density is a delta function at the true value of \( \theta \). Thus, Theorem I affords a solution to the first of the three problems posed at the end of Chapter III.
C. ILLUSTRATION OF CONVERGENCE

An illustration of the manner in which the a posteriori density approaches a delta function is given by Fig. 3. In this figure are plotted probability densities for the parameter $P$ characterizing a binomial distribution. A uniform a priori density over the interval from 0 to 1 has been assumed, and the a posteriori density $p(P | \Lambda_1, \ldots, \Lambda_n)$ has been plotted under the assumption that equal numbers (1, 2, 4, 8 and 16) of occurrences of each of the two possible

\[ p(P | \Lambda_1, \ldots, \Lambda_n) \]

\[ n = 0 \]

\[ n = 1 \]

\[ n = 2 \]

\[ n = 4 \]

\[ n = 8 \]

\[ n = 16 \]

\[ (\text{DELTA FUNCTION}) \]

\[ \text{UNIFORM A PRIORI DENSITY} \]

\[ \text{THERE ARE TWO POSSIBLE EVENTS WITH PROBABILITIES } P \text{ AND } 1 - P \]

**FIG. 3.** PROBABILITY DENSITIES FOR THE PARAMETER $P$ CHARACTERIZING A BINOMIAL DISTRIBUTION.
events have been observed.* The conclusion from the plot is that the value of \( P \) becomes known more and more accurately as more observations are taken--this is illustrated by the continuously decreasing width of the plots in Fig. 3--with the true value of \( P \) becoming known exactly after an infinite number of observations, when the density becomes a delta function at the true value of \( P, \ P = 1/2. \)

*Since the a priori density \( p(P) \) is uniform and none of the a posteriori densities are uniform (in this case all of the a posteriori densities are beta), the a priori density in this example is not reproducing-type. However, since all the a posteriori densities are of the same form, the densities may be considered to become reproducing-type after one observation. It is shown in Chapter V, Section D, that a posteriori densities often become reproducing-type after a few observations even when the a priori density is not reproducing-type.
V. CONDITIONS FOR REPRODUCING-TYPE PROBABILITY DISTRIBUTIONS

This chapter attacks the second and third problems posed at the end of Chapter III: namely, the problem of finding conditions guaranteeing the existence of reproducing-type probability distributions, and also the problem of finding the forms of any such distributions that may exist.

A reproducing-type probability distribution has been defined as one in which the a posteriori distribution \( p(\theta|\Lambda_1, \ldots, \Lambda_n) \) has the same form as the distribution \( p(\theta) \) assumed a priori, the two distributions being related through Bayes' rule applied in the light of a series of learning observations \( \Lambda_1, \ldots, \Lambda_n \) (Eqs. (2) and (6)). The first step in the present study, therefore, is to find a convenient method for analyzing the form of \( p(\theta|\Lambda_1, \ldots, \Lambda_n) \) in any particular case.

A. FACTORIZATION OF A POSTERIORI DENSITY (ASSUMING LEARNING OBSERVATIONS ARE CONDITIONALLY INDEPENDENT GIVEN \( \theta \))

A principal difficulty in analyzing the form of the a posteriori probability density \( p(\theta|\Lambda_1, \ldots, \Lambda_n) \) as it is given by Bayes' rule arises from the arbitrary nature of the a priori density \( p(\theta) \). The only real requirement put on the a priori density is that it be a true probability density; hence, it must be non-negative and integrate to one. Since \( p(\theta) \) is involved in the computation of each of the a posteriori densities \( p(\theta|\Lambda_1, \ldots, \Lambda_n) \), this introduces some arbitrariness into each of these a posteriori densities. This may be illustrated by writing Bayes' rule in terms of the likelihood of the complete sequence of sets of learning observations, i.e., in terms of \( p(\Lambda_1, \ldots, \Lambda_n|\theta) \):

\[
p(\theta|\Lambda_1, \ldots, \Lambda_n) = \frac{p(\Lambda_1, \ldots, \Lambda_n|\theta) p(\theta)}{\int p(\Lambda_1, \ldots, \Lambda_n|\theta) p(\theta) \, d\theta}. \tag{18}
\]

Fortunately, the expression in Eq. (18) for the a posteriori density may be factored in a manner that simplifies analysis of its form.
Theorem II: Assume the likelihood \( p(\Lambda_1, \ldots, \Lambda_n | \theta) \) is greater than zero and is an integrable function of \( \theta \). Then \( p(\theta | \Lambda_1, \ldots, \Lambda_n) \) can be expressed as

\[
p(\theta | \Lambda_1, \ldots, \Lambda_n) = \frac{\hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n) \cdot \frac{p(\theta)}{\mathbb{E}[p(\theta) | \Lambda_1, \ldots, \Lambda_n]}}{p(\Lambda_1, \ldots, \Lambda_n | \theta)}
\]

where

\[
\hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n) = \frac{p(\Lambda_1, \ldots, \Lambda_n | \theta)}{\int p(\Lambda_1, \ldots, \Lambda_n | \theta) \, d\theta}
\]

is a probability density on \( \theta \) depending only on the observations, and where \( \mathbb{E}[p(\theta) | \Lambda_1, \ldots, \Lambda_n] \) is the expectation of the a priori density \( p(\theta) \) taken with respect to the density \( \hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n) \). Further, if \( p(\theta) \) is bounded and \( p(\theta_0) > 0 \), then

\[
p(\theta | \Lambda_1, \ldots, \Lambda_n) \rightarrow \delta(\theta - \theta_0)
\]

with probability one if and only if

\[
\hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n) \rightarrow \delta(\theta - \theta_0)
\]

Proof: The function \( \hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n) \) is by its definition in Eq. (20) a legitimate and well-defined probability density, since it has been assumed that \( p(\Lambda_1, \ldots, \Lambda_n | \theta) > 0 \) and is integrable. Rewriting Eq. (18) in the form

\[
p(\theta | \Lambda_1, \ldots, \Lambda_n) = \frac{p(\Lambda_1, \ldots, \Lambda_n | \theta)}{\int p(\Lambda_1, \ldots, \Lambda_n | \theta) \, d\theta} \cdot \frac{p(\theta)}{\int \left[ \frac{p(\Lambda_1, \ldots, \Lambda_n | \theta)}{\int p(\Lambda_1, \ldots, \Lambda_n | \theta) \, d\theta} \right] \, d\theta}
\]

(18a)
and incorporating the definition of \( \hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n) \) in Eq. (20) it is seen that \( p(\theta | \Lambda_1, \ldots, \Lambda_n) \) may be written in the form in Eq. (19).

To prove the convergence portions of Theorem II, assume
\[
\hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n) \to \delta(\theta - \theta_0)
\]
as specified in Eq. (22). Then, since \( p(\theta_0) > 0 \) by assumption, and \( \hat{E}[p(\theta) | \Lambda_1, \ldots, \Lambda_n] \) approaches \( p(\theta_0) \) as \( \hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n) \to \delta(\theta - \theta_0) \),

\[
p(\theta | \Lambda_1, \ldots, \Lambda_n) \to \frac{p(\theta)}{p(\theta_0)} \cdot \delta(\theta - \theta_0) = \delta(\theta - \theta_0)
\]  
(23)

Conversely, if it be assumed that \( p(\theta | \Lambda_1, \ldots, \Lambda_n) \to \delta(\theta - \theta_0) \), then Eq. (19) indicates that

\[
\hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n) = p(\theta | \Lambda_1, \ldots, \Lambda_n) \cdot \hat{E}[p(\theta) | \Lambda_1, \ldots, \Lambda_n] / p(\theta)
\]
\[
\to \delta(\theta - \theta_0) \cdot \hat{E}[p(\theta) | \Lambda_1, \ldots, \Lambda_n] / p(\theta)
\]  
(24)

Since \( \hat{E}[p(\theta) | \Lambda_1, \ldots, \Lambda_n] \) is a constant and \( p(\theta) \) has been assumed to be bounded, Eq. (24) can be valid only if \( \hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n) \to \delta(\theta - \theta_0) \).

The density \( \hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n) \), which might be called the "experimental portion" of the a posteriori density, is simply a normalized version of the likelihood. It is a function of \( \Lambda_1, \ldots, \Lambda_n \) as well as of \( \theta \), but it is here assumed that the observations have been made and \( \Lambda_1, \ldots, \Lambda_n \) have been replaced by the results of the observations. Under these conditions, \( \hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n) \) is a function of the single variable \( \theta \).

The integrability condition on \( p(\Lambda_1, \ldots, \Lambda_n | \theta) \) in Theorem II is normally fulfilled for large \( n \), as this density tends to become more and more concentrated near the true value of \( \theta \), so that the effective
range of integration is small.* In all cases thus far encountered for
which the techniques of Theorem II are applicable, \( p(A_1, \ldots, A_n | \theta) \)
becomes integrable after a few observations (typically one or two) and
remains integrable as more observations are made. Unless otherwise
stated, it will henceforth be assumed that this integrability condition
is satisfied.

B. EXPERIMENTAL PORTION OF A POSTERIORI DENSITY

Theorem II indicates that, at least after a large number of learning
observations, the behavior of \( p(\theta | A_1, \ldots, A_n) \) is primarily determined
by the "experimental portion" \( \hat{p}(\theta | A_1, \ldots, A_n) \). Also, the latter density
is less arbitrary and consequently easier to work with than is the basic
function. The conditions that must be satisfied for the "experimental
portion" of the a posteriori density to be reproducing are now to be
investigated.

Definition No. 1: The a priori density \( p(\theta) \) is said to reproduce
itself with respect to the likelihood \( p(A_1 | \theta) \) if \( p(\theta) \) and the

*Lindley [Ref. 5] has shown that with any reasonably smooth a priori
density, the limiting form of the a posteriori density is independent
of the a priori density, being Gaussian with means at the maximum
likelihood values and with variances decreasing as \( 1/n \). (Another type
of density, possibly a reproducing-type density, may approximate the
a posteriori density slightly more accuracy, but both this density and
Lindley's Gaussian density approach each other and the delta function
limit of Theorem I.) A general proof that the effective range of
integration approaches zero is easily deduced from Lindley's result.
The limiting form Lindley obtains is almost identical to the
limiting form for the probability density of a maximum-likelihood esti-
mate. This latter density can be found in many standard statistics
texts. An alternative approach to proving that the effective range of
integration approaches zero could be based on these maximum-likelihood
analyses.

An illustration of the manner in which the effective range of inte-
gration for \( p(A_1, \ldots, A_n | \theta) \) approaches zero may be deduced from Fig.
3. Since in that figure a uniform a priori density was assumed, the
a posteriori density plotted in the figure is proportional to
\( p(A_1, \ldots, A_n | \theta) \), and the effective range of integration is the
effective width of the plot.
a posteriori density $p(\theta | \Lambda_1)$ are members of the same family of probability densities, differing only in the values of the parameters characterizing densities in this family.

If $p(\theta)$ reproduces itself, the result of the Bayes' rule computation in the learning process is simply to compute new values for the parameters characterizing densities in the family, this computation giving $p(\theta | \Lambda_1)$. The next stage of the learning process involves the same computations save for replacing $p(\theta)$ by $p(\theta | \Lambda_1)$ and using the set $\Lambda_2$ of learning observations instead of $\Lambda_1$. If these sets of learning observations are of the same type, $p(\theta | \Lambda_1)$ reproduces itself with respect to the likelihood $p(\Lambda_2 | \theta)$ if $p(\theta)$ reproduces itself with respect to $p(\Lambda_1 | \theta)$. Proceeding by induction, it is seen that $p(\theta | \Lambda_1, \Lambda_2, \ldots, \Lambda_{n-1})$ reproduces itself with respect to $p(\Lambda_n | \theta)$ if $p(\theta)$ reproduces itself with respect to $p(\Lambda_n | \theta)$.

Thus, under the assumed set of conditions, the fact that $p(\theta)$ reproduces itself with respect to the likelihood $p(\Lambda_n | \theta)$ guarantees that all the a posteriori densities are members of the same family of probability densities. At each stage of the learning process the Bayes' rule computer merely computes new values for the parameters describing these densities. The remainder of the computations involved in the learning process, multiplication by $E[Z | \theta]$ and integration, are fixed computations (see Fig. 1) and can always be accomplished in the same manner. Even if the result of this computation cannot be obtained analytically in closed form, it can be obtained by a fixed procedure of numerical integration or by electronic integration. Hence, if $p(\theta)$ reproduces itself with respect to $p(\Lambda_n | \theta)$, the computations necessary for the entire learning process are the same at each stage of the process. It is assured that the system will not have to be reprogrammed in the middle of the learning process.

Strictly speaking, the sets of learning observations or the likelihoods $p(\Lambda_n | \theta)$ should be included in any statement about densities reproducing themselves. In cases where the meaning is clear, however, reference will be made to the densities $p(\theta)$ as being reproducing-type densities, without specific mention of the learning observations.
C. SUFFICIENT STATISTICS

In actual computations of the a posteriori probabilities, it is often unnecessary to have available all the individual learning observations. It often happens that some functions of the learning observations will suffice for computing the a posteriori probabilities. For example, the a posteriori probability density for the mean of a Gaussian distribution given the sample average for the learning observations is the same as the a posteriori density given all the individual observations. A function of the learning observations which, in this sense, contains all the information in the observations relevant to learning $\theta$ is called a sufficient statistic for $\theta$.*

In working with sufficient statistics it is considered that they are written in the form of a vector with real-valued components. That is, if $T(\Lambda_1, \ldots, \Lambda_n)$ is a sufficient statistic for $\theta$, it is assumed that

$$T(\Lambda_1, \ldots, \Lambda_n) = \left(t_1^{(n)}, \ldots, t_s^{(n)}\right)$$

(25)

where the $t_i^{(n)}$ are real-valued functions of $\Lambda_1, \ldots, \Lambda_n$. There follows the obvious

Definition No. 2: The dimension of a sufficient statistic is the number of components in the vector representation of the statistic.

In the case of learning the unknown mean of a Gaussian density mentioned above, the sample average is a sufficient statistic of fixed dimension ($d$ dimensions if a $d$-variate Gaussian density is being considered). In some cases, however, the only sufficient statistic is equivalent to the learning observations themselves** and no sufficient statistic of fixed dimension exists. The distinction is of fundamental importance, as indicated by Theorem III below.

*A general treatment of sufficient statistics has been given by Dynkin [Ref. 19]. Among other things he finds conditions for the existence of sufficient statistics of the forms needed for this study and methods for computing such sufficient statistics.

**The statistic is equivalent to the observations if the observations can be computed from the statistic and vice versa.
It is now possible to state a simple criterion for determining whether the experimental portion of the a posteriori density is reproducing or not. Since this density is not defined before observing \( \Lambda_1 \), the procedure suggested by Definition No. 1 is slightly altered by checking whether \( \hat{p}(\theta|\Lambda_1) \) reproduces itself with respect to \( p(\Lambda_2|\theta) \) or not.

**Theorem III:** The probability density \( \hat{p}(\theta|\Lambda_1) \) reproduces itself with respect to the likelihood \( p(\Lambda_2|\theta) \) if and only if a sufficient statistic for \( \theta \) of fixed dimension exists.

**Proof:** To prove this theorem the factorization theorem for sufficient statistics is applied [Ref. 20]. The factorization theorem states that \( (t^{(n)}_1, \ldots, t^{(n)}_s) \) is a sufficient statistic for \( \theta \) if and only if there exist functions \( f \) and \( h \) such that

\[
p(\Lambda_1, \ldots, \Lambda_n|\theta) = f(t^{(n)}_1, \ldots, t^{(n)}_s, \theta) h(\Lambda_1, \ldots, \Lambda_n) \tag{26}
\]

where \( f \) depends on \( \Lambda_1, \ldots, \Lambda_n \) only through \( t^{(n)}_1, \ldots, t^{(n)}_s \), and where \( h \) does not depend on \( \theta \).

Assume a sufficient statistic of fixed dimension exists and let \( (t^{(n)}_1, \ldots, t^{(n)}_s) \) be such a sufficient statistic. Then, from Eqs. (20) and (26),

\[
\hat{p}(\theta|\Lambda_1, \ldots, \Lambda_n) = \frac{f(t^{(n)}_1, \ldots, t^{(n)}_s, \theta)}{\int f(t^{(n)}_1, \ldots, t^{(n)}_s, \theta) d\theta} \tag{27}
\]

This is a fixed function of the parameters \( t^{(n)}_1, \ldots, t^{(n)}_s \). Hence, the \( \hat{p}(\theta|\Lambda_1, \ldots, \Lambda_n) \) differ only in the values assigned to these parameters and each reproduces itself with respect to \( p(\Lambda_{n+1}|\theta) \).

Conversely, assume \( \hat{p}(\theta|\Lambda_1) \) reproduces itself with respect to \( p(\Lambda_2|\theta) \). Then there exist \( r \) parameters \( \alpha^{(n)}_1, \ldots, \alpha^{(n)}_r \) and a function \( g \) such that

\[
\hat{p}(\theta|\Lambda_1, \ldots, \Lambda_n) = g(\alpha^{(n)}_1, \ldots, \alpha^{(n)}_r, \theta) \tag{28}
\]
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since it is known that all of these densities are of the same form, differing only in the values assigned to parameters. From Eqs. (20) and (28),

\[ p(\Lambda_1, \ldots, \Lambda_n | \theta) = g \left( \alpha_1^{(n)}, \ldots, \alpha_r^{(n)}, \theta \right) \cdot \int p(\Lambda_1, \ldots, \Lambda_n | \theta) \, d\theta \]

(29)

The last integral is not a function of \( \theta \), since this parameter is integrated out of the equation. Hence, by the factorization theorem for sufficient statistics, the \( \alpha \)'s comprise a sufficient statistic for \( \theta \) of fixed dimension.

D. REPRODUCING A PRIORI DENSITIES

By combining the results in Theorems II and III, solutions can be obtained to the problems of determining when reproducing-type densities exist and of finding the forms of any that exist.

First, it is noted that the factorization in Eq. (19), Theorem II, expresses \( p(\theta | \Lambda_1, \ldots, \Lambda_n) \) as the product of \( p(\theta | \Lambda_1, \ldots, \Lambda_n) \) and another function of \( \theta \). Hence, if the densities \( p(\theta), p(\theta | \Lambda_1), \ldots \) are all to be of the same form, the densities \( p(\theta | \Lambda_1), p(\theta | \Lambda_1, \Lambda_2), \ldots \) must all be of the same form. According to Theorem III, this means that a sufficient statistic of fixed dimension must exist.

Second, it may be seen that if \( p(\theta) \) is to be a reproducing-type a priori density, it must be of the same form as the a posteriori density \( p(\theta | \Lambda_1, \ldots, \Lambda_n) \). Hence, \( p(\theta) \) must be a function of the form of \( \hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n) \) multiplied by another function of \( \theta \). This condition is stated by postulating that \( p(\theta) \) must be of the form

\[ \hat{p}(\theta) = \frac{p(\theta | \Lambda_1, \ldots, \Lambda_n) \, r(\theta)}{\int p(\theta | \Lambda_1, \ldots, \Lambda_n) \, r(\theta) \, d\theta} \]

(30)
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where \( \hat{p}(\theta|\Lambda_{-m}, \ldots \Lambda_0) \) is calculated by choosing a sequence of sets of "a priori observations," denoted by \( \Lambda_{-m}, \ldots \Lambda_0 \), and applying Eq. (20), and where \( r(\theta) \) is a non-negative, integrable, but otherwise arbitrary function of \( \theta \).

Conversely, if an a priori \( p(\theta) \) of the form in Eq. (30) be assumed, there results for the a posteriori density

\[
p(\theta|\Lambda_1, \ldots \Lambda_n) = \frac{p(\Lambda_1, \ldots \Lambda_n|\theta) p(\theta)}{\int p(\Lambda_1, \ldots \Lambda_n|\theta) p(\theta) d\theta}
\]

\[
= \frac{\hat{p}(\theta|\Lambda_{-m}, \ldots \Lambda_0, \Lambda_1, \ldots \Lambda_n) r(\theta)}{\int \hat{p}(\theta|\Lambda_{-m}, \ldots \Lambda_0, \Lambda_1, \ldots \Lambda_n) r(\theta) d\theta}
\] (31)

where use has been made of Eqs. (20) and (30) and of the assumption that the \( \Lambda_i \)'s are conditionally independent given \( \theta \). If a sufficient statistic for \( \theta \) of fixed dimension exists, the same analysis used in deriving Theorem III shows that both Eqs. (30) and (31) are of the same form, and hence that \( p(\theta) \) is a reproducing-type a priori density.

*The "a priori observations" are utilized to represent the available a priori information. In a typical application the sets \( \Lambda_{-m}, \ldots \Lambda_0 \) are sets which are thought a priori to be typical sets of observations, with the total number of observations in these sets a measure of the confidence placed in the a priori information (see Section F). Actually, of course, only the sufficient statistics for the a priori observations need be chosen; it is even possible to use sufficient statistics that do not correspond to physically realizable sets of observations (for example, a component of the sufficient statistics corresponding to the number of observations might not be an integer) if the form of the probability density \( \hat{p}(\theta|\Lambda_{-m}, \ldots \Lambda_0) \) is unchanged. If the observations are not physically realizable, the notation of Eq. (30) may be slightly misleading; it is kept for the aid in visualizing methods of generating reproducing densities which it provides.

**Rather than stating that \( r(\theta) \) itself is integrable, it would be more accurate to state that the integral in the denominator of Eq. (30) exists. It will also be assumed that similar integrals, such as those in the denominator of Eq. (31), exist.
The following theorem has now been proved:

**Theorem IV:** Assume that the sets of observations \( A_i \) and \( A_j \), \( i \neq j \), are conditionally independent given \( \theta \). Then a reproducing-type a priori density \( p(\theta) \) exists if and only if a sufficient statistic for \( \theta \) of fixed dimension exists. Any reproducing-type density that exists is of the form given in Eq. (30).

Theorem IV is the fundamental theorem in the analysis of reproducing-type densities in the case where the conditional independence assumption is satisfied. It indicates that the learning process can satisfy the definition of feasibility utilized in this report (see Chapter III, Section D) if and only if a sufficient statistic of a simple form exists. It also gives a method for generating any reproducing-type densities that \( \theta \) exist. All those that exist can be generated by taking a function of \( \theta \) of the form of the likelihood, \( p(A_{-m}, \ldots, A_0 | \theta) \) of possible sets of observations, multiplying by an arbitrary non-negative function of \( \theta \), and then normalizing. In deriving Eq. (30), this normalization was done in two steps, first normalizing \( p(A_{-m}, \ldots, A_0 | \theta) \) to obtain \( \hat{p}(\theta|A_{-m}, \ldots, A_0) \), then multiplying by \( r(\theta) \) and renormalizing. A one-step normalization will suffice, as putting the definition of \( \hat{p}(\theta|A_{-m}, \ldots, A_0) \) [Eq. (30)] into Eq. (30) gives

\[
p(\theta) = \frac{p(A_{-m}, \ldots, A_0 | \theta) r(\theta)}{\int p(A_{-m}, \ldots, A_0 | \theta) r(\theta) \, d\theta}
\]

Similarly, Eq. (31) may be rewritten as

\[
p(\theta|A_1, \ldots, A_n) = \frac{p(A_{-m}, \ldots, A_0, A_1, \ldots, A_n | \theta) r(\theta)}{\int p(A_{-m}, \ldots, A_0, A_1, \ldots, A_n | \theta) r(\theta) \, d\theta}
\]

The existence of a sufficient statistic of fixed dimension is more important than the use of a reproducing-type a priori density as a criterion for determining the feasibility of the learning process. In fact, the same arguments used to establish Theorem IV can be used to establish the following:
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Theorem V: Assume that the sets of learning observations $A_i$ and $A_j$, $i \neq j$, are conditionally independent given $\theta$. Then, regardless of the a priori density $p(\theta)$, the density $p(\theta | A_i)$ reproduces itself with respect to the likelihood $p(A_i | \theta)$ if and only if a sufficient statistic for $\theta$ of fixed dimension exists.

Thus, if there is no objection to one reprogramming of the learning system after the first set of learning observations, it is merely necessary that there exist a sufficient statistic of fixed dimension. The form of the learning system will remain fixed after this one change, regardless of what a priori $p(\theta)$ is used. It may not always be obvious that the form is constant, but it will be possible algebraically to manipulate the densities into the form in Eq. (19). Since $\hat{p}(\theta | A_1, \ldots, A_n)$ remains of constant form, the whole density in Eq. (19) remains of constant form.

Another result similar to that in Theorem V should be pointed out. Regardless of what a priori density $p(\theta)$ is used, it is always possible to write the density in the form of Eq. (30a), i.e., as a reproducing density. To do this, it is merely necessary to pick an arbitrary sequence $A_{-m}, \ldots, A_0$ of sets of "a priori observations" and multiply both numerator and denominator of the a priori density by $p(A_{-m}, \ldots, A_0 | \theta)$. Rewriting the density in this manner appears physically meaningless, however. Also, in view of Theorem V, little appears to be gained by such an approach. Although this possibility should be noted, it will normally be neglected in this report. Unless otherwise stated, it is assumed that the denominator of $r(\theta)$ contains no terms of the form of the likelihood function.

E. CONVERGENCE RATES WITH VARIOUS A PRIORI DENSITIES

In view of Theorem V, it appears that the use of nonreproducing a priori distributions will often give little if any increase in the complexity of the learning system. If the rate at which the a posteriori density approached a delta function were greater with a non-reproducing a priori density, the latter type of a priori density might be preferred despite some small increase in complexity. It is
easy to prove that no appreciable increase in rate of convergence can be obtained by choosing a different a priori probability density, however; the proof follows.

Consider two a priori densities \( p_0(\theta) \) and \( p_1(\theta) \) and the corresponding a posteriori densities \( p_0(\theta|\lambda_1, \ldots \lambda_n) \) and \( p_1(\theta|\lambda_1, \ldots \lambda_n) \). If \( p_0(\theta) \) and \( p_1(\theta) \) are approximately the same width, then \( p_0(\theta|\lambda_1, \ldots \lambda_n) \) and \( p_1(\theta|\lambda_1, \ldots \lambda_n) \) are approximately the same width. To show this, it is assumed that \( p_0(\theta) \) and \( p_1(\theta) \) both have the same mode* \( \theta_0 \) and that for some other point \( \theta_1 \)

\[
\frac{p_0(\theta_0)}{p_0(\theta_1)} = \frac{p_1(\theta_0)}{p_1(\theta_1)} \tag{32}
\]

(where \( \theta_1 \) might be a common 3-db point for the a priori densities). Then, from Eqs. (19) and (32)

\[
\frac{p_0(\theta_0|\lambda_1, \ldots \lambda_n)}{p_0(\theta_1|\lambda_1, \ldots \lambda_n)} = \frac{\hat{p}(\theta_0|\lambda_1, \ldots \lambda_n) \cdot p_0(\theta_0)}{\hat{p}(\theta_1|\lambda_1, \ldots \lambda_n) \cdot p_0(\theta_1)} \tag{33}
\]

Hence, the two a posteriori densities narrow down equally fast as more observations are taken.

**F. GENERALIZATION OF THE THEORY TO INCLUDE DEPENDENT LEARNING OBSERVATIONS**

The results may now be generalized to apply to the case where the learning observations are not necessarily independent given \( \theta \). The procedure will be first to give a simple example of finding a reproducing density without the assumption of conditional independence, then to use

---

*The mode of the density is the value of \( \theta \) for which the density takes its maximum value.
this example to deduce the changes necessary in the theory in order to cover the general case.

A binary Markov process is a simple example of a case where the observations are not conditionally independent given the parameters characterizing the process. If it is assumed there are two possible states, 1 and 0, and if \( P_{ij} \) is assumed to be the probability of a transition from state \( i \) to state \( j \), the probability of observing a 1 or 0 at a given time is not a function of the \( P_{ij} \)'s alone. It also depends on the previous digits observed. Hence, the theory thus far developed is not directly applicable.

Reproducing densities for the \( P_{ij} \)'s can easily be found, however.*

If each \( A_i \) consists of a single observation and the sequence \( \{A_1, \ldots, A_n\} \) contains a total of \( n_1 \) ones, of which \( r_{11} \) are followed by ones, and \( n_0 \) zeroes, \( r_{00} \) followed by zeros, there results,

\[
P(A_1, \ldots, A_n | P_{00}, P_{11}) = P(A_j) P_{00}^{n_0} P_{11}^{r_{11}} (1-P_{00})^{r_{01}} (1-P_{11})^{n_1-r_{11}} (34)
\]

where use has been made of the fact that \( P_{10} + P_{11} = 1 \).

A reproducing-type density can be found for this case in the same manner as before, picking the "a priori observations" \( \{A_{-m}, \ldots, A_0\} \) consisting of \( n'_1 \) ones, \( r'_{11} \) followed by ones, and \( n'_0 \) zeroes, \( r'_{00} \) followed by zeros, and setting

---

*In this case the learning observations are discrete random variables, while the theory has been developed assuming the observations were continuous random variables. There is no difficulty in extending the theory to allow observations which are discrete random variables, however. The only change necessary is replacing probability-density functions by probability-mass functions in the equations; this may be verified by replacing Eq. (2) by the form of Bayes' rule applicable here, and developing the theory in an identical manner.
The parameter \( \lambda_0 \) has been included as an index for the density in Eq. (35) since the computation to be performed after observing \( \lambda_1 \) depends on \( \lambda_0 \). For example, if \( \lambda_1 \) is a one and \( \lambda_0 \) a zero, then

\[
P_{\lambda_0} (P_{00}, P_{11} | \lambda_1)
\]

\[
= \frac{\int_{\lambda_0} \int_{\lambda_1} P_{\lambda_0} (r'_{00} (1-P_{00}) n_0 r'_{00} + 1, r'_{11} (1-P_{11}) n_1 r'_{11}) dP_{00} dP_{11}}{\int_{\lambda_0} \int_{\lambda_1} P_{\lambda_0} (1-P_{00}) n_0 r'_{00} + 1, r'_{11} (1-P_{11}) n_1 r'_{11}) dP_{00} dP_{11}}
\]

while if \( \lambda_1 \) is a one and \( \lambda_0 \) also a one

\[
P_{\lambda_0} (P_{00}, P_{11} | \lambda_1)
\]

\[
= \frac{\int_{\lambda_0} \int_{\lambda_1} P_{\lambda_0} (r'_{00} (1-P_{00}) n_0 r'_{00} + 1, r'_{11} (1-P_{11}) n_1 r'_{11}) dP_{00} dP_{11}}{\int_{\lambda_0} \int_{\lambda_1} P_{\lambda_0} (1-P_{00}) n_0 r'_{00} + 1, r'_{11} (1-P_{11}) n_1 r'_{11}) dP_{00} dP_{11}}
\]

The two expressions, Eqs. (36) and (37) differ in the exponent which is increased to allow for the additional observation. The computations after observing \( \lambda_2 \) will differ similarly according to whether \( \lambda_1 \) is a one or a zero. However, the densities will always be of the form in Eq. (35), so the density reproduces.

In the case of more general types of dependence, a similar procedure can be used; although the computation to be performed may depend on more than the immediately-preceding digit. Such a situation is treated by
introducing a parameter \( \alpha_i \), which indicates the state of the system after the \( i \)th observation. In the most general case \( \alpha_i \) may reflect the complete past history of the system. Using this parameter to index the densities,

\[
p_{\alpha_0}(\theta | \Lambda_1, \ldots, \Lambda_n) = \frac{p_{\alpha_0}(\Lambda_1, \ldots, \Lambda_n | \theta)p_{\alpha_0}(\theta)}{\int p_{\alpha_0}(\Lambda_1, \ldots, \Lambda_n | \theta)p_{\alpha_0}(\theta) \, d\theta}
\]

If the original density is of the form

\[
p_{\alpha_0}(\theta) = \frac{p_{\alpha_m}(\Lambda_m, \ldots, \Lambda_0 | \theta) r(\theta)}{\int p_{\alpha_m}(\Lambda_m, \ldots, \Lambda_0 | \theta) r(\theta) \, d\theta}
\]

it is found that:

\[
p_{\alpha_0}(\theta | \Lambda_1, \ldots, \Lambda_n) = \frac{p_{\alpha_0}(\Lambda_1, \ldots, \Lambda_n | \theta)p_{\alpha_m}(\Lambda_m, \ldots, \Lambda_0 | \theta) r(\theta)}{\int p_{\alpha_0}(\Lambda_1, \ldots, \Lambda_n | \theta)p_{\alpha_m}(\Lambda_m, \ldots, \Lambda_0 | \theta) r(\theta) \, d\theta}
\]

But since \( \alpha_0 \) reflects the entire past history of the system, it is possible to write

\[
p_{\alpha_0}(\Lambda_1, \ldots, \Lambda_n | \theta) = p_{\alpha_m}(\Lambda_m, \ldots, \Lambda_n | \theta, \Lambda_0, \ldots, \Lambda_0)
\]

By putting this expression in Eq. (40), there results

\[
p_{\alpha_0}(\theta | \Lambda_1, \ldots, \Lambda_n) = \frac{p_{\alpha_m}(\Lambda_m, \ldots, \Lambda_n, \Lambda_0, \ldots, \Lambda_0 | \theta) r(\theta)}{\int p_{\alpha_m}(\Lambda_m, \ldots, \Lambda_n, \Lambda_0, \ldots, \Lambda_0 | \theta) r(\theta) \, d\theta}
\]

The same type of analysis as used in the case where the observations were independent given \( \theta \) shows that Eqs. (39) and (42) are of the same form if and only if a sufficient statistic of fixed dimension exists.
The proof has now been completed for:

**Theorem VI**: A reproducing a priori density \( p_\alpha (\theta) \) exists if and only if a sufficient statistic for \( \theta \) of fixed dimension exists. Any reproducing density that exists is of the form shown by Eq. (39).

Even though the densities reproduce, the process may not be feasible if the \( \alpha_i \)'s can take on very many different values. There appears to be nothing in the theory that requires the number of different possible \( \alpha_i \)'s to be finite, or even countable, in order to have the densities reproduce. Such questions are largely academic, however, as different values of the \( \alpha_i \)'s normally mean different computations to determine the new density on \( \theta \) (as in the binary Markov example) with corresponding changes in the form of the learning system.

It is possible to make a statement similar to Theorem V in this case also. The a posteriori densities eventually become reproducing if and only if a sufficient statistic of fixed dimension exists, no matter what a priori density is used. The densities may not begin reproducing before the system goes through all its possible states, or distinct \( \alpha_i \)'s, however.

G. DISCUSSION OF RESULTS

Solutions are now available for the second and third problems posed at the end of Chapter III: finding conditions that insure that reproducing-type densities exist, and finding methods for generating any reproducing-type densities that do exist. It has been shown that the existence of a sufficient statistic of fixed dimension guarantees the existence of reproducing densities, and that any reproducing densities that exist can be generated by normalizing a non-negative function of \( \theta \) having a factor of the form of the likelihood of a possible set of observations. The existence of a suitable sufficient statistic is more important than the use of reproducing distributions in insuring the feasibility of the learning process, as the sequence of a posteriori distributions eventually becomes reproducing if such a statistic exists, regardless of the a priori distribution. No appreciable increase
in rate of convergence of the a posteriori densities to a delta function can be obtained by the use of a non-reproducing a priori density, however.

The results apply either with the learning observations conditionally independent given \( \Theta \), or without this independence. Without the independence assumption, however, the form of the learning system may depend on the state of the system determined by previous observations. If many such states are possible, the learning procedure may be impractical even when reproducing-type distributions are used.

The class of reproducing-type a priori densities of the form in Eq. (30) or (39) is large enough to give considerable freedom in choosing a priori densities. The a priori observations (or the sufficient statistics describing these observations) can be chosen almost arbitrarily. As the examples in the next chapter show, this allows considerable freedom in choosing the "experimental portion" of the a priori density.

The function \( r(\Theta) \) can also be used to incorporate a wide variety of forms of a priori information. Although any non-negative function of \( \Theta \) can be used for \( r(\Theta) \) (assuming the integrability requirements over \( \Theta \) are met), most of these forms are physically meaningless. In the next chapter are given a few examples of forms that \( r(\Theta) \) may take. One of the more interesting forms for \( r(\Theta) \) is a constant. When \( r(\Theta) \) is constant, the a priori density in Eq. (30) or (39) is identical to the a posteriori density that would have been obtained after actually observing the "a priori observations," if a uniform a priori density had been assumed.*

The a priori knowledge reflected by densities of the forms in Eqs. (30) or (39) may be considered to be of two forms: one form equivalent to knowledge that could have been obtained from observations and the other form representing knowledge that could not have been obtained in this manner. Thus, all the knowledge about \( \Theta \) incorporated in the

---

*This argument breaks down if \( \Theta \) is defined over a set of infinite Lebesgue measure, since uniform densities over sets of infinite measure have no meaning in the conventional theory of probability. Such densities do have meaning in the theory developed by Renyi [Ref. 21], however.
"experimental portion" of the a priori density, $\hat{p}(\theta|\Lambda_{-m', \ldots, n})$, could have been obtained from actual observations; this is not necessarily true of the knowledge incorporated in $r(\theta)$, however.

A simple measure of confidence in the a priori knowledge contained in $\hat{p}(\theta|\Lambda_{-m', \ldots, n})$ is available. The confidence placed in the portion of the a priori knowledge reflected in the "experimental portion" of the a priori density is considered proportional to the size of the set of observations necessary to generate this portion of the density. In each case that has been examined (see Chapter VI), this experimental portion of the density approaches a uniform density as the size of the set of observations approaches zero, and approaches a delta function as the size increases without limit. These are the limits that would be expected as the amount of a priori knowledge approached zero or approached complete knowledge of $\theta$, respectively.

H. USE OF BAYES' RULE COMPUTER

By applying the factorization theorem for sufficient statistics, Eq. (31) can be rewritten as:

$$p(\theta|\Lambda_{1}, \ldots, \Lambda_{n}) = \frac{f(t_{1}^{(-m,n)}, \ldots, t_{s}^{(-m,n)}, \theta) r(\theta)}{\int f(t_{1}^{(-m,n)}, \ldots, t_{s}^{(-m,n)}, \theta) r(\theta) d\theta} \tag{43}$$

where the $t_{1}^{(-m,n)}$ are the components of the sufficient statistic for the combined a priori and a posteriori observations. Since $r(\theta)$ is a fixed function of $\theta$, the density in Eq. (43) is a fixed function of $\theta$ and the parameters $t_{1}^{(-m,n)}, \ldots, t_{s}^{(-m,n)}$. Combining this with the previous results gives the schematic diagram drawn in Fig. 4 for the Bayes' rule computer in Fig. 1. If reproducing a priori densities are not used, the form of the computer may change initially, but will eventually become that in Fig. 4.

By incorporating the form of the Bayes' rule computer shown in Fig. 4 in the model of Fig. 1, a more detailed model for the learning process is obtained with conditionally independent observations. The chief
difference in the model if it were designed for the case without conditional independence would be that the form of the Bayes' rule computer might depend on the value of $\alpha_n$. If it be assumed that $\alpha_n$ may take on $r$ possible values, the learning process can be illustrated by the model shown in Fig. 5. The computer selector in this model computes the value of $\alpha_n$ and feeds $\Lambda_n$ into the appropriate Bayes' rule computer. If the learning observations are conditionally independent given $\theta$, the model in Fig. 5 reduces to that in Fig. 1, since in this case $\alpha_n$ may be considered to be constant.

Rather than using different Bayes' rule computers for different states of the learning system, it may well be more practical to use one computer with a variable program. If this approach is used, the computer selector in Fig. 5 may be considered to be a computation program selector. The same model applies with some minor relabeling.

In all the theory that has been developed, it has been assumed that the equations deal with probability densities only, for the sake of convenience. Any of the densities can be replaced by probability mass functions if discrete rather than continuous random variables are
encountered.* Some of the alternate equations have actually been utilized in the example introducing the methods of generalizing to the case where the learning observations are dependent.

The next chapter is devoted to examples of reproducing-type distributions. These examples should clarify some of the theory developed in the investigation.

*The term "reproducing-type distributions" is used in the title of this report as being more general than "reproducing-type densities." Probability mass functions may reproduce also.
VI. EXAMPLES OF REPRODUCING-TYPE DISTRIBUTIONS

In this chapter are given a number of examples of probability distributions that are reproducing. The two criteria that have been utilized in choosing the examples are the engineering utility of the probability distributions involved and the possibility of illustrating different properties of the distributions.

Two different classes of reproducing distributions are considered. For the first class, called simple reproducing distributions, \( r(\theta) \) is a constant and hence \( p(\theta) = \hat{p}(\theta | \Lambda_{-m}, \ldots, \Lambda_0) \). For the second class, called composite reproducing distributions, \( r(\theta) \) is not constant. Hence, a composite reproducing distribution is the product of a simple reproducing distribution and another function of \( \theta \).

A. A SAMPLE COMPUTATION: THE BINOMIAL DISTRIBUTION

The binomial distribution is probably the most common discrete probability distribution in engineering applications. It might be termed, in everyday engineering language, the "go--no go" distribution. This distribution can describe the probability that a switch is open or closed; or the probability that a signal corresponds to a one or to a zero; or a myriad of other cases where only two events are considered to be possible. If the probability \( P \) characterizing this distribution is unknown, the learning procedure developed in this paper is applicable.

It is assumed for the sake of definiteness that the two possible events are the reception of a one and of a zero. If \( P \) were known, it would be the probability of a one. Each \( A_i \) is assumed to be the observation of a single digit.

To find a simple reproducing density, a specific a priori sequence \( \Lambda_{-n_0+1}, \ldots, \Lambda_0 \) consisting of \( r_0 \) ones and \( n_0 - r_0 \) zeros is assumed. Making use of Theorem II, Chapter V, and the basic definition given by Eq. (20), but replacing the symbols \( p(\Lambda_1, \ldots, \Lambda_j | \theta) \) for the likelihood functions by the discrete random variable analogs \( P(\Lambda_1, \ldots, \Lambda_j | \theta) \) (since the binomial distribution is a discrete rather than a continuous distribution), \( p(P) \) is chosen to be

\[
- 47 -
\]
\[ p(P) = p(P | \Lambda_{n_0+1}, \ldots, \Lambda_0) = \frac{P(\Lambda_{n_0+1}, \ldots, \Lambda_0 | P)}{\int P(\Lambda_{n_0+1}, \ldots, \Lambda_0 | P) \, dP} \]

\[
= \begin{cases} 
\frac{r_0 (1-P)^{n_0-r_0}}{\Gamma(n_0+2) \Gamma(r_0+r_1+1) \Gamma(n_0+n_1-r_0-r_1+1)} & , 0 \leq P \leq 1, \\
1 & , \text{otherwise}. 
\end{cases}
\]

The density given by Eq. (44) may be recognized as a beta density function. This fact can be used to check the normalizing constant obtained. Alternatively, the normalizing constant can be obtained by finding a standard probability density function that depends on its argument in the same way that the function in Eq. (44) depends on \( P \), relying on the fact that standard density functions are normalized to integrate to one. In any event, determining whether the density is a standard form is useful, since, if such is the case, the important properties of the density may have been tabulated.

In the equations for the a posteriori density when a reproducing a priori density is used, there is no distinction between effects of a priori and a posteriori observations. Hence, the a posteriori density after observing a sequence consisting of \( r_1 \) ones and \( n_1-r_1 \) zeros is

\[ p(P | \Lambda_1, \ldots, \Lambda_{n_1}) = \tilde{p}(P | \Lambda_{n_0+1}, \Lambda_0, \Lambda_1, \ldots, \Lambda_{n_1}) \]

\[
= \begin{cases} 
\frac{\Gamma(n_0+n_1+2)}{\Gamma(r_0+1) \Gamma(n_0+n_1-r_0-r_1+1)} & , 0 \leq P \leq 1, \\
0 & , \text{otherwise}. 
\end{cases}
\]
\[
\begin{cases}
\frac{\Gamma(n + 2)}{\Gamma(r+1) \Gamma(n-r+1)} \ p^r (1 - p)^{n-r}, & 0 \leq p \leq 1 \\
0, & \text{otherwise.}
\end{cases}
\] (45)

where

\begin{align*}
\hat{n} &= n_0 + n_1', \\
\hat{r} &= r_0 + r_1'.
\end{align*}

(46a, 46b)

The mean and variance of Eq. (45) are given by

\begin{align*}
E[P | \Lambda_1, \ldots, \Lambda_n] &= \frac{r + 1}{n + 2} \\
\text{Var} [P | \Lambda_1, \ldots, \Lambda_n] &= \frac{(r + 1) (n - r + 1)}{(n + 2)^2 (n + 3)}
\end{align*}

(47a, 47b)

As the total number of a priori and a posteriori observations approaches zero, the above values approach

\begin{align*}
E[P | \Lambda_1, \ldots, \Lambda_n] &\rightarrow \frac{1}{2} \\
\text{Var} [P | \Lambda_1, \ldots, \Lambda_n] &\rightarrow \frac{1}{12}
\end{align*}

(48a, 48b)

These are the values of the mean and variance of a uniform density over the interval from zero to one. Conversely, as the total number of a priori and a posteriori observations becomes very large,

\begin{align*}
E[P | \Lambda_1, \ldots, \Lambda_n] &\rightarrow \lim_{r, n \to \infty} \frac{r}{n} = P_0 \\
\text{Var} [P | \Lambda_1, \ldots, \Lambda_n] &\rightarrow 0
\end{align*}

(49a, 49b)

These are the values of the mean and variance of a delta function density at \( P \) equals \( P_0 \). Moreover, for any finite number of a priori observations, the limiting ratio in Eq. (49a) will be the limiting ratio of the
values for the a posteriori observations, which, according to the strong law of large numbers, is, with probability one, the true value of P.

In this case it is easy to show that the limiting forms of the density, for small and large numbers of observations, are a uniform density over the interval from zero to one and a delta function at the true value of P. The results are left in the form of Eqs. (48) and (49) for easy comparison with other reproducing-type densities obtained, however.

Sufficient statistics for the sequences of observations arise naturally from the analysis. The pairs of numbers \((n_0, r_0)\), \((n_1, r_1)\) and \((n, r)\) are sufficient for the a priori, a posteriori and total sequences respectively.

B. SOME SIMPLE REPRODUCING-TYPE DISTRIBUTIONS

In this section, ten typical examples of simple reproducing-type distributions are analyzed. The distributions treated, the unknown parameters, and the form of the learning observations are listed in Table 1. Table 2 gives the likelihood of the learning observations and the simple reproducing-type densities.

1. Probability Distributions Considered

Four discrete distributions are treated: the binomial, the multinomial, the binary Markov, and the Poisson. In each case parameters characterizing the probability mass function are unknown. Six examples of continuous distributions with some of the parameters characterizing the probability density functions unknown are also treated. These include three examples of Gaussian densities, one multidimensional with unknown mean vector, one multidimensional with unknown covariance matrix, and one one-dimensional with a complex mean and both magnitude and phase of the mean unknown.* The three other cases are the Rayleigh, the

* In the appendix the case of a multidimensional Gaussian density with both means and covariances unknown is also treated. The simple reproducing density in this case is the composite Wishart-Gaussian density used by Keehn (see Chapter III, Section C).
<table>
<thead>
<tr>
<th>No.</th>
<th>Prob. Dist.</th>
<th>Unknown, $\sigma$</th>
<th>Type of Dist.</th>
<th>Learning Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Binomial</td>
<td>$P$</td>
<td>Discrete</td>
<td>$r$ ones, $n-r$ zeros</td>
</tr>
<tr>
<td>2</td>
<td>Multinomial</td>
<td>$P_1, P_2, \ldots, P_{m-1}$</td>
<td>Discrete</td>
<td>$r_1$ ones, $r_2$ two's, $\ldots$, $r_{m-1}$ ones, $n-r_1$ zeros</td>
</tr>
<tr>
<td>3</td>
<td>Binary Markov</td>
<td>$P_{00}, P_{11}$</td>
<td>Discrete</td>
<td>sequence with $n_1$ ones, $n_{11}$ followed by one; $n_0$ zeros, $r_{00}$ followed by zero</td>
</tr>
<tr>
<td>4</td>
<td>Poisson</td>
<td>$\lambda$</td>
<td>Discrete</td>
<td>$n$ events in time $\tau$</td>
</tr>
<tr>
<td>5</td>
<td>Gaussian</td>
<td>$M$</td>
<td>Continuous</td>
<td>$n$ samples each sample d-dimensional, a vector in $\mathbb{R}^d$</td>
</tr>
<tr>
<td>6</td>
<td>Gaussian</td>
<td>$K^{-1}$</td>
<td>Continuous</td>
<td>$n$ samples each sample d-dimensional, a vector in $\mathbb{R}^d$</td>
</tr>
<tr>
<td>7</td>
<td>Complex Gaussian</td>
<td>$\alpha, \phi$</td>
<td>Continuous</td>
<td>$n$ samples each sample complex number</td>
</tr>
<tr>
<td>8</td>
<td>Rayleigh</td>
<td>$\rho = \frac{1}{\sigma^2}$</td>
<td>Continuous</td>
<td>$n$ samples each sample non-negative number</td>
</tr>
<tr>
<td>9</td>
<td>Exponential</td>
<td>$\lambda$</td>
<td>Continuous</td>
<td>$n$ samples each sample non-negative number</td>
</tr>
<tr>
<td>10</td>
<td>Zero-mean</td>
<td>$W$</td>
<td>Continuous</td>
<td>$n$ samples each sample real number, $</td>
</tr>
<tr>
<td></td>
<td>rectangular</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Table 2. Simple Reproducing Densities.**

<table>
<thead>
<tr>
<th>No.</th>
<th>Likelihood of Observations</th>
<th>Simple Reproducing Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$p(1, p)\theta$</td>
<td>$\frac{\Gamma(\beta)}{\Gamma(\alpha+\beta)} p^{\alpha} (1-p)^{\beta}, 0 \leq p \leq 1$ (Beta)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta$, otherwise</td>
</tr>
<tr>
<td>2</td>
<td>$P^1, P^2, \ldots, P^N, P_1, P_2, \ldots, P_N$</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta)} p_1^{\alpha} p_2^{\alpha} \cdots p_N^{\alpha} (1-p_1)^{\beta} (1-p_2)^{\beta} \cdots (1-p_N)^{\beta}, P_1, P_2, \ldots, P_N$ in simple $N$, $k (P_1, P_2, \ldots, P_N); P_1 \geq 0, P_2 \geq 1$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta$, otherwise (Dirichlet)</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta)} P^1_{11}^{\alpha} P^2_{11}^{\alpha} \cdots P^N_{11}^{\alpha} (1-P^1_{11})^{\beta} (1-P^2_{11})^{\beta} \cdots (1-P^N_{11})^{\beta}, 0 \leq P^1_{11}, P^2_{11}, \ldots P^N_{11} \leq 1$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta$, otherwise (Bivariate)</td>
</tr>
<tr>
<td>4</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta)} \exp[-\beta (X-M)^T (X-M)] (X, M)$</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta+1)} \exp[-\beta (\bar{X} - K)^T (\bar{X} - K)] (\bar{X}, K)$ (Gaussian)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta$, otherwise</td>
</tr>
<tr>
<td>5</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta)} \exp[-\beta (X-M)^T (X-M)] (X, M)$</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta+1)} \exp[-\beta (\bar{X} - K)^T (\bar{X} - K)] (\bar{X}, K)$ (Gaussian)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta$, otherwise</td>
</tr>
<tr>
<td>6</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta)} \exp[-\beta (X-M)^T (X-M)] (X, M)$</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta+1)} \exp[-\beta (\bar{X} - K)^T (\bar{X} - K)] (\bar{X}, K)$ (Gaussian)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta$, otherwise</td>
</tr>
<tr>
<td>7</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta)} \exp[-\beta (X-M)^T (X-M)] (X, M)$</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta+1)} \exp[-\beta (\bar{X} - K)^T (\bar{X} - K)] (\bar{X}, K)$ (Gaussian)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta$, otherwise</td>
</tr>
<tr>
<td>8</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta)} \exp[-\beta (X-M)^T (X-M)] (X, M)$</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta+1)} \exp[-\beta (\bar{X} - K)^T (\bar{X} - K)] (\bar{X}, K)$ (Gaussian)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta$, otherwise</td>
</tr>
<tr>
<td>9</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta)} \exp[-\beta (X-M)^T (X-M)] (X, M)$</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta+1)} \exp[-\beta (\bar{X} - K)^T (\bar{X} - K)] (\bar{X}, K)$ (Gaussian)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta$, otherwise</td>
</tr>
<tr>
<td>10</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta)} \exp[-\beta (X-M)^T (X-M)] (X, M)$</td>
<td>$\frac{\Gamma(\alpha+N\beta)}{\Gamma(\alpha+\beta+1)} \exp[-\beta (\bar{X} - K)^T (\bar{X} - K)] (\bar{X}, K)$ (Gaussian)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta$, otherwise</td>
</tr>
</tbody>
</table>

*This assumes the first direct as chosen independently of $P_{i1}$ and $P_{j1}$. 
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exponential, and the zero-mean rectangular distributions with parameters characterizing these distributions unknown.

Each of the ten distributions considered has important engineering applications. The binomial, multinomial, and binary Markov distributions are important in such fields as coding, hypothesis testing, and pattern recognition. Typical applications of the Poisson distribution are in the study of shot noise and various waiting time and counting problems. The Gaussian densities occur so often that little comment is necessary, save for the fact that the form with a complex mean is the form that would be used when using complex numbers to indicate both magnitude and phase information in a single number. The Rayleigh density is the probability density for the envelope of a narrow-band Gaussian random process and (among other applications) is used in the study of the fading of radio signals. The exponential density is the density for the output of a square-law detector (square-law device followed by a low-pass filter), with a narrow-band Gaussian input. The final case, the rectangular density, is useful in such areas as the study of systems with unknown phases or an unknown time reference, or studies involving the location of an object confined to a specific interval.

2. Computation Methods

In computing the reproducing densities for Table 2, subscripts to indicate that the observations are "a priori observations" have been omitted. The densities may be considered as either a priori or a posteriori forms, since a priori and a posteriori observations are equivalent in their effects on the densities.

Each of the densities in Table 2 was obtained in a manner analogous to the computation for the binomial distribution given in the previous section. In two cases—the Gaussian with unknown covariances (Case 6) and the Rayleigh (Case 6)—it was found convenient to define as a new parameter the inverse of the unknown, and then to find a reproducing density for this inverse parameter. This was done purely for the sake of convenience; by writing the densities in terms of the inverse parameters \( \rho \) and \( K^{-1} \) standard forms are obtained with the normalization constants and important properties tabulated. In each of the
eight cases where standard probability densities were obtained as the reproducing densities, the common name for the density obtained is indicated in Table 2.

3. Analysis of Reproducing Densities

The first case on the list (the binomial distribution) has already been discussed in some detail. The second case, multinomial distribution with $P_i$'s unknown, and the third case, binary Markov with $P_{ij}$'s unknown, are generalizations of the binomial case. It is found that the reproducing density for the multinomial distribution (which is equivalent to the $(m-1)$-dimensional generalization of the binomial distribution) is the $(m-1)$-dimensional generalization of the beta density, i.e., it is the Dirichlet density. Similarly, in the binary Markov case, by assuming that the first digit of the a priori sequence for learning the unknown $P_{00}$ and $P_{11}$ is chosen independently of $P_{00}$ and $P_{11}$, any interaction between these two probabilities is removed, so that they can be treated as independent random variables, each distributed according to a beta density.

The three cases discussed above--binomial, multinomial and binary Markov--may be encountered in determining thresholds for likelihood ratio tests in pattern recognition. It is possible, moreover, to utilize these learning techniques to obtain the thresholds. This may result in using variable thresholds. This possibility is discussed in more detail in the next chapter.

The binary Markov process is an example of a case where a reproducing-type density can be found without assuming that the $\Lambda_i$ are conditionally independent given $\Theta$. This is the case that was utilized to introduce the method of generalizing to allow for dependent learning observations in Chapter V, Section D. It is the only example included herein in which the learning observations are not conditionally independent given $\Theta$. Other cases of this type can be treated in an analogous manner, although most of them will be more complex.

The densities obtained for the multivariate Gaussian process with unknown mean vector (Case 5) and with unknown covariance matrix (Case 6), and for the case with both mean vector and covariance matrix unknown
(which is included in the appendix), are the densities that Abramson, Braverman and Keehn have shown to be of the reproducing type as discussed in Chapter III. Similarly, the densities given for the binomial and multinomial cases are those used by Bellman and Mosimann, respectively, and a number of the densities have been used by Raiffa and Schlaifer. The only case mentioned in Chapter III for which it has been found that reproducing-type densities have been used but in which the density used is not the form in Table 2 is that discussed by Turin [Ref. 13]. The density given in Table 2 for the unknown amplitude and phase of a complex Gaussian mean is not the Rician density used by Turin, although it is similar. The difference is discussed in more detail in later sections of this chapter.

The density given in Table 2 for the complex Gaussian case (Case 7) is not as complex as it may at first seem. The density is actually simple save for the normalizing constant. This can be seen by rewriting the density in either of the forms

\[
p(a, \theta) = \begin{cases} 
K_1 \exp \left\{ -\frac{1}{2\sigma_n^2} \left[ a^2 - 2a|\bar{X}_n| \cos(\theta - \delta_n) \right]\right\} & \text{or} \\
K_2 \exp \left\{ -\frac{1}{2\sigma_n^2} \left| \bar{X}_n - a e^{i\theta} \right|^2 \right\} & a > 0, -\pi \leq \theta < \pi \\
0, & \text{otherwise.}
\end{cases}
\]

(50)

with \( K_1 \) and \( K_2 \) normalizing constants chosen so that either of the forms of \( p(a, \theta) \) in Eq. (50) integrates to one.

The final case on the list--rectangular distribution with unknown mean--is a rather off-beat example. This density violates some of the statistical criteria for "regularity," since it is not continuous. The reproducing density obtained also has unusual properties. It is the only case encountered in this study where the density is not defined after one observation because \( p(\Lambda_n | \theta) \) is not integrable. Some care
must be exercised in picking "a priori observations" also, since these must be less than W in absolute magnitude. If this condition is not fulfilled, the a priori p(W) will be zero at the true value of W and the a posteriori density cannot degenerate at the correct point. Picking observations less than W in absolute magnitude may be difficult if nothing is known about W.

4. Sufficient Statistics

Sufficient statistics for each of the various probability distributions analyzed can easily be obtained from Table 2, since the densities therein are expressed in terms of the sufficient statistics. For the binomial distribution it is found that n and r (or r and s) constitute a sufficient statistic. Similarly, for the multinomial distribution, $r_1, \ldots, r_m$ are sufficient; for the binary Markov, $r_{11}, r_{00}$ and $n_0$; for the Poisson, $\tau$ and $n$; for the multidimensional Gaussian with unknown mean vector $\mu_n$ and $n$; for the multidimensional Gaussian with unknown covariance matrix $\Sigma_n$ and $n$; for the complex Gaussian, $|\mu_n|, \bar{\mu}_n$ and $n$; for the Rayleigh, $E_n$ and $n$; for the exponential, $\alpha_n$ and $n$; and for the rectangular density, $M_n$ and $n$.

5. Representation of a Priori Knowledge

When using simple reproducing densities, such as those in Table 2, the parameters of these densities can be adjusted to reflect a priori knowledge. A priori observations are selected which, on the basis of the a priori information available, appear representative of the observations to be expected; these observations are then used to generate the reproducing density. For example, in Case 1, if the probability of obtaining a one for a binomial distribution were expected to be about $\frac{1}{2}$, a beta density for $P$ with $r$ and $s$ approximately equal would be chosen; or if the mean of a Gaussian distribution (Case 5) were expected to be near zero, a priori observations with a sample average near zero would be chosen. The degree of confidence in such a priori knowledge is reflected in the size of the total set of a priori observations. Normally only the sufficient statistics for these sets of a priori observations would be selected, rather than the observations themselves.
observations, or by the magnitude of such parameters as \( n, r \) or \( \tau \) in the densities in Table 2. If there is reason to be confident that the a priori knowledge is approximately correct, the parameters indicating the size of this a priori set would be large; if little confidence is reposed in the a priori knowledge, the parameters selected would be small.

In some cases, the a priori knowledge is not in the form of sufficient statistics such as those in terms of which the densities in Table 2 are defined, but the a priori knowledge is better described as consisting of approximately what the value of the unknown parameter is expected to be, plus the approximate width of the expected a priori density (or the amount of deviation from the expected value that might reasonably be allowed for). In Table 3 are listed important moments, i.e., means, variances, and covariances, for the reproducing-type densities in Table 2. These moments can be utilized to fit a priori knowledge having the forms designated.

6. Limiting Forms of Densities

The moments in Table 3 are also useful in determining limiting properties of the densities as the size of the set of a priori observations (or of the combined set of a priori and a posteriori observations) becomes very large or very small. Since the size of this set indicates the degree of confidence reposed in the a priori knowledge (or the combined a priori and a posteriori knowledge), the limiting forms would be expected to be a very narrow density approximating a delta function for a large set of observations, and a very broad density approximating a uniform density for a small set of observations. Tables 4 and 5 indicate that these are indeed the limiting forms obtained.

Table 4 indicates the limiting forms for the moments obtained with a large set of observations. In each case the means approach limiting forms that are possible values for the unknown parameters, while the variances and covariances approach zero. This indicates that a delta function is the limiting form of the density for a large set of observations.
<table>
<thead>
<tr>
<th>No.</th>
<th>Mean</th>
<th>Variance</th>
<th>Covariance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\nu_1^2 = \frac{\mu_4}{6}$</td>
<td>$\var{\nu_1^2} = \frac{1}{3} (\mu_4 - \mu_1^2)$</td>
<td>$\text{Cor}(\nu_1^2, \nu_1^2) = \frac{(\mu_4 - \mu_1^2)^2}{\mu_4^2}$ (i = 1, ..., n)</td>
</tr>
<tr>
<td>2</td>
<td>$\nu_i^2 = \frac{\mu_4}{9}$, i = 1, ..., n</td>
<td>$\var{\nu_i^2} = \frac{1}{3} (\mu_4 - \mu_1^2)$, i = 1, ..., n</td>
<td>$\text{Cor}(\nu_i^2, \nu_j^2) = \frac{(\mu_4 - \mu_1^2)^2}{\mu_4^2}$ (i = 1, ..., n)</td>
</tr>
<tr>
<td>3</td>
<td>$\nu_{ij} = \frac{i}{n} - \frac{1}{2}$, i = 0, 1</td>
<td>$\var{\nu_{ij}} = \frac{1}{3} (\mu_4 - \mu_1^2)$, j = i</td>
<td>$\text{Cor}(\nu_{00}, \nu_{11}) = 0$</td>
</tr>
<tr>
<td>4</td>
<td>$\nu_i^2 = \frac{\mu_4}{6}$</td>
<td>$\var{\nu_i^2} = \frac{1}{3} (\mu_4 - \mu_1^2)$</td>
<td>$\text{Cor}(\nu_i^2, \nu_j^2) = \frac{(\mu_4 - \mu_1^2)^2}{\mu_4^2}$ (i = 1, ..., n)</td>
</tr>
<tr>
<td>5</td>
<td>$\nu_{ij} = \frac{k_{ij}}{n}$, i = 1, ..., d</td>
<td>$\var{\nu_{ij}} = \frac{1}{3} (\mu_4 - \mu_1^2)$, j = i</td>
<td>$\text{Cor}(\nu_{11}, \nu_{22}) = \frac{(\mu_4 - \mu_1^2)^2}{\mu_4^2}$ (i = 1, ..., n)</td>
</tr>
<tr>
<td>6</td>
<td>$\nu_{ij} = \frac{k_{ij}}{n}$</td>
<td>$\var{\nu_{ij}} = \frac{1}{3} (\mu_4 - \mu_1^2)$</td>
<td>$\text{Cor}(\nu_{11}, \nu_{22}) = \frac{(\mu_4 - \mu_1^2)^2}{\mu_4^2}$ (i = 1, ..., n)</td>
</tr>
<tr>
<td>7</td>
<td>$\tilde{\mu}[n] = \frac{\mu_4}{6}$</td>
<td>$\var{\tilde{\mu}[n]} = \frac{1}{3} (\mu_4 - \mu_1^2)$</td>
<td>$\text{Cor}(\tilde{\mu}[n], \nu_{ij}) = \frac{(\mu_4 - \mu_1^2)^2}{\mu_4^2}$ (i = 1, ..., n)</td>
</tr>
<tr>
<td>8</td>
<td>$\mu[n] = \tilde{\mu}[n] + \frac{1}{n} \cdot \frac{1}{\tilde{\mu}[n]}$</td>
<td>$\var{\mu[n]} = \frac{1}{3} (\mu_4 - \mu_1^2)$</td>
<td>$\text{Cor}(\mu[n], \nu_{ij}) = \frac{(\mu_4 - \mu_1^2)^2}{\mu_4^2}$ (i = 1, ..., n)</td>
</tr>
<tr>
<td>9</td>
<td>$\mu[n] = \frac{\mu_4}{n} - \frac{1}{n} \cdot \frac{1}{\tilde{\mu}[n]}$</td>
<td>$\var{\mu[n]} = \frac{1}{3} (\mu_4 - \mu_1^2)$</td>
<td>$\text{Cor}(\mu[n], \nu_{ij}) = \frac{(\mu_4 - \mu_1^2)^2}{\mu_4^2}$ (i = 1, ..., n)</td>
</tr>
</tbody>
</table>

**Others complex. See appendix for approximate analysis.**

<table>
<thead>
<tr>
<th>No.</th>
<th>Mean</th>
<th>Variance</th>
<th>Covariance</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>$\mu[n] = \frac{\mu_4}{n} - \frac{1}{n} \cdot \frac{1}{\tilde{\mu}[n]}$</td>
<td>$\var{\mu[n]} = \frac{1}{3} (\mu_4 - \mu_1^2)$</td>
<td>$\text{Cor}(\mu[n], \nu_{ij}) = \frac{(\mu_4 - \mu_1^2)^2}{\mu_4^2}$ (i = 1, ..., n)</td>
</tr>
</tbody>
</table>

**Others complex. See appendix for approximate analysis.**
### TABLE 4. LARGE SAMPLE LIMITS OF MOMENTS.

<table>
<thead>
<tr>
<th>No.</th>
<th>Parameter Limits</th>
<th>Means</th>
<th>Variances</th>
<th>Covariances</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \lim_{n \to \infty} \frac{\lambda}{n} \to \lambda_0 )</td>
<td>( E[p] \to p_0 )</td>
<td>( \text{Var}[p] \to \frac{p_0(1-p_0)}{n} \to 0 )</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>( \lim_{n \to \infty} \frac{\lambda}{n} \to \lambda_0 )</td>
<td>( E[p_1] \to p_1 )</td>
<td>( \text{Var}[p_1] \to \frac{p_1(1-p_1)}{n} \to 0 )</td>
<td>( \text{Cov}[p_1, p_2] \to \frac{p_1 p_2}{n} \to 0 )</td>
</tr>
<tr>
<td>3</td>
<td>( \lim_{n \to \infty} \frac{\lambda}{n} \to \lambda_0 )</td>
<td>( E[p_{ij}] \to p_{ij} )</td>
<td>( \text{Var}[p_{ij}] \to \frac{p_{ij}(1-p_{ij})}{n} \to 0 )</td>
<td>( \text{Cov}[p_{ij}, p_{jk}] \to 0 )</td>
</tr>
<tr>
<td>4</td>
<td>( \lim_{n \to \infty} \frac{\lambda}{n} \to \lambda_0 )</td>
<td>( E[\alpha] \to \alpha_0 )</td>
<td>( \text{Var}[\alpha] \to \frac{\alpha_0^2}{n} \to 0 )</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>( \lim_{n \to \infty} \frac{\lambda}{n} \to \lambda_0 )</td>
<td>( E[\beta] \to \beta_0 )</td>
<td>( \text{Var}[\beta] \to \frac{\beta_0^2}{n} \to 0 )</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>( \lim_{n \to \infty} \frac{\lambda}{n} \to \lambda_0 )</td>
<td>( E[k_{ij}] \to k_{ij} )</td>
<td>( \text{Var}[k_{ij}] \to \frac{1}{n} \left[ (k_{ij}^1)^2 + (k_{ij}^2)(k_{ij}^1) \right] \to 0 )</td>
<td>( \text{Cov}[k_{ij}, k_{jk}] \to \frac{1}{n} \left[ (k_{ij}^1)(k_{jk}^2) + (k_{ij}^2)(k_{jk}^1) \right] \to 0 )</td>
</tr>
<tr>
<td>7</td>
<td>( \lim_{n \to \infty} \frac{\lambda}{n} \to \lambda_0 )</td>
<td>( E[\gamma] \to \gamma_0 )</td>
<td>( \text{Var}[\gamma] \to \frac{\gamma_0^2}{n} \to 0 )</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>( \lim_{n \to \infty} \frac{\lambda}{n} \to \lambda_0 )</td>
<td>( E[\delta] \to \delta_0 )</td>
<td>( \text{Var}[\delta] \to \frac{\delta_0^2}{n} \to 0 )</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>( \lim_{n \to \infty} \frac{\lambda}{n} \to \lambda_0 )</td>
<td>( E[\lambda] \to \lambda_0 )</td>
<td>( \text{Var}[\lambda] \to \frac{\lambda_0^2}{n} \to 0 )</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>( \lim_{n \to \infty} \frac{\lambda}{n} \to \lambda_0 )</td>
<td>( E[\omega] \to \omega_0 )</td>
<td>( \text{Var}[\omega] \to \frac{\omega_0^2}{n} \to 0 )</td>
<td></td>
</tr>
<tr>
<td>No.</td>
<td>Means</td>
<td>Variances</td>
<td>Covariances</td>
<td>Range of</td>
</tr>
<tr>
<td>-----</td>
<td>-------</td>
<td>-----------</td>
<td>-------------</td>
<td>----------</td>
</tr>
<tr>
<td>1</td>
<td>$E[P] = \frac{1}{3}$</td>
<td>$Var[P] = \frac{1}{12}$</td>
<td>$Cov[P_i, P_j] = -\frac{1}{n^2(n^2-1)}$</td>
<td>$P_i, P_j \leq 1$</td>
</tr>
<tr>
<td>2</td>
<td>$E[P_i] = \frac{1}{3}$</td>
<td>$Var[P_i] = \frac{1}{12}$</td>
<td>$Cov[P_i, P_j] = 0$</td>
<td>$\sum P_i \geq 0$, $\sum P_i \leq 1$</td>
</tr>
<tr>
<td>3</td>
<td>$E[P_{ij}] = \frac{1}{2}$</td>
<td>$Var[P_{ij}] = \frac{1}{12}$</td>
<td>$Cov[P_{ij}, P_{kj}] = 0$</td>
<td>$\sum P_i \leq 1$</td>
</tr>
<tr>
<td>4</td>
<td>$E_{ij} \times x$</td>
<td>$Var[x] = x$</td>
<td>$Var[\alpha] = \alpha$</td>
<td>$\alpha(x, x)$</td>
</tr>
<tr>
<td>5</td>
<td>Undefined</td>
<td>Undefined</td>
<td>$Var[\alpha] = \alpha$</td>
<td>Undefined</td>
</tr>
<tr>
<td>6</td>
<td>$E_{ij} \times x$</td>
<td>$Var[\beta] = x$</td>
<td>$Var[\alpha] = \alpha$</td>
<td>$\beta(x, x)$</td>
</tr>
<tr>
<td>7</td>
<td>$E_{ij} \times x$</td>
<td>$Var[\alpha] = x$</td>
<td>$Var[\alpha] = \alpha$</td>
<td>$\alpha(x, x)$</td>
</tr>
<tr>
<td>8</td>
<td>$E_{ij} \times x$</td>
<td>$Var[\alpha] = x$</td>
<td>$Var[\alpha] = \alpha$</td>
<td>$\alpha(x, x)$</td>
</tr>
<tr>
<td>9</td>
<td>$E_{ij} \times x$</td>
<td>$Var[\alpha] = x$</td>
<td>$Var[\alpha] = \alpha$</td>
<td>$\alpha(x, x)$</td>
</tr>
<tr>
<td>10</td>
<td>$E_{ij} \times x$</td>
<td>$Var[\alpha] = x$</td>
<td>$Var[\alpha] = \alpha$</td>
<td>$\alpha(x, x)$</td>
</tr>
</tbody>
</table>

*Where a uniform density is not defined because of the range of $N$ having infinite Lebesque measure, limiting values of moments for densities approaching uniformity are given if the limit is independent of the limiting process.*
Since a priori observations and a posteriori observations are treated in identical manners, Table 4 can be used to find the limiting forms of the a posteriori densities, assuming a finite a priori set of observations and an increasingly large a posteriori set. The limiting form is in each case a delta function as before, but the location of the delta function can be stated precisely. In the Appendix it is shown that, in each case, the mean converges with probability one to the true value of the unknown parameter. Hence, the densities approach delta functions at the true values of the unknown parameters, or the learning system learns the true values exactly.

In Table 5 the limiting forms of the moments are analyzed as the size of the set of a priori observations approaches zero. In making this analysis, parameters indicating the size of the a priori set have not been confined to integer values, since the densities are defined regardless of whether these parameters are integer valued or not. The procedure used to find these limiting forms is simply to let all the parameters defining the size of the set of a priori observations approach zero, finding the limiting forms of the means, variances, and covariances whenever these limiting values are uniquely defined.

In Table 5 the limiting forms obtained for the means, variances, and covariances are compared with the means, variances, and covariances of random variables distributed according to a uniform density over the range of possible values of the unknown parameter. In some cases a uniform density is not defined over this range because the range is of infinite Lebesgue measure.* In these cases the moments tabulated are the limiting values of the moments of a sequence of random variables with probability distributions approaching a uniform distribution, if the limiting values are uniquely defined; if the limits are not uniquely defined, this is indicated in Table 5. In each case, exact agreement is found between the moments of the reproducing-type densities and the moments of uniform densities. If the moments of either are uniquely defined, the moments of the other are also uniquely defined and take the same values.

*As noted earlier uniform probability densities over sets of infinite Lebesgue measure are allowed in the theory developed by Rényi [Ref. 21], however.
Details of the computing methods for all the tables are given in the Appendix.

C. SOME COMPOSITE REPRODUCING-TYPE DISTRIBUTIONS

As indicated in the previous section, simple reproducing-type distributions contain enough adjustable parameters to give considerable freedom in choosing a priori probabilities. A number of types of a priori knowledge can be reflected in these a priori distributions, including values of the parameters that are felt to be typical and a measure of the confidence reposed in the a priori knowledge.

Even more freedom in choosing a priori distributions is available if composite reproducing-type distributions are considered. As indicated in Eq. (30), a simple reproducing-type distribution multiplied by an arbitrary (except for scale factor) non-negative function of $\theta$ is still a reproducing-type distribution. These more complex reproducing-type distributions have been defined to be composite reproducing-type distributions.

In this section no attempt is made to indicate all the possibilities of choosing composite reproducing distributions. The discussion is limited to two general classes of composite reproducing distributions.

1. Restricting the Range of $\theta$

One class of composite reproducing distributions is useful when part of the a priori knowledge is the fact that the true value of $\theta$ is contained in some interval $I$. For example, it might be desired to detect a signal of unknown frequency, using a receiver of a known finite bandwidth. The probability of receiving a signal outside the frequency band accepted by the receiver would be zero. In such a case $r(\theta)$ in Eq. (30) may be taken as

$$r(\theta) = \begin{cases} 1, & \theta \in I \\ 0, & \text{otherwise} \end{cases}$$

(51)
giving
\[
p(\theta) = \begin{cases} 
\frac{\hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n)}{\int \hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n) \, d\theta}, & \theta \in I \\
0, & \text{otherwise.}
\end{cases}
\] (52)

For example, if \( \theta \) were the unknown mean \( m \) of a one-dimensional Gaussian distribution with known variance \( \sigma^2 \), and if it were known that \( a < m < b \), an a priori density on \( m \) might be obtained by picking an a priori set \( \{X_{t+1}, \ldots, X_0\} \) of learning observations (all confined to the interval \( a < X_i < b \)) and setting
\[
p(m) = \begin{cases} 
\left[ \phi \left( \frac{b - \bar{X}_0}{\sigma_n} \right) - \phi \left( \frac{a - \bar{X}_0}{\sigma_n} \right) \right]^{-1} \cdot \frac{1}{\sqrt{2\pi} \sigma_n} \exp \left\{ \frac{- (m - \bar{X}_0)^2}{2\sigma_n^2} \right\}, & a < m < b \\
0, & \text{otherwise}
\end{cases}
\] (53)

where
\[
\bar{X}_0 = \frac{1}{t} \sum_{i=-t}^{0} X_i
\] (54)
\[
\sigma_n^2 = \frac{1}{n} \sigma^2
\] (55)

and \( \phi(x) \) is the Gaussian cumulative distribution function
\[
\phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-x^2/2} \, dx
\] (56)

2. Converting Density to Familiar Form

Alternatively, it may be possible to choose \( r(\theta) \) in such a way as to convert a probability density into a more familiar form. For example, if the problem consists of learning both the magnitude and the
phase of a complex Gaussian mean (Case 7), the simple reproducing
density is listed in Table 2 as:

\[
p(a, \theta) = \begin{cases} 
  \dfrac{1}{2^{1/2} \pi^{3/2} \sigma_n} \exp \left\{ -\frac{1}{2\sigma_n^2} \left[ a^2 - 2a|\overline{x}_n| \cos (\theta - \phi_n) + \frac{1}{2} |\overline{x}_n|^2 \right] \right\} 
  & \text{a} \geq 0, \ -\pi \leq \theta \leq \pi \\
  0, & \text{otherwise.} 
\end{cases}
\]  

If \( r(a, \theta) \) is taken identically equal to \( a \), then from Eq. (30) (writing the normalizing constant given by the reciprocal of the
denominator in Eq. (30) along with the other constant factors involved
as a constant \( K)\):

\[
p(a, \theta) = \begin{cases} 
  Ka \exp \left\{ -\frac{1}{2\sigma_n^2} \left[ a^2 - 2a|\overline{x}_n| \cos (\theta - \phi_n) \right] \right\} \quad a \geq 0, \ -\pi \leq \theta \leq \pi \\
  0, & \text{otherwise;}
\end{cases}
\]

\[
= \begin{cases} 
  \dfrac{a}{2\pi \sigma_n^2} \exp \left\{ -\frac{1}{2\sigma_n^2} \left[ a^2 - 2a|\overline{x}_n| \cos (\theta - \phi_n) + |\overline{x}_n|^2 \right] \right\} \quad a \geq 0, \ -\pi \leq \theta \leq \pi, \\
  0, & \text{otherwise.} 
\end{cases}
\]  

The normalizing constant \( K \) was evaluated in the second expression for
\( p(a, \theta) \) by a procedure suggested in Section A. It was noted that the
density depended on its arguments in the same manner as one of the
standard densities used in statistical communication theory; in this
case the dependence is the same as that of the generalized Rayleigh or
Rician density encountered in the study of narrow-band signals in
Gaussian noise. Hence, the normalizing constant for the Rician density
was used.
3. **Other Possibilities**

Numerous other reasons for choosing a particular $r(e)$ may occur. The form may be determined: by reasoning about physical principles, to agree with experimental results, or in numerous other ways.

4. **Computation of Density Needed in Chapter VII**

One density of the form in Eq. (52) will be needed in the next chapter. Consider an event $E$ with conditional probability

$$P(E|f) = K_1 \exp \left[ \frac{8B^2}{N_0} \left| \int_{0}^{T_1} x(t)e^{i2\pi ft} dt \right|^2 \right]$$

with $K_1$ a normalizing constant. Assume that $f$ is known to be confined to the interval $I$ for which $f_o \leq f \leq f_1$. To obtain a reproducing density, select a function $y(t)$ which is defined for $-T_0 < t < 0$ and let

$$p(f) = \begin{cases} K_2 \exp \left[ \frac{8B^2}{N_0} \left| \int_{-T_0}^{0} y(t)e^{i2\pi ft} dt \right|^2 \right], & f_o \leq f \leq f_1 \\ 0, & \text{otherwise.} \end{cases}$$

where $K_2$ is another normalizing constant. (The normalizing constants are not evaluated in this example since they are complex and are unnecessary for the later analysis.)

The **a posteriori** density after observing the event $E$ is then

$$p(f|E) = \begin{cases} K_3 \exp \left[ \frac{8B^2}{N_0} \left| \int_{-T_0}^{T_1} z(t)e^{i2\pi ft} dt \right|^2 \right], & f_o \leq f \leq f_1 \\ 0, & \text{otherwise.} \end{cases}$$

where

$$z(t) = \begin{cases} y(t), & -T_0 \leq t < 0 \\ x(t), & 0 \leq t \leq T_1 \end{cases}$$

since $x(t)$ and $y(t)$ are defined on disjoint time intervals.
D. COMPARISON WITH RESULTS OBTAINED BY OTHER INVESTIGATORS

Reproducing-type distributions are used in a number of papers surveyed in the literature. Results obtained in this investigation may be briefly compared with those in a few of the papers in which reproducing-type distributions are used.

1. Abramson, Braverman, Keehn, Bellman, and Mosimann

As already noted, the densities that Abramson, Braverman, Keehn, Bellman and Mosimann [Refs. 7-12] used are the same densities as the simple reproducing-type densities developed in this investigation for the cases considered. The present study has developed methods for generating these densities rather than finding them by an heuristic, or trial-and-error, process.

2. Daly

Daly's problem [Refs. 16 and 17] cannot be solved by the methods developed in the present investigation, since for his densities no sufficient statistics of fixed dimension exist, with the consequence that no reproducing a priori density exists. In fact, the density Eq. (11) that was given in the discussion of a simple case of Daly's problem is a special case of the density

\[ p(x|m_1, m_2, \sigma_1^2, \sigma_2^2, \rho) \]

\[ = \frac{1}{\sqrt{2\pi} \sigma_1} \exp \left[ -\frac{1}{2\sigma_1} (X-m_1)^2 \right] + \frac{1}{\sqrt{2\pi} \sigma_2} \exp \left[ -\frac{1}{2\sigma_2} (X-m_2)^2 \right] \]  

Dynkin [Ref. 19] shows that for the density in Eq. (63) no sufficient statistic of fixed dimension exists if any one of the parameters \( m_1, m_2, \sigma_1^2, \sigma_2^2 \) or \( \rho \) is unknown.

3. Raiffa and Schlaifer

Raiffa and Schlaifer [Ref. 15] utilize reproducing densities in a large portion of their work on statistical decision theory. Their "natural conjugate" a priori densities are the same form as the simple
reproducing-type densities in the present investigation. Raiffa and Schlaifer do not utilize any specific set of a priori observations to generate the reproducing density, however, merely saying that the density is generated by the kernel of the sufficient statistic for the likelihood [the function $f(t_1, \ldots t_s, \theta)$ in Eq. (27)]. The a priori observations have been utilized in the present work largely as an aid to visualizing the process of generating reproducing-type distributions, and of utilizing the distributions to reflect a priori knowledge.

For small samples at least, a difficulty with the Raiffa-Schlaifer approach lies in ascertaining the number of observations to which the a priori knowledge is equivalent—a problem discussed on pages 62-67 of the work cited [Ref. 151], and also discussed in earlier sections of this report. An example of the difference in methods of interpretation is the case of learning the probability $P$ characterizing a binomial distribution. Raiffa and Schlaifer consider the knowledge reflected in the density Eq. (44) to be equivalent to $n_o + 2$ observations, since Eq. (44) is a valid probability density for $n_o + 2 \geq 0$; while in this paper the knowledge is considered to be equivalent to $n_o$ observations. As Raiffa and Schlaifer’s equivalent number of observations, $n_o + 2$, approaches zero, the a priori density degenerates into a probability mass function with mass divided between zero and one, a fact that the authors discuss at some length. No matter how many a posteriori observations are then made, the density remains degenerate. In contrast, in the present investigation as the equivalent number of observations $n_o$ approaches zero, Eq. (44) approaches a uniform density (see Table 5)—a much more reasonable result.

Raiffa and Schlaifer also confine their work entirely to simple reproducing densities ("natural conjugate" densities). They make no mention of any other form of densities which may reproduce.

4. Turin

Turin [Ref. 13] utilizes a slight modification of the composite reproducing density Eq. (58) for learning the characteristics of a radio channel. He assumes that a known signal $Y = (y_1, \ldots y_n)^t$ is transmitted over a channel with amplification $a$ and phase shift $\theta$, so
that the received signal is \( X = aY e^{j\theta} \). Assuming additive Gaussian noise with mean zero and variance \( \sigma^2 \):

\[
p(X | a, \theta, Y) = \left( \frac{1}{\sqrt{2\pi \sigma}} \right)^n \exp \left[ -\frac{1}{2\sigma^2} \sum_{i=1}^n |x_i - a y_i e^{i\theta}|^2 \right] \quad (64)
\]

This equation is the same as the basic equation developed in the present study for the likelihood of a complex Gaussian process with unknown mean (Case 7, Table 2), save for replacing the constant \( a \) by the variable \( aY \). Following the same procedure used in the present paper in analyzing the complex Gaussian case, and assuming \( Y \) is known, there is obtained for a simple reproducing density on \((a, \theta)\),

\[
p(a, \theta) = \begin{cases} 
\frac{1 - \left[ \frac{R_n}{\frac{1}{2} \sigma^2} \right]^2}{2^{1/2} \pi^{3/2} \sigma_n} \exp \left\{ -\frac{1}{2\sigma_n^2} \left[ a^2 - 2a R_n \cos (\theta - \theta_n) + \frac{1}{2} R_n^2 \right] \right\} & \text{if } a \geq 0, -\pi \leq \theta \leq \pi \\
0, & \text{otherwise.} \quad (65)
\end{cases}
\]

with

\[
R_n \triangleq \frac{\sum x_i y_i^*}{\sum |y_i|^2} \quad (66a)
\]

\[
\phi_n \triangleq \tan^{-1} \left( \frac{\sum \text{Im}(x_i y_i^*)}{\sum \text{Re}(x_i y_i^*)} \right) \quad (66b)
\]

\[
\sigma_n^2 = \frac{\sigma^2}{\sum |y_i|^2} \quad (66c)
\]
This density reduces to that shown in Table 2 if $y_i$ is taken equal to one for all $i$.

On the basis of reasoning about the physical process he is considering, Turin picks as a priori density on $(a, \phi)$ the Rician density

$$p(a, \phi) = \begin{cases} \frac{a}{2\pi \sigma^2} \exp \left\{ -\frac{1}{2\sigma^2} [a^2 - 2a R \cos (\phi - \delta) + R^2] \right\}, & a \geq 0, -\pi \leq \phi \leq \pi \\ 0, & \text{otherwise.} \end{cases}$$

which corresponds to Eq. (58) in the same way that Eq. (65) corresponds to the density in Case 7, Table 2. Thus, Turin's density is a composite reproducing density with $r(a, \phi)$ equal to $a$. The analysis developed in the present study shows why Turin's density reproduces itself, and also indicates how alternative reproducing densities which may agree more closely with experiment may be found.

Reproducing distributions are doubtless used elsewhere in the literature. The treatment described in the present paper is more general and thorough than any others that have been found in the literature search, however.
A. PATTERN RECOGNITION, EXPONENTIAL DENSITIES

In the previous work by Abramson, Braverman, and Keehn discussed in Chapter III, reproducing distributions were applied to a pattern-recognition process with learning. Using the methods developed in the present study, it is easily possible to generate reproducing distributions for learning a wide variety of parameters, thus obtaining obvious generalizations of the Abramson, Braverman, and Keehn techniques. One application similar to (but in some respects more complex than) the applications discussed by Abramson, Braverman, and Keehn involves learning the parameters of a non-Gaussian density, and in addition learning the probability of a pattern and using this to adjust a threshold.

Consider a variation of the pattern-recognition problem discussed in Chapter III. It is again desired to find a decision rule minimizing the probability of error in recognition. Equation (8) and the discussion that accompanies it indicate that the optimum decision rule picks the pattern for which $p(X|l)P(l)$ is maximum.

For simplicity assume two possible patterns, designated by the indices 1 and 2. The optimum decision rule is then:

$$d(X) = \begin{cases} 
1, & \text{if } \frac{p(X|1)}{p(X|2)} \geq \frac{P(2)}{P(1)} \\
2, & \text{otherwise}
\end{cases} \quad (68)$$

If it be assumed that $p(X|1)$ is an exponential density with parameter $\lambda_1$, Eq. (68) becomes

$$d(X) = \begin{cases} 
1, & \text{if } \frac{\lambda_1}{\lambda_2} e^{(\lambda_2-\lambda_1)X} \geq \frac{P(2)}{P(1)} \\
0, & \text{otherwise}
\end{cases} \quad (69)$$
or

\begin{equation}
\delta(x) = \begin{cases} 
1, & \text{if } (\lambda_2 - \lambda_1)X \geq \ln \frac{P(2)}{P(1)} + \ln \frac{\lambda_2}{\lambda_1} \\
0, & \text{otherwise}
\end{cases} 
\end{equation}  

When neither the \( \lambda_1 \) nor the \( P(i) \) is known, the learning procedure developed in this investigation is employed. To learn the \( \lambda_1 \), the simple reproducing density for this case (No. 9 in Table 2) is used. As an a priori density on \( \lambda_1 \) the gamma density given by

\begin{equation}
p(\lambda_1) = \frac{C_0}{n_0} (C_0 \lambda_1)^{n_0} e^{-C_0 \lambda_1}
\end{equation}  

is assumed. This gives

\begin{equation}
p(x|i) = \int_0^\infty p(x|i, \lambda_1) p(\lambda_1) d\lambda_1 \\
= \frac{n_{0i}+1}{C_0} \cdot \frac{1}{(1 + x/C_0)} n_{0i}^{n_{0i}+2}
\end{equation}  

It is also desired to learn the probabilities \( P(i) \). Letting \( P(1) \) equal \( P \) and \( P(2) \) equal \( 1-P \), it is seen that \( P \) is the parameter characterizing a binomial distribution. Use is again made of a simple reproducing density (in this case No. 1 in Table 2). The number of times each pattern occurs in the "a priori set of observations" is already known; the parameter \( n_{0i} \) in Eqs. (71) and (72) corresponds to the number of observations of pattern \( i \). Substituting \( n_{01} \) and \( n_{02} \) for the corresponding parameters \( r \) and \( s \) in Case 1 of Table 2:

\begin{equation}
p(P) = \frac{\Gamma(n_{0i}+2)}{\Gamma(n_{01}+1)\Gamma(n_{02}+1)} P^{n_{01}} (1-P)^{n_{02}}
\end{equation}
where
\[ n_0 \triangleq n_{o1} + n_{o2} \]  
(74)

Then, applying the standard statistical procedure for computing marginal probabilities

\[
P(1) = \int_0^1 P(1|P)p(P) \, dP
\]
\[
= \frac{n_{o1} + 1}{n_o + 2}
\]
(75)
since \( P(1|P) = P \), \( P(2|P) = 1 - P \). The optimum decision rule then becomes

\[
d(X) = \begin{cases} 
1, & \text{if } \frac{(1 + X/C_o)}{n_{o1} + 2} > \frac{(n_{o2} + 1)/(n_o + 2)}{(n_{o1} + 1)/(n_o + 2)} \cdot \frac{(n_{o2} + 1)/C_o2}{(n_{o1} + 1)/C_o1} \\
2, & \text{otherwise}
\end{cases}
\]
(76)

If \( n_1 \) classified learning observations are then taken, with \( n_{1i} \) from class \( i \), an "a posteriori decision rule" of identical form results except for replacing \( n_{o1} \) by \( n_{o1} + n_{1i} \triangleq n_{t1} \), \( n_o \) by \( n_o + n_1 \triangleq n_t \), and \( C_{o1} \) by \( C_{o1} + C_{1i} \triangleq C_t \) (with \( C_{1i} \) the sum of the \( X_j \) that correspond to the \( i \)th pattern). The optimum decision rule after \( n_1 \) observations is:

\[
d_{n_1}(X) = \begin{cases} 
1, & \text{if } \frac{(1 + X/C_{t2})}{n_{o1} + 2} > \frac{(n_{o2} + 1)/(n_o + 2)}{(n_{t1} + 1)/(n_t + 2)} \cdot \frac{(n_{t2} + 1)/C_{t2}}{(n_{t1} + 1)/C_{t1}} \\
2, & \text{otherwise}
\end{cases}
\]
(77)
Since \((n_{t_1+1}/n_{t_2+2})\) is an estimate of \(P(1)\), it is designated by \(\hat{P}(1)\). Similarly, \((n_{t_1+1}/C_{t_1})\) is designated by \(\hat{\lambda}_1\) since it is an estimate of the parameter \(\lambda_1\). Taking logarithms in Eq. (77):

\[
d_{n_1}(x) = \begin{cases} 1, & \text{if } (n_{t_1+1}/n_{t_2+2}) \left[ \frac{X}{C_{t_1}} - \frac{1}{2} \left( \frac{X}{C_{t_2}} \right)^2 \right] \\ -2, & \text{otherwise.} \end{cases}
\]

The quantity \(X/C_{t_1}\) can normally be expected to be of the order \(1/n_{t_1}\). Hence, after a few observations, the first term in the expansion of the logarithm becomes predominant and higher-order terms can be neglected. After a few observations it is also possible to neglect the difference between \(n_{t_1+2}\) and \(n_{t_1+1}\). After a few observations, then, the optimum decision rule given by Eq. (77) is closely approximated by the decision rule

\[
d'_{n_1}(x) = \begin{cases} 1, & \text{if } (\hat{\lambda}_2 - \hat{\lambda}_1)X \geq \ln \frac{\hat{P}(2)}{\hat{P}(1)} + \ln \frac{\hat{\lambda}_2}{\hat{\lambda}_1} \\ 0, & \text{otherwise.} \end{cases}
\]

This is of the same form as Eq. (70). Hence, it may be concluded that after a few observations are taken, the optimum decision rule is closely approximated by a rule that is of the established form for known statistics, but which utilizes estimates of the parameters in place of the parameters themselves.

The approximate decision rule derived in Eq. (79) can be implemented as shown in Fig. 6 by a device of the form which would be applicable with known parameters, but with variable components.

Since the \(\hat{\lambda}_1\) may take on any positive values and the \(\hat{P}(1)\) any values between zero and one, the Bayes' decision rules computed from
Eq. (79) can assign all X's below any real-number threshold to class 1 and those above the threshold to class 2; or vice versa. In other words, any non-randomized decision rule based on a single threshold is a possible Bayes' rule.

The estimate of each of the parameters used in Eq. (79) converges with probability one to the true value of the parameter. Hence, the limiting form of the decision rule given in Eq. (79) is identical to the rule that would be used if all the parameters were known. This again could be any non-randomized decision rule based on a single threshold.

B. FINDING EXPECTATION OF A RANDOM VARIABLE

Another class of problems for which reproducing densities are applicable is that of finding the expectation of a random variable. More precisely, reproducing densities are useful in cases where a probability density is required that will adequately represent a priori information and at the same time allow the expected value of a non-negative random variable to be expressed in a simple form. This type of problem may be illustrated by considering the problem of detecting a cosine of unknown frequency.* Two possible hypotheses are assumed:

* This example was suggested and first worked out by Professor Norman Abramson, Stanford University.
\[ H_1: \ X(t) = S(t) + N(t) \]
\[ H_2: \ X(t) = N(t) \]

where

\[ S(t) = a \cos (\omega t + \phi), \quad \omega = 2\pi f \]

and \( N(t) \) is white noise, or noise with a flat spectrum \( S_n(f) = N_0/2 \)
(at least over the frequency range \( f_0 \leq f \leq f_1 \)).

It is assumed that the parameters \( a, \phi, \) and \( f \) (or \( \omega \)) are all unknown, although the following are known: (1) that \( \phi \) is uniformly distributed over the range \( 0 \leq \phi \leq 2\pi \); (2) that \( a \) is Rayleigh-distributed with parameter \( \lambda^2 \); and (3) that \( f \) is restricted to the frequency range \( f_0 \leq f \leq f_1 \). It is desired to use a likelihood ratio test, comparing

\[ L(X) = \frac{p(X|H_1)}{p(X|H_2)} \]

with some threshold.

If \( a, \phi, \) and \( f \) were known, the likelihood of a sample \( X(t), 0 \leq t \leq T_1 \), would be

\[ L(X|a,\phi,f) = \exp \left\{ -\frac{2a^2}{N_0} \int_0^{T_1} \cos^2 (\omega t + \phi) dt \right\} \exp \left\{ \frac{4a}{N_0} \int_0^{T_1} X(t) \cos (\omega t + \phi) dt \right\} \]

\[ \approx \exp \left\{ -\frac{a^2 T_1}{N_0} \right\} \exp \left\{ \frac{4a}{N_0} \int_0^{T_1} X(t) \cos (\omega t + \phi) dt \right\} \]

In writing the last form of the equation it has been assumed that \( T_1 \)
is large in comparison with \( 1/f_0 \), so that the integral of the cosine-squared term is approximately \( \frac{1}{2} \) regardless of \( \omega \) or \( \phi \).

It is shown in the Appendix that, with the likelihood given in Eq. (83) and with the probability densities assumed for \( \phi \) and \( a \),
\[ l(x|f) = K_1 \exp \left\{ \frac{8B^2}{N_o} \int_0^{T_1} x(t) e^{iat} dt \right\} ^2 \]  \hspace{1cm} (84)

with

\[ B^2 = \left( \frac{A^2}{2AT_1 + N_o} \right) \]  \hspace{1cm} (85)

It is desired to find a probability density \( p(f) \) which will give a reasonably simple form for \( l(x) \) and at the same time accurately reflect any information that is available about \( f \). Such a density is obtained by following the same process that was used in finding reproducing densities. Although \( l(x|f) \) is not a probability density, it is non-negative. If \( l(x|f) \) were normalized to integrate to one, it would satisfy the formal requirements for a probability density. This is the same procedure used to derive reproducing-type densities from likelihood functions; this suggests deriving a density for \( f \) in the same manner. Such a density was derived in Chapter VI, Section C, and is given by Eq. (60). Utilizing the density in Eq. (60) for \( f \) gives:

\[ l(x) = K_4 \int_{-T_o}^{T_1} \exp \left\{ \frac{8B^2}{N_o} \int_{-T_o}^{T_1} Z(t) e^{iat} dt \right\} ^2 df \]  \hspace{1cm} (86)

with

\[ Z(t) = \begin{cases} Y(t), & -T_o \leq t < 0 \\ X(t), & 0 \leq t \leq T_1 \end{cases} \]  \hspace{1cm} (87)

and \( K_4 \) a new constant that may be absorbed into the threshold for the likelihood-ratio test.

Without specifying \( X(t) \) and \( Y(t) \) more definitely, the integrals in Eq. (86) cannot be evaluated. However, the following points may be noted. If \( T_o \) is small, the frequency information in Eq. (86) is primarily determined by \( X(t) \); if \( T_o \) is large, the information
is primarily determined by \( Y(t) \). Hence, \( T \) is a measure of confidence in the a priori information. Also, by proper choice of \( Y(t) \), \( p(f) \) can be caused to peak around any desired frequency band. The density given by Eq. (60) appears to be the only one yet found with these properties, which are important for this application.

C. ESTIMATING A PARAMETER WITH NO A PRIORI INFORMATION

1. Bayes Estimates

In order to compute the Bayes estimate of a parameter it is necessary to specify an a priori probability distribution for the parameter. If no information about this distribution is available, and if no reason is known for favoring some values of the parameter, a uniform a priori probability distribution is the logical assumption. It is only possible to assume a uniform distribution if the range of the parameter is of finite Lebesgue measure, however.*

The techniques developed in this investigation can be used to eliminate this difficulty. To illustrate the procedure, assume that it is desired to estimate a parameter \( \omega \), and that a squared-error loss function is involved:

\[
L(\omega, \hat{\omega}) = (\omega - \hat{\omega})^2
\]

(88)

where \( \hat{\omega} \) is the available estimate of \( \omega \). It is well known [Ref. 20] that the Bayes estimate for this case is the a posteriori expected value of \( \omega \), or

\[
\hat{\omega}(X) = \int \omega p(\omega | X) \, d\omega
\]

(89)

with \( X \) the observation that is being utilized to estimate \( \omega \).

The function \( p(\omega | X) \) is an a posteriori density function, of the form that has been studied in this investigation. If it is desired to

---

*As mentioned earlier, uniform densities over ranges of infinite measure are allowed in the theory developed by Rényi [Ref. 21].
approximate the form that the Bayes estimate would take with a uniform
a priori density over $\omega$, a reproducing-type a priori density on $\omega$
can be assumed, then the size of the set of a priori observations can
be allowed to approach zero. It has been shown that the reproducing
density then approaches a uniform density. At the same time, however,
the a posteriori density $p(\omega|X)$ approaches $\hat{p}(\omega|X)$, if this latter
density is defined. (This may be seen by examining the form of Eq. (31)
as the size of the set of a priori observations approaches zero, with
$r(\theta)$ set equal to a constant.)

The following result is thus obtained: The limiting form of the
Bayes estimate of $\omega$ as the a priori density on $\omega$ approaches
uniformity is given by

$$\hat{\omega}(X) = \int \omega \hat{p}(\omega|X) \, d\omega$$  \hspace{1cm} (90)

where $\hat{p}(\omega|X)$ is an "experimental" probability density of the form
defined in Eq. (20).

If the estimate is based on a sequence of measurements $\{X_1, \ldots, X_n\}$,
the same result is obtained, but with $\hat{p}(\omega|X)$ replaced by
$\hat{p}(\omega|X_1, \ldots, X_n)$. The Bayes estimates are given by the mean values listed in Table 3
for the cases studied in this investigation; no distinction was made
between a priori and a posteriori observations in making up this
table.

The derivation given above is based on the assumption of a squared-
error loss function. Bayes estimates with other loss functions, if they
can be evaluated, are also given in terms of a posteriori densities.
Estimates with no a priori knowledge would be obtained in a manner
analogous to that just described.

2. Maximum-Likelihood Estimates

Maximum-likelihood estimates are often used instead of Bayes
estimates if no a priori information is available. The techniques
discussed in this report can also be used to simplify the procedure for
obtaining maximum-likelihood estimates. These estimates correspond to
the mode of the likelihood function, or the value of $\omega$ for which the
likelihood function is maximum. This mode is also the mode of the "experimental portion" of the a posteriori density, since this portion is simply a normalized version of the likelihood function. If the "experimental portion" of the density is of fixed form, the mode can normally be expressed as a fixed function of the parameters characterizing the density. Expressing the parameters characterizing the density in terms of the sufficient statistics for the observations, and the mode in terms of these parameters, a recursive method for computing the maximum likelihood estimates is obtained. The maximum-likelihood estimates may in this manner be expressed as explicit functions of the observations.

The two methods discussed above for estimating parameters when no a priori information is available are not equivalent, although the difference is negligible for large numbers of learning observations. For example, in estimating the parameter $\theta$ of a binomial distribution, the maximum likelihood and Bayes estimates are $r/n$ and $(r+1)/(n+2)$ respectively, while in estimating the covariance matrix of a Gaussian density, the corresponding estimates are $\Sigma_n/n$ and $\Sigma_n/(n+d+1)$. 
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A model has been developed for a learning technique capable of utilizing and evaluating statistical information relating to a physical system or process. Characteristics of the technique are as follows:

A. BASIC ASSUMPTIONS

1. A body of statistics is available, or can be obtained, about the system or process under study.
2. In these statistics there are one or more parameters, denoted by \( \theta \), whose values are unknown.
3. Each unknown parameter \( \theta \) can be treated as a random variable having a probability density \( p(\theta) \) over the range of its possible values. (The expedient of treating \( \theta \) in this manner is typical of the "Bayesian" approach to probability theory.)
4. A priori information is available to aid in choosing the probability density \( p(\theta) \). This a priori information can involve information gained from a knowledge of the physical principles involved in the process, information gained from experience, or information gained in other ways.
5. It is possible to perform experiments on the system, yielding sets of learning observations \( \Lambda_1, \ldots, \Lambda_n \).
6. The likelihood of each set of learning observations \( \Lambda_i \) is known as a function of \( \theta \), and is designated as \( p(\Lambda_i | \theta) \). (When viewed as a function of \( \theta \) for fixed \( \Lambda_i \), \( p(\Lambda_i | \theta) \) is called a likelihood function; when viewed as a function of \( \Lambda_i \) for fixed \( \theta \), \( p(\Lambda_i | \theta) \) is called a conditional-probability-density function.)
7. The learning observations \( \Lambda_1, \ldots, \Lambda_n \) are used only to gain knowledge about \( \theta \), and do not influence the values of \( \theta \).
8. A random variable \( Z \) may be selected to represent some desired criterion of system performance, such as the fraction of the time the system makes an error, or some other error function.
9. The excellence of system performance may be judged by the statistical expectation of \( Z \), \( E[Z] \), where

\[
E[Z] = \int E[Z|\theta] p(\theta) \, d\theta
\]  

(1)

10. In the above equation, \( E[Z|\theta] \) is the conditional expectation of \( Z \) given \( \theta \), expressed as a function of \( \theta \), and is independent of \( \Lambda_1, \ldots, \Lambda_n \). \( E[Z|\theta] \) is assumed to be known a priori.

B. DEVELOPMENT OF BASIC LEARNING MODEL

1. Apply "Bayes' rule" to obtain

\[
p(\theta|\Lambda_1) = \frac{p(\Lambda_1|\theta) p(\theta)}{\int p(\Lambda_1|\theta) p(\theta) \, d\theta}
\]  

(2)

where

\( p(\theta|\Lambda_1) \) = a posteriori probability density of \( \theta \)

= probability density of \( \theta \) evaluated in the light of the set of learning observations \( \Lambda_1 \),

and also

\( p(\theta) \) = a priori probability density of \( \theta \),

\( p(\Lambda_1|\theta) \) = likelihood of the learning observations \( \Lambda_1 \).

2. Then Eq. (1) becomes

\[
E[Z|\Lambda_1] = \int E[Z|\theta] p(\theta|\Lambda_1) \, d\theta
\]  

(3)

where

\( E[Z|\Lambda_1] \) = statistical expectation of \( Z \), in the light of the learning observations \( \Lambda_1 \),

and

\( E[Z|\theta] \) = conditional expectation of \( Z \) given \( \theta \), expressed as a function of \( \theta \).
3. An additional set of learning observations \( \Lambda_2 \) is obtained and Bayes' rule, Eq. (2) is again applied to obtain:

\[
p(\theta | \Lambda_1, \Lambda_2) = \frac{p(\Lambda_2 | \theta, \Lambda_1)p(\theta | \Lambda_1)}{\int p(\Lambda_2 | \theta, \Lambda_1)p(\theta | \Lambda_1) d\theta}
\]

(4)

4. The process is repeated to yield, eventually,

\[
p(\theta | \Lambda_1, \ldots, \Lambda_n) = \frac{p(\Lambda_n | \theta, \Lambda_1, \ldots, \Lambda_{n-1})p(\theta | \Lambda_1, \ldots, \Lambda_{n-1})}{\int p(\Lambda_n | \theta, \Lambda_1, \ldots, \Lambda_{n-1})p(\theta | \Lambda_1, \ldots, \Lambda_{n-1}) d\theta}
\]

(5)

where

\[p(\theta | \Lambda_1, \ldots, \Lambda_n)\] = the a posteriori probability density of \( \theta \) in the light of the first \( n \) sets of learning observations;

\[p(\Lambda_n | \theta, \Lambda_1, \ldots, \Lambda_{n-1})\] = the likelihood of the \( n^{th} \) set of observations given the first \( n-1 \) sets of observations.

5. If it be assumed that the sets of learning observations are conditionally independent given \( \theta \), Eq. (5) may be simplified to:

\[
p(\theta | \Lambda_1, \ldots, \Lambda_n) = \frac{p(\Lambda_n | \theta)p(\theta | \Lambda_1, \ldots, \Lambda_{n-1})}{\int p(\Lambda_n | \theta)p(\theta | \Lambda_1, \ldots, \Lambda_{n-1}) d\theta}
\]

(6)

6. Using Eq. (6) above (or Eq. (5)), Eq. (3) is expanded to give:

\[
E[Z | \Lambda_1, \ldots, \Lambda_n] = \int E[Z | \theta]p(\theta | \Lambda_1, \ldots, \Lambda_n) d\theta
\]

(7)

7. Equations (6) and (7) above form the basis for the learning model illustrated in Fig. 1 of the report.
C. CONDITIONS FOR FEASIBILITY OF THE LEARNING PROCESS

1. The learning technique described above may be considered to be a practical learning process if:

   a. The true values of the unknown parameters are eventually learned, at least in the limit as the number of learning observations approaches infinity. This condition may be considered to be met if, as the number of learning observations approaches infinity, the a posteriori density \( p(\theta | A_1, \ldots, A_n) \) approaches a Dirac delta function at the true values of the unknown parameters.

   b. The form of the learning process does not change as additional observations are taken. This condition may be considered to be met if the probability distributions on \( \theta \) are reproducing in nature—i.e., if the a posteriori and a priori distributions are of the same form under Bayes' rule. If the distributions are reproducing, the learning process simply involves computation of new parameters for the densities at each stage of the process, neither the number nor the type of computations changing.

2. Condition (a) is fulfilled if it is possible to compute the true value of \( \theta \) from an infinite sequence of learning observations; and this true value is not ruled out by \( p(\theta) \), the a priori probability distribution assumed for \( \theta \). It is shown in the report that these conditions are met by most probability distributions of practical significance, even by some distributions of such form that condition (b) cannot be met. Thus, the learning process developed in this report should be valid for most practical cases, provided condition (b) is also fulfilled.

3. In order to determine whether the a priori \( p(\theta) \) assumed is reproducing or not [condition (b)] a technique has been developed whereby the expression for the a posteriori density is factorized as follows:

\[
p(\theta | A_1, \ldots, A_n) = \hat{p}(\theta | A_1, \ldots, A_n) \cdot \frac{p(\theta)}{\hat{E}(p(\theta) | A_1, \ldots, A_n)} \quad (19)
\]
wherein

$$\hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n) = \frac{p(\Lambda_1, \ldots, \Lambda_n | \theta)}{\int p(\Lambda_1, \ldots, \Lambda_n | \theta) \, d\theta}$$ (20)

= "experimental portion" of a posteriori density (depends only on the observations),

$$\hat{E}[p(\theta | \Lambda_1, \ldots, \Lambda_n)] = \text{statistical expectation of } p(\theta) \text{ taken with respect to } \hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n).$$

The likelihood function $p(\Lambda_1, \ldots, \Lambda_n | \theta)$ used to generate $\hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n)$ is assumed to be an integrable, non-negative function of $\theta$; the "experimental portion" of the a posteriori density is a normalized version of the likelihood.

4. It is shown in the report that (at least after a large number of learning observations) the behavior of the a posteriori density $p(\theta | \Lambda_1, \ldots, \Lambda_n)$ is primarily determined by the "experimental portion" $\hat{p}(\theta | \Lambda_1, \ldots, \Lambda_n)$, see Eq. (19) above. Conditions for the "experimental portion" to be reproducing are analyzed in the report. It is shown that the "experimental portion" of the a posteriori density is reproducing if and only if the learning observations are such that a sufficient statistic for $\theta$ of fixed dimension exists.

5. It is possible to find an a priori $p(\theta)$ that is reproducing if and only if the "experimental portion" of the a posteriori density is reproducing, i.e., if and only if a sufficient statistic for $\theta$ of fixed dimension exists. Any reproducing $p(\theta)$ that exists may be generated by multiplying a function of the form of the likelihood $p(\Lambda_1, \ldots, \Lambda_n | \theta)$ by an arbitrary non-negative function of $\theta$ and then normalizing.

6. If a sufficient statistic for $\theta$ of fixed dimension exists, the a posteriori densities $p(\theta | \Lambda_1)$, $p(\theta | \Lambda_1, \Lambda_2)$, ... become reproducing after the first observation has been utilized (occasionally after the first few observations have been utilized). Hence, if there is no objection to one reprogramming of the learning system
after the first set of learning observations, the learning techniques described herein can be applied regardless of what a priori density $p(\theta)$ is used, provided a sufficient statistic of fixed dimension exists.

7. Since this is the case, the use of reproducing-type a priori densities may in many cases afford little if any simplification in the computations involved. Non-reproducing densities might be preferred if they resulted in a faster rate of convergence to a delta function of the a posteriori probability densities. It is shown, however, that little if any increase in rate of convergence can be obtained by using non-reproducing densities, if the a priori densities are approximately the same width.

8. The results can be generalized to apply to the case where the learning observations $\Lambda_{1}, \ldots, \Lambda_{n}$ are not conditionally independent given $\theta$; however, in this case the form of the learning system may depend on the state of the system derived from the previous observations.

D. EXAMPLES OF REPRODUCING-TYPE DENSITIES

1. Two classes of reproducing-type densities are considered:
   a. Simple reproducing-type densities are densities identical in form with the "experimental portion" of the a posteriori density. Such densities may be generated by picking the "a priori observations" $\{\Lambda_{-m}, \ldots, \Lambda_{0}\}$, then normalizing the likelihood for these observations as in Eq. (20) above.
   b. Composite reproducing-type densities are simple reproducing-type densities multiplied by another function of $\theta$ and then normalized; i.e., composite reproducing-type densities are of the form

$$
p(\theta) = \frac{\hat{p}(\theta|\Lambda_{-m}, \ldots, \Lambda_{0}) r(\theta)}{\int \hat{p}(\theta|\Lambda_{-m}, \ldots, \Lambda_{0}) r(\theta) d\theta} \tag{30}
$$

where $r(\theta)$ is a non-negative, integrable function of $\theta$.  
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2. Tables 1 through 5 list a number of simple reproducing-type probability densities, with many of their parameters and properties. Methods of utilizing the densities to represent a priori knowledge are discussed; the limiting forms of the densities as the number of observations becomes very small or very large are also given.

3. Two important classes of composite reproducing-type densities are discussed. The first class is applicable when the parameter \( \theta \) is known to lie within a certain range, but no parts of this range are to be preferred over others. The second class arises from the possibility of choosing \( r(\theta) \) to convert an unfamiliar probability density into a more familiar form. Numerous other types of composite reproducing-type densities are possible.

E. APPLICATIONS

1. As long as a sufficient statistic of fixed dimension exists, the techniques herein developed are applicable to a wide variety of problems such as pattern recognition with incomplete knowledge of the statistics involved, finding a probability density that simplifies taking the expectation of a non-negative random variable, or estimating a parameter when no a priori information is available. The problems include some for which the learning model developed in this paper is not applicable.

2. The chief requirement for application of the technique is the existence of a sufficient statistic of fixed dimension. Dynkin [Ref. 19] has made a general study of the conditions under which sufficient statistics of fixed dimension exist, and of methods for finding them. Sufficient statistics of fixed dimension appear to exist for most of the simpler probability laws normally encountered, and for some of the more complex ones.
IX. RECOMMENDATIONS FOR FURTHER WORK

Although the results of this investigation give solutions to a number of problems in the field of machine learning, they open up a number of new problems. These problems include finding methods for extending the present theory and finding methods for tying the present theory in with other results in the machine-learning area. Some of these problems are indicated below.

A. PROBLEMS SUGGESTED

1. Procedure When Sufficient Statistics do not Exist

Much of the work on the theory of communication systems involves analyzing complex systems. The probability laws encountered in studying the more complex systems (and some of the simpler ones) are often of forms for which no simple, sufficient statistics exist. In these cases the theory developed in this paper is not directly applicable.

One of the chief problems to be investigated is finding how to proceed when no simple, sufficient statistic exists. A possible approach would be to use a statistic that is not sufficient, but that is of fixed dimension and in some sense "efficient." If this approach is to be used, some method of comparing possible statistics is needed. A criterion might be based on Kullback's information integral or divergence [Refs. 22, 23], which are maximum if and only if based on a sufficient statistic.

2. Effect of Taking Expectation of Performance Criterion

The analysis herein has been confined almost exclusively to the computation of the probability densities \( p(\theta | \lambda_1, ..., \lambda_n) \). In actual applications, these probability densities would normally be used to take the expectation of some random variable (see the final stage in Fig. 1). The forms that this final stage of the computation might take and the effects of these forms on the learning process should be investigated. The chief result along these lines in this investigation is the proof that the limiting form for the total computation is the
form that would have been obtained if the unknown parameters had been known (Corollary, Theorem I, Chapter IV).

3. Rate of Convergence

Little work has been done on investigating the rate at which the probability densities converge to their limiting (delta function) form. Since it has been shown that the convergence properties are determined largely by the "experimental portion" of the a posteriori density, and since this portion of the density is a normalized likelihood, some of the techniques employed in the study of maximum likelihood estimates may be useful here.

4. Applications

The material presented in this paper has only begun to scratch the surface of the possible applications of the techniques that have been developed. The problem has been formulated in a general enough manner to indicate that there is a wide variety of possible applications; however, a great deal of work on specific applications remains to be done.

5. Information-Theory Properties

The probability densities examined in this paper appear to have some interesting information-theory properties. These aspects have not been investigated as yet. It may be possible to tie the theory developed in this paper in with some models for learning processes that are based on such information-theory concepts as entropy [Refs. 24, 25].

6. Effects of Errors

If an error is made in the type of likelihood function, \( p(A_\lambda | \theta) \) assumed, the results are unpredictable. (This does not contradict the proof that the limiting form of the a posteriori density is independent of the a priori density, as in this case \( p(A_\lambda | \theta) \) was not in error.) The form that the a posteriori density will take in the limit can be predicted in any particular case. For example, if it were assumed that the observations were generated by a one-dimensional Gaussian process with the density having known variance and unknown
mean, whereas the input observations were actually generated by an
exponential process, the sample average would be used as an estimate
of the mean while this sample average was actually converging to
$\frac{1}{\lambda_0}$ (see Tables 2 and 4). How accurately the resulting probability
distribution would fit the data is not clear. This question would be
worth investigating, as would a more general analysis of the effects
of errors.

7. Several Possible Likelihood Functions

In certain cases it might be known that the likelihood function
took one of several possible forms, such as Gaussian, Rayleigh, or
exponential, but the precise one of these forms applicable might not be
known. In such cases an approach assuming a number of possible forms
for the likelihood function is possible, weighting each of these
hypotheses by a factor similar to Watanabe's credibility measure [Ref.
26], and adjusting the weights as observations are taken may be feasible.
A similar problem has been investigated by Magill [Ref. 27] in developing
techniques to predict which of a known set of possible Gaussian signals
is being observed, and at the same time predict the value of the signal.

B. SUMMARY

In summary, a fairly general theory has been developed, which appears
to have wide applicability; however, much additional work on extending
the theory, tying it in with other theories, and applying it to specific
cases remains to be done.
This appendix describes the detailed procedures used in computing the densities, limits, and so on in Tables 1 through 5: it includes also a special computation for the expectation of a cosine of unknown frequency for Chapter VII.

A. COMPUTATION OF REPRODUCING DENSITIES

It is desired to compute the forms of the simple reproducing densities listed in Table 2, plus the simple reproducing density for the Gaussian case with both M and K unknown.

The first density, the beta density for learning P for a binomial distribution, was computed in the main text. The computation simply involves normalizing the likelihood function in the first column of Table 2. This can be done either by integration or by comparing with standard densities as discussed in the text. A similar procedure is followed in all the cases in Table 2.

The second and third densities in Table 2 are generalizations of the first and need no discussion. The derivation of the fourth, a gamma density for learning the parameter $\alpha$ for a Poisson distribution, is also straightforward. It is simplified slightly if the likelihood is rewritten as

$$p(n, \tau | \alpha) = K(n, \tau) \alpha^n e^{-\alpha \tau} \quad (A.1)$$

and only the part depending on $\alpha$ is considered in normalizing.

The fifth density, Gaussian for learning a Gaussian mean, is derived in a similar manner. The computation is simplified by completing the square in the exponent of the likelihood, using

$$\sum (x_i - M)^t K^{-1}(x_i - M) = n(X_n - M)^t K^{-1}(X_n - M)$$

$$+ \sum (x_i - X_n)^t K^{-1}(x_i - X_n). \quad (A.2)$$
The likelihood is then rewritten as

\[ p(\mathbf{x}_1, \ldots, \mathbf{x}_n | \mathbf{M}) = K(\mathbf{x}_1, \ldots, \mathbf{x}_n) \exp \left( -\frac{1}{2} (\mathbf{x}_n - \mathbf{M}) \mathbf{K}^{-1} (\mathbf{x}_n - \mathbf{M})^t \right) \]

proceeding thereafter as in the Poisson case.

The Wishart density for learning an unknown covariance matrix (Case 6) is derived in a similar manner, utilizing the identity

\[ \text{tr} \mathbf{V}_n \mathbf{K}^{-1} = \sum_{i=1}^n (\mathbf{x}_i - \mathbf{M}) \mathbf{K}^{-1} (\mathbf{x}_i - \mathbf{M}) \]  

(A.4)

to show that the two forms of the likelihood in the fifth and sixth cases of Table 2 are equivalent. In this case, comparing the manner in which the likelihood depends on \( \mathbf{K}^{-1} \) with the manner in which the Wishart density depends on \( \mathbf{V}_n \) is much simpler than integration as a method of obtaining the normalizing constant. See Chapter VI, Section A for a discussion of this procedure.

If both \( \mathbf{M} \) and \( \mathbf{K}^{-1} \) are unknown, \( p(\mathbf{x}_1, \ldots, \mathbf{x}_n | \mathbf{M}, \mathbf{K}^{-1}) \) is rewritten as

\[ p(\mathbf{x}_1, \ldots, \mathbf{x}_n | \mathbf{M}, \mathbf{K}^{-1}) = [(2\pi)^d | \mathbf{K} |]^{-(n-1)/2} \exp \left( -\frac{1}{2} \text{tr} \mathbf{V}_n^* \mathbf{K}^{-1} \right) \]

\[ \cdot [(2\pi)^d | \mathbf{K} |]^{-1/2} \exp \left( -\frac{1}{2} (\mathbf{x}_n - \mathbf{M}) \mathbf{K}^{-1} (\mathbf{x}_n - \mathbf{M})^t \right) \]

(A.5)

with

\[ \mathbf{V}_n^* = \sum_{i=1}^n (\mathbf{x}_i - \mathbf{X}_n)(\mathbf{x}_i - \mathbf{X}_n)^t \]

(A.6)

and the other terms defined as before.

The second factor in Eq. (A.5) depends on its parameter in the manner in which a Gaussian density depends on its argument, while the
first factor depends on its parameter in the manner of a Wishart density. This suggests as a normalized density

\[
p(m, k^{-1}|x_1, \ldots, x_n) = \frac{|v_n^*|^{-(n+d)/2} |k|^{-(n-l)/2} \exp \left[ -\frac{1}{2} \text{tr} v_n^* k^{-1} \right]}{\frac{1}{2^d(n+d)} \pi^{d(d-1)/4} \prod_{j=0}^{d-1} \Gamma \left( \frac{n+d-j}{2} \right)} \cdot \left((2\pi)^d |k_n|\right)^{-1/2} \exp \left\{ -\frac{1}{2} (m - \bar{x}_n)_t k^{-1}_n (m - \bar{x}_n) \right\}
\]

(A.7)

The normalization in Eq. (A.7) can be checked by integrating first over \( m \), then over \( k^{-1} \). The first integration gives a Wishart density as a marginal density; the integral of this Wishart density is then unity as it should be.

\( v_n^* \) is the only parameter that has been encountered in a simple reproducing-type density for which a recurrence relation for computing the new value of the parameter from its old value and the learning observations is not obvious. A simple recurrence relation exists, however, as follows:

\[
v_n^* = v_{n-1}^* + \frac{n-1}{n} ((x_n - \bar{x}_{n-1})(x_n - \bar{x}_{n-1})_t)
\]

(A.8)

To derive the density for learning the magnitude and phase of a complex Gaussian mean (Case 7), the portion of the exponent in the likelihood depending on \( a \) and \( \phi \) is first rewritten as follows:

\[
-2a \sum |x_i| \cos (\phi + \alpha_i) + \sum a^2 = -2na|\bar{x}_n| \cos (\phi + \delta_n) + na^2
\]

(A.9)

with \( |\bar{x}_n| \) and \( \delta_n \) defined in Table 2. The normalization is then accomplished by computing

*The density in Eq. (A.7) is not included in Table 2. It is the simple reproducing-type density for learning both \( m \) and \( k^{-1} \) and is the density utilized by Keenan for this purpose [Ref. 10].
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\[ \int_{0}^{\infty} \int_{-\pi}^{\pi} \exp \left\{ -\frac{1}{2\sigma_n^2} \left[ a^2 - 2a |X_n| \cos (\varphi - \delta_n) \right] \right\} \]  

(A.10)

utilizing some of the properties of Bessel functions [Ref. 28].

The final three cases in Table 2 are straightforward. The densities for the exponential and Rayleigh cases may be normalized by comparing with the gamma density; but the density for the rectangular distribution must be normalized by integration.

B. COMPUTATION OF MOMENTS

The moments given in Table 3 were arrived at as follows: beta, Dirichlet, gamma, Gaussian, and Wishart densities are standard forms with moments already tabulated [Refs. 29 - 31]. Hence, in this appendix it is merely necessary to compute the means and the variances for the two cases (Cases 7 and 10) where the simple reproducing-type densities are not standard forms.

The expectation of \( a \), the magnitude of the complex mean of a Gaussian density (Case 7), is given by

\[
E[a] = \frac{1}{2 \sqrt{2 \pi} 2 \sqrt{2} \sigma_n} \exp \left[ -\frac{|X_n|^2}{4 \sigma_n^2} \right] 
\]

\[
\cdot \int_{-\pi}^{\pi} a \exp \left\{ -\frac{1}{2\sigma_n} \left[ a^2 - 2a |X_n| \cos (\varphi - \delta_n) \right] \right\} \, d\varphi \, da 
\]

(A.11)

It is known that the integral of the Rician density is unity, or

\[
\frac{\exp \left[ -\frac{|X_n|^2}{2\sigma_n^2} \right]}{2 \pi \sigma_n^2} \int_{-\pi}^{\pi} a \exp \left\{ -\frac{1}{2\sigma_n} \left[ a^2 - 2a |X_n| \cos (\varphi - \delta_n) \right] \right\} \, d\varphi \, da = 1
\]

(A.12)
Comparing Eqs. (A.12) and (A.11) it is found that:

$$E[a] = \left( \frac{2}{\pi} \right)^{1/2} \sigma_n \exp \left[ \left( \frac{\bar{x}_n^2}{4\sigma_n^2} \right) \right] \cdot \left( \frac{\sigma_n}{\sigma_n} \right)$$  \hspace{1cm} (A.13)

To obtain the variance, the same procedure is followed, using the fact [Ref. 32] that the first moment of the Rician density is given by

$$\int \int a^2 \exp \left\{ -\frac{1}{2\sigma_n^2} \left[ a^2 - 2a |\bar{x}_n| \cos (\theta - \delta_n) + |\bar{x}_n|^2 \right] \right\} \, d\theta \, da$$

$$= \left( \frac{\pi}{2} \right)^{1/2} \sigma_n \exp \left[ -\frac{|\bar{x}_n|^2}{4\sigma_n^2} \right] \times \left[ \left( 1 + \frac{|\bar{x}_n|^2}{2\sigma_n^2} \right) I_0 \left( \frac{|\bar{x}_n|^2}{4\sigma_n^2} \right) \right]$$

$$+ \frac{|\bar{x}_n|^2}{2\sigma_n^2} I_1 \left( \frac{|\bar{x}_n|^2}{4\sigma_n^2} \right)$$  \hspace{1cm} (A.14)

to obtain

$$E[a^2] = \frac{|\bar{x}_n|^2}{2} \left[ \frac{I_1 \left( \frac{|\bar{x}_n|^2}{4\sigma_n^2} \right)}{I_0 \left( \frac{|\bar{x}_n|^2}{4\sigma_n^2} \right)} \right] + \sigma_n$$  \hspace{1cm} (A.15)

Subtracting $E[a]$ gives the tabulated variance.

Integrating the expression for $p(a,\theta)$ over $a$ gives

$$p(\theta) = \begin{cases} 
\exp \left\{ \left[ -\frac{|\bar{x}_n|^2}{4\sigma_n^2} \right] \left[ 1 - 2 \cos^2 (\theta - \delta_n) \right] \right\} \left[ 1 + \text{erf} \left( \frac{|\bar{x}_n| \cos (\theta - \delta_n)}{\sigma_n} \right) \right], \\
2\pi \int_0^{\sigma_n} \left[ \frac{|\bar{x}_n|^2}{4\sigma_n^2} \right] \quad \text{for} \quad -\pi \leq \theta \leq \pi, \\
0, \quad \text{otherwise}. 
\end{cases}$$  \hspace{1cm} (A.16)
with \( \text{erf}(x) \) = the error function. No closed-form expressions exist for the moments of this density, so efforts are confined to finding large- and small-sample equations. First, however, the mean and variance must be computed for the final simple reproducing-type density, the density for learning \( W \) for a rectangular distribution (Case 10).

\[ E[W] \] is found by straightforward integration

\[
E[W] = \int_{M_n}^{\infty} (n-1) \left( \frac{M_n}{W} \right)^{n-1} dW, \quad n > 1
\]

\[
= \begin{cases} 
\frac{n-1}{n-2} M_n, & n > 2, \\
\infty, & 1 < n \leq 2 \end{cases} \quad (A.17)
\]

Similarly

\[
E[W^2] = \int_{M_n}^{\infty} (n-1) M_n \left( \frac{M_n}{W} \right)^{n-2} dW, \quad n > 1
\]

\[
= \begin{cases} 
\frac{n-1}{n-3} M_n, & n > 3, \\
\infty, & 1 < n \leq 3 \end{cases} \quad (A.18)
\]

Subtracting \( E^2[W] \) gives \( \text{Var}[W] \) except for the case \( 1 < n \leq 2 \), which is of the form \( \infty - \infty \) and hence undefined.

C. LARGE-SAMPLE LIMITS OF MOMENTS

The limiting forms of many of the parameters in Table 4 may be obtained by the simple algebraic process of letting the size of the set of observations grow without bound, then computing the limits obtained. This process gives all of the values tabulated as zero in Table 4.

The limiting forms of most of the remainder of the parameters follow directly from application of the strong law of large numbers if the limits
are determined by actual observations. For the binomial distribution, Case 1:

\[
E \left[ \frac{r}{n} \right| P = P_0 \right] = P_0
\]  
(A.19)

Hence, by the strong law of large numbers

\[
\frac{r}{n} \rightarrow P_0
\]  
(A.20)

with probability one.

Similar reasoning applies in most of the other cases studied. In case of the multinomial distribution, Case 2:

\[
E \left[ \frac{r_{ii}}{n} \right| P_{ii} = P_{i0} \right] = P_{i0}
\]  
(A.21)

For the binary Markov Process, Case 3:

\[
E \left[ \frac{r_{ii}}{n} \right| P_{ii} = P_{i0} \right] = P_{i0}
\]  
(A.22)

For the Poisson process, Case 4:

\[
E \left[ \frac{r}{T} \right| \alpha = \alpha_0 \right] = \alpha_0
\]  
(A.23)

For the Gaussian process with unknown mean vector, Case 5:

\[
E[ ( \bar{X}_n )_i \left| m_i = m_{i0} \right] = m_{i0}
\]  
(A.24)

or with unknown covariance matrix, Case 6:

\[
E \left[ \left( \frac{V_n}{n-1} \right)^{ij} \right| K^{-1} = K_0^{-1} \right] = k_{0}^{ij}
\]  
(A.25)

For the complex Gaussian process, Case 7:

\[
E[ | \bar{X}_n | \left| a = a_0 \right] = a_0
\]  
(A.26)
and

\[ E[\tilde{X}_n | \tilde{\theta} = \theta_0] = \theta_0 \]  

(A.27)

For the Rayleigh process, Case 8:

\[ E \left[ \frac{\tilde{X}_1^2}{2n} \right] = \sigma_o^2 \]  

(A.28)

hence, the reciprocal parameter \( \rho \) converges to \( 1/\sigma_o^2 \). For the exponential process, Case 9:

\[ E \left[ \frac{\sum_{i=1}^{n} \lambda_i}{n} \right] = 1/\lambda_o \]  

(A.29)

with the same type of reciprocal relationship as found in the corresponding case, Case 9, in Table 3.

In each of these cases, the strong law of large numbers applies in the same manner as in the binomial case. The only case differing is Case 10, the rectangular distribution. Convergence can be proved in this case also, but the proof differs from that for the other cases.

Since in Case 10 the sequence of \( M_n \)'s is bounded and monotone, it must have a limit, with probability one. This limit must be \( W_o \) if the latter is the true value of \( W \), since if the limit were not \( W_o \) it would have to be less than \( W_o \). Then the Borel-Cantelli lemmas [Ref. 13] would state that values between the limit and \( W_o \) occurred infinitely often in an infinite sequence of observations, a contradiction. Hence, \( M_n \) must converge to \( W_o \) with probability one.

The limiting forms for means and variances in all cases save the complex Gaussian, Case 7, then follow immediately from Table 3. For the complex Gaussian density the limiting forms of the moments for a follow from expansion of the Bessel function terms, using the usual asymptotic expansions valid for large arguments [Ref. 28]. The moments of \( \theta \) follow from the limiting form of \( p(\theta) \):

\[ p(\theta) \sim \frac{|\bar{X}_n|}{\sqrt{2\pi} \sigma_n} \exp \left\{ \left[ -\frac{|\bar{X}_n|^2 \sin 2(\theta - \tilde{\theta}_n)}{2 \sigma_n^2} \right] / 2 \right\}, \quad -\pi \leq \theta \leq \pi \]  

(A.30)
Since \( \sigma^2_n \to 0 \), Expression (A.30) approaches zero except for \( \varnothing = \pm \frac{\pi}{2} \).
Hence, \( \mathbb{E}[\varnothing] \to \pm \frac{\pi}{2} \). The order of magnitude of the variance can be estimated from the width of the pulse given by Expression (A.30). This is obviously of the order of \( \sigma^2_n \). The variance is a measure of the width of the pulse and must be of the same order of magnitude. The limiting form of the covariance is at most of the maximum order of the variances.

D. SMALL-SAMPLE LIMITS OF MOMENTS

The values of all limits in Table 5, save for the complex Gaussian case, phase variations, are obtained immediately from taking limits in Table 3. The moments for uniform densities may be found tabulated in the cases where the parameter range is finite. If the parameter range is infinite, and a function of \( \theta \) is unbounded and non-negative, the limiting value of the expectation of the function, as the density on \( \theta \) approaches uniformity, is infinite; while if the function can be both positive and negative, the limiting expectation is undefined. This gives all values in Table 5 save for the moments of \( \varnothing \) in the seventh case.

For these moments of \( \varnothing \) it is merely necessary to evaluate the expression for \( p(\varnothing) \) in Eq. (A.16) as \( n \) approaches zero and \( \sigma^2_n \) approaches infinity. The limit is a uniform density over the range \(-\pi \leq \varnothing \leq \pi\).

E. LIKELIHOOD FOR COSINE OF UNKNOWN FREQUENCY

Section B of Chapter VII applied the learning technique to finding the expectation of a random variable--specifically a likelihood ratio involving a cosine of unknown frequency. It was necessary to integrate Eq. (83) twice to obtain Eq. (84). Since \( p(\varnothing) \) is uniform over the range \([0, 2\pi]\):

\[
\mathcal{L}(X|a, t) = \frac{\exp \left[-\frac{a^2 T_1}{N_0}\right]}{2\pi} \int_{0}^{2\pi} \exp \left\{ \frac{a}{N_0} \int_{0}^{T_1} X(t) \cos (\omega t + \theta) \, dt \right\} d\varnothing
\]

\[\text{[A.31]}\]
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Expanding the cosine term,

\[
\int_0^{T_1} x(t) \cos (\omega t + \phi) \, dt = \cos \phi \int_0^{T_1} x(t) \cos \omega t \, dt - \sin \phi \int_0^{T_1} x(t) \sin \omega t \, dt
\]

(A.32)

Hence

\[
\mathcal{L}(x|a,f) = e^{-a^2T_1/N_0} \left[ \frac{4a}{N_0} \int_0^{T_1} X(t) e^{i\omega t} \, dt \right]
\]

(A.33)

Then, since by hypothesis, \( a \) is Rayleigh-distributed with parameter \( A^2 \):

\[
\mathcal{L}(x|f) = \int_0^{\infty} \frac{a}{A^2} e^{-a^2/2N_0B^2} \left[ \frac{4a}{N_0B^2} \int_0^{T_1} X(t) e^{i\omega t} \, dt \right] da
\]

\[
= \frac{N_0B^2}{A^2} \exp \left\{ \frac{8B^2}{N_0} \int_0^{T_1} X(t) e^{i\omega t} \, dt \right\}^2
\]

(A.34)

wherein use is made of the fact that the integral of the Rician density is unity in a manner analogous to Section B of this Appendix.
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