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ABSTRACT

Ballistic resistance of thin metallic plates, both single plates and laminates, to projectile impact is investigated. Two mathematical models are formulated, each emphasizing a critical aspect of the deformational process.

The first model considers failure by high tensile or shear stress in the transient stress wave that propagates across the plate, while the second model considers failure by sustained plastic shear flow.

Engineering models of fracture and flow under high speed impact are evaluated, using the continuum theory of dislocations. These models are used in the analysis of the modes of failure. Critical impact velocities for failure are calculated and characterized as a function of dynamic material properties.

The results of this study indicate that there is a need for research on the determination of high-speed properties of materials. Improved armor materials can be realized through materials research based upon theories developed herein.

Further analytic research on stress-wave propagation and failure in materials other than metals is advised. Both the present analytic work and future studies should be used to formulate and carry out an experimental program.
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Section 1

INTRODUCTION

Throughout the annals of ancient history there are many references to the arms and armor which great armies bore in battle. Homer makes reference to arms and armor made of bronze and occasionally of iron. Body armor at first consisted merely of shields and, a little later, helmets. It was not too long however before breast plates and shin guards were in vogue. During the middle ages, complete body armor was the standard uniform of the equestrian knight; indeed, even his horse was protected by form-fitting metal plates. It did not take too long a period of time before the suits of armor became vehicles for artistic expression in addition to their protective purposes. Examples of this form of art are now the prizes of many art collectors. Examination of these relics of a bygone era will show why they were reserved only to horse-borne warriors. The wearer was not very mobile. It was long after the use of such armor became general that it was doomed to become obsolete. This was brought about first by the efficiency of the English long bow and finally by the coming of age of firearms.

As firearms came into increasing use and brought about a new concept of warfare, one which depended on a mobile infantryman, body armor became increasingly unpopular. The greater and greater muzzle velocities which firearms were becoming capable of were decreasing the feasibility of individualized protection. In order to stop a high-velocity bullet, the armor would have had to be so thick that it would be impossible for a man to carry and still be mobile.

The concept of body armor has not been abandoned, however. The quest for an
individual protective shield that will be effective against modern arms and yet leave its wearer completely mobile still continues. Up to very recent times, this quest has been unidirectional in approach emphasizing, almost exclusively, the experimental viewpoint. It does not come as a complete surprise that the results of this approach have not been overly gratifying.

Throughout the history of science there have been many proponents of the strictly experimental approach as well as the strictly contemplative or theoretical approach to given problems. The ultimate lesson to be learned from this is that neither is completely adequate by itself. And so it follows that a wedding of these two approaches is the best way to solve a given practical problem.

Achieving such a union is not an easy task, however. There is generally a wide gap existing between theory and experiment. This is mainly due to the difference of interests of the theoretician and experimenter in addition to at least a modicum of mutual distrust. The present study is directed toward the development of an adequate theory that will enable the experience of existing experimental studies to be given a more meaningful interpretation. In addition, and perhaps more important, the goal of the present theoretical endeavor is to provide a more fruitful basis for future experimentation.

Thus the present study is intended to be the first theoretical link in a balanced overall program directed toward the design of personnel armor that will be effective against modern firearms.

1.1 Objectives

In view of the state of the art of body-armor design that was current when the present study began, it was not difficult to determine the objectives of the
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program. Indeed, the objectives were dictated by the circumstances.

First of all, a theory must be developed to describe what occurs when a bullet strikes a piece of armor. This theory must be based on the basic concepts of the physical laws which govern the behavior of materials under the conditions of impact. The role that the properties of the materials involved play must be determined. The study must ascertain which properties or combinations of properties have the greatest bearing on the adequacy of the armor to do its job. The theory developed must, wherever possible, take into account the existing results of the experimenters in order that there be communication with the realities of experience.

Finally, the theory must point out the path for future experiments. It must answer the question of the experimenter, "What area have I failed to explore?" Then, when the experimenter has responded with new experiments and the theoretician has joined him in reaching a compatible answer to the problem of penetration, the designer may, with knowledge, approach his task.

1.2 Previous Work

As may be noted from the title of this report, there has been a previous volume dealing with the mechanics of penetration. It was the task of Volume I to break the ground for the theory of penetration. Outside of a few voices that had cried in the wilderness (notably Bjork\(^5\), and Hopkins and Kolsky\(^7\)) there had been little done in the way of theoretical work on the problem.

Volume I gave the results of the first year's study of the mechanics of
penetration. While this preparatory work took cognizance of the aspects of plastic flow involved in the problem, it did not attempt to solve the problem in terms of plasticity. This would have been too great a bite for an area in which so little work had been done. Instead, the phenomena were investigated from the viewpoint of elasticity theory. By using this approach, a framework for more advanced study was constructed. Qualitative descriptions and quantitative boundaries were established. The basic mechanism of the phenomena could be worked out without becoming entangled in the intricate niceties of plastic theory.

This volume, based on the ground work of Volume I, now attacks the full-blown problem and considers the effects of plastic flow. It investigates the effects of plastic deformation, fracture, and the two types of failure that may occur, tensile failure or shear failure. It considers the combined effect of these two types of failure when applied to a given problem. The theory developed will be applied to the penetration of laminated metallic plates. Recommendations for future work in the area of armor penetration are made based on the conclusions that may be drawn from this study.

1.3 The Physical Phenomena of Fracture

When a target is impacted by a projectile, a number of physical phenomena may occur, depending on the magnitude and direction of the impact velocity, and on the materials and geometries of the target and projectile. For prescribed impact conditions, the relative importance of these phenomena will determine the nature of the impact and, therefore, such quantitative aspects
as momentum transfer, partition of the projectiles, kinetic energy into other forms, and the type and extent of fracture. For a specific target and projectile, the impact velocity alone will determine the character of the impact, and, consequently, it is possible to divide the general impact problem into a number of regimes that depend on the impact velocity. In each of these regimes, a different phenomenon or combination of phenomena is important in controlling the physical processes that occur. There is, of course, considerable overlap between the regimes, but, nevertheless, they are a valuable way of describing the various kinds of impact. In order of increasing impact velocity, the regimes are:

1. Elastic Impact
2. Plastic Impact
3. Hydrodynamic Impact
4. Superseismic Impact
5. Explosive Impact

The first of these regimes, elastic impact, is characterized by the fact that the stresses produced by impact in the target and in the projectile are not above the elastic limit, and the impact process is, consequently, fully reversible. For this type of impact, the kinetic energy of the impinging projectile is usually converted almost entirely into elastic strain energy in the target and projectile. Elastic stress waves will be generated in the target, consisting of primary (or dilatational) waves, secondary (or distortional) waves, and Rayleigh surface waves. However, the duration of impact at the low velocities associated with elastic impact is so long that there is time for many reflections of the waves within the target and projectile, and a
quasi-static stress distribution is effectively established, with very little of the total energy converted into the kinetic energy of elastic waves. A reasonably accurate description of this type of impact can be obtained by presuming that the entire kinetic energy of the incoming projectile is converted into the strain energy of a static stress distribution as given, for instance, by the Hertz formulation for contact stresses.

When the impact velocity is increased beyond the critical velocity where the elastic limit of either the target or projectile is exceeded, the stress distribution will be partly elastic and partly plastic, which is typical of the regime of plastic impact. The critical velocity that separates the elastic and plastic regimes depends markedly on the materials and also on the geometries of the target and projectile. It has been found, for example, that the critical velocity for a 1/4-inch diameter steel ball impacting normally onto a large steel plate is only about 0.15 m/sec\(^{34}\). For the normal impact of two flat-ended steel cylinders, however, the critical velocity is in excess of 60 m/sec. The critical velocity for plastic impact also depends, of course, on the elastic limit of the materials of the target and projectile, and if the materials behave in brittle rather than a ductile manner, no plastic regime will exist.

The regime of hydrodynamic impact is characterized by stresses that are far in excess of the yield strength of the materials, with the result that, for a part of the time of impact, the materials flow freely. The sequence of such an impact is depicted schematically in Figure 1.1\(^{11}\). Immediately
Figure 1.1 - Sequence of Hydrodynamic Impact
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after contact, a region of extremely high compressive stress is created near the projectile-target interface, and a compressive wave is initiated. Shortly thereafter, the material of both target and projectile begin to flow, and the compressive wave and shear wave propagate into the body of the target. The flow of the projectile material continues until the projectile is entirely dissipated, and the flow in the target continues for a somewhat longer period because of the very high flow velocities induced by the projectile. Finally, the crater formed by the impact contracts slightly because of elastic (and some plastic) rebound. This type of impact can be described theoretically by hydrodynamic calculations, which assume that the materials behave as fluids with no effective resistance to distortion. Such calculations are accurate in determining the flow patterns and stress distribution when the stress levels are well above the yield strength of the materials, but they are not accurate in predicting the later stages of the impact (afterflow and rebound) where the yield strengths are important.

The sequence of events that comprise an impact in the superseismic regime is shown in Figure 1.2. The initial stage of high compressive stress (in the megabar range) is similar to the corresponding state of hydrodynamic impact, except for considerably higher stress levels. The next stage, however, is different in that no compressive wave will propagate away from the expanding cavity into the body of the target material, because the cavity is expanding at superseismic speed. The lateral and rearward flow of the materials continues in the same general manner as for hydrodynamic impact, except for the higher flow velocities. Most importantly, the flow can occur only within the super-
Figure 1.2 - Sequence of Superseismic Impact
seismically expanding cavity, and since the downward penetration of the projectile is limited by the seismic velocity, the flow of material is general throughout a hemispherical region. As a result, the final crater of a super-seismic impact is typically hemispherical.

The regime of explosive impact is characterized by impact velocities high enough to vaporize material of the target and projectile. Under these conditions, the impact problem is akin to a surface explosion, wherein the momentum transfer and stresses are produced by the high pressure of vaporized materials.
1.4 Scope

In Section 2, a qualitative description of plastic deformation is presented. The mathematical form of the constitutive equation is given and the evaluation of specific models is made. An interpretation of dynamic yield strength is given and discussed. The material contained in this section represents original work in this field.

The subject of fracture is treated in Section 3. The Griffith theory of fracture is explained and the growth of macro-holes is discussed for the special cases of interest. The relationship of time-to-fracture to the problem of penetration is then explored.

Sections 4, 5 & 6 deal with the subject of failure of both single and laminated plates. Both tensile and shear failure and a combination of these are investigated. The equations of motion and their solutions are presented and numerical results are given. Conclusions and recommendations are presented in Section 7.
Section 2

PLASTIC DEFORMATION OF METAL UNDER TRANSIENT LOADS

In this problem of impact deformation and penetration of metallic plates by projectiles, the stresses in the plate often exceed the static proportional limit. When the impact stress exceeds this level the constitutive relations between the stress and the strains are markedly altered.

The basic mechanism for plastic deformation in metals is by the movement and formation of dislocations under stress. The physical background for this mechanism was discussed in Vol. I(14).

2.1 Constitutive Equation

The form of the constitutive equations for a plastic flow in crystalline and polycrystalline material specimens has been investigated quite thoroughly in view of microscopic mechanism of plastic flow\(^{(12)(25)}\).

In an inelastic material, the rate of total strain may be decomposed into two parts, the strain rate corresponding to the elastic distortion or strain of the sample and to the plastic strain rate or rate of permanent deformation.

\[
\dot{e}_{ij} = \dot{e}_{ij}^E + \dot{e}_{ij}^P
\]

(2.1)

where

\[
\dot{e}_{ij} = \text{total strain} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)
\]

\[
\dot{e}_{ij}^E = \text{elastic strain}
\]

\[
\dot{e}_{ij}^P = \text{plastic or permanent strain}
\]

\[
(\cdot) = \frac{d}{dt}(\cdot)
\]
The elastic strain is related directly to the stress. If the linear elastic relationship (Hooke's Law) holds, this component of strain rate is proportional to the stress rate.

\[ \varepsilon_{ij}^E = c_{ijkl} \varepsilon_{kl} \]  

(2.2)

\[ c_{ijkl} = \text{elastic constants} \]

If the mechanism of plastic deformation is the passage of a number of dislocations through the sample in response to the applied stress, the expression for the plastic strain rate component may be written

\[ \varepsilon_{ij} = \frac{\varepsilon_{rqj} v_r}{\alpha_{rq}} \]  

(2.3)

where

\[ \varepsilon_{rqj} = \begin{cases} 1 & \text{rqj even permutation of 1,2,3} \\ -1 & \text{rqj odd permutation of 1,2,3} \\ 0 & \text{otherwise} \end{cases} \]

\[ \alpha_{iq} \] is the number of dislocations per unit area having its Burger's vector in the i-direction and having its axis in the q-direction.

\[ v_r \] is the velocity component of the dislocation in the r direction.

The summation convention over repeated indices is used. The bar over the whole expression indicates that the average is taken over all possible orientations of the dislocation in the plane normal to its axis.

In this expression, the velocity of the dislocation is a function of the shear stress in the plane normal to the axis of the dislocation. The increase of velocity is not linear function of stress. Fugelso\(^{(12)}\) has worked out a theoretical expression for this velocity in terms of this shear stress.

\[ V = \frac{V_D}{\sinh \gamma \tau} \]  

when \( |\tau| < |\tau_c| \)

\[ V = V_D \]  

when \( |\tau| > |\tau_c| \)
where

\[ \tau_c \text{ is the solution to } \sinh \gamma \tau = e^{\frac{\Delta H}{RT}} \]

\[ \Delta H = \text{activation energy for self-diffusion} \]

\[ R = \text{gas constant} \]

\[ T = \text{absolute temperature} \]

The number of dislocations is incorporated in the definition of \( a_{ij} \). This number may be constant or may increase by creation or regeneration mechanisms.

The behavior of several simpler problems will now be investigated. These cases will be chosen for their diagnostic value, first in checking the validity of the model for plastic flow for form, second to determine basic methods for determining the numerical value of the constants through controlled experiments.

Consider the case of uniform deformation of a rectangular block of material.

\[ \epsilon_{ij} = 0, \ i = j \]

The remaining constitutive equations may be written

\[ \epsilon_{xx} = \frac{1}{E} \sigma_{xx} - \frac{\nu}{E}(\sigma_{yy} + \sigma_{zz}) + \epsilon_{xx}^p \]

\[ \epsilon_{yy} = \frac{1}{E} \sigma_{yy} + \frac{\nu}{E}(\sigma_{xx} + \sigma_{zz}) + \epsilon_{yy}^p \]

\[ \epsilon_{zz} = \frac{1}{E} \sigma_{zz} - \frac{\nu}{E}(\sigma_{xx} + \sigma_{yy}) + \epsilon_{zz}^p \] (2.4)

with

\[ E = \text{Young's Modulus} \]

\[ \nu = \text{Poisson's Ratio} \]
Since the standard tensile and compressive test apparatus set up a state of biaxial stress—this model will be restricted to biaxial symmetry

\[ \varepsilon_{yy} = \varepsilon_{zz} \]
\[ \dot{\varepsilon}_{yy} = \dot{\varepsilon}_{zz} \]

The general form of plastic components of strain have been evaluated for the case of biaxial stress (12).

\[ \dot{\varepsilon}_{xx}^p = -2V_D Nb \]  \hspace{1cm} (2.5)
\[ \dot{\varepsilon}_{yy}^p = \dot{\varepsilon}_{zz}^p = V_D Nb \]  \hspace{1cm} (2.6)

where

\[ V_D = V_D^0 e^{\frac{\Delta H}{RT}} \sinh \gamma_T \]

\[ |\tau| < |\tau_c| \]

\[ V_D = V_D^0 \]

\[ |\tau| > |\tau_c| \]

\[ \tau = \frac{1}{2}(\sigma_{xx} - \sqrt{\sigma_{yy}^2 + \sigma_{zz}^2}) \]

\[ \tau_c \] is given by the solution of \( \sinh \gamma_{\tau_c} = e^{\frac{\Delta H}{RT}} \)

\[ V_D \] is the dislocation velocity

\[ V_D^0 \] is the maximum dislocation velocity

\[ N \] is the number of dislocations per unit area

\[ b \] is the Burger's vector of the dislocation

In the most elementary testing machine the lateral stresses are zero

\[ \sigma_{yy} = \sigma_{zz} = 0 \]  \hspace{1cm} (2.7)
Thus

\[ \tau = \frac{1}{2} \sigma_{xx} \text{ and only the first equation is left} \]

\[ \dot{\varepsilon}_{xx} = \frac{\delta_{xx}}{E} = 2V_D bN \]  

(2.8)

Inserting the value of the dislocation velocity, the constitutive equation is

\[ \dot{\varepsilon}_{xx} = \frac{\delta_{xx}}{E} - 2V_D^0 e^{\frac{\Delta H}{RT}} \sinh \gamma \frac{\sigma_{xx}}{2} - \varepsilon_D \]  

\[ \dot{\varepsilon}_{xx} = \frac{\delta_{xx}}{E} - 2V_D^0 Nb \]  

\[ \sigma_{xx} < 2\tau_c \]

(2.9)

Rather than evaluating this pair of equations with the discontinuous form, we shall replace the expression for the dislocation velocity with an analytic expression over the range \( 0 < \tau < \infty \) which is very close approximation

\[ V_D = V_D^0 e^{-A/\tau} \]  

\[ 0 < \tau < \infty \]

\[ V_D = -V_D^0 e^{-A/\tau} \]  

\[ -\infty < \tau < 0 \]

The comparison of the two expressions is given in fig. 2.1. Only in the neighborhood of zero shear stress is there any marked deviation and in this region the contribution from this term is negligible there anyway.

The coefficient \( A \) absorbs the temperature behavior

\[ A = \frac{A_0}{RT} \]  

(2.10)
Figure 2.1 - Dislocation Velocity vs. Resolved Shear Stress in a LiF Crystal
This form is preferable since we will be dealing only with solutions of problems whose stresses have the same sign during the process of deformation.

Four cases will now be considered

a) Constant strain rate
b) Constant strain
  Constant number of dislocations
c) Constant stress
d) Constant strain rate - increasing number of dislocations

We may drop the subscript $xx$ as no confusion will arise.

Case a) Constant strain rate

This problem will be solved for a constant strain rate

$$\dot{\varepsilon} = C = \text{constant}$$

Inserting this into the constitutive equation

$$C = \frac{\sigma}{E} + \dot{\varepsilon}_p \left( \frac{2A}{\sigma} \right)$$

(2.11)

This equation is solved numerically by the Runge-Kutta method for several values of $C$, the applied strain rate. The values of $C$ range over several orders of magnitudes from $10^{-4}$/sec to $10^{-5}$/sec. (Fig. 2.2)

It is found that the stress increases linearly with strain at the beginning and then very rapidly changes slope. This sharp bend occurs at a stress which is far below the maximum possible plastic flow rate. If its applied strain rate is less than the maximum plastic strain rate, the stress approaches a limiting value which is given by

$$\sigma = \frac{2A}{ln \frac{\dot{\varepsilon}_p}{C}}$$

(2.12)
Figure 2.2 - Stress vs Strain at Constant Strain Rate for Ti 2.5 Sn 5 Al
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The plastic flow is able to absorb the entire applied strain. This value of the stress may be considered to be the dynamic yield strength of the material at that strain rate. If, on the other hand, the critical strain rate exceeds the maximum flow rate, the plastic flow cannot respond fast enough to account for all the strain and the stress must increase indefinitely.

Case b) Constant strain, suddenly applied and held

$$\varepsilon = \varepsilon_0 1(t)$$

If $\varepsilon_0$ is the value of the strain at $t = 0$ and $\sigma_0$ is the stress at $t = 0$

$$\sigma_0 = E\varepsilon_0$$

since no flow has occurred

and

$$\dot{\varepsilon} = 0$$

Thus

$$\frac{d\sigma}{dt} + \dot{\varepsilon}_p e^{-2A/\sigma} = 0$$

(2.13)

Subject to the initial conditions

$$\sigma = \sigma_0 \text{ at } t = 0$$

the stress-time history is plotted in Figure 2.3.

It is seen that the stress decays from its initial value very rapidly if the initial stress is high and very gently if the initial stress is small.

Case c) Constant stress

At time $t = 0$, the stress $\sigma_0$ is suddenly applied and maintained

$$\sigma = \text{const} = \sigma_0$$

thus the constitutive equation is

$$\dot{\varepsilon} = \dot{\varepsilon}_p e^{-2A/\sigma}$$

(2.14)
Figure 2.3 - Stress vs. Time at Constant Strain for Ti 2.5 Sn 5 Al
The solution to this equation is

\[ \varepsilon = \frac{\sigma_0}{E} + \dot{\varepsilon}_p^0 \, e^{-\frac{2A}{\sigma_0^0} \, t} \]  

(2.15)

The strain starts at its elastic value and increases linearly with time. The rate of increase of strain approaches a limiting value, as the stress becomes very large.

**Case d)** Constant strain rate - increasing number of dislocations

In materials the number of dislocations may increase by a variety of microscopic mechanisms. Fugelso \(^{(13)}\) has evaluated the behavior of the stress-strain curves if the number of dislocations increases by the Frank-Read dislocation log mechanism. In terms of macroscopic variables the constant term in the expression for strain rate is replaced by

\[ \dot{\varepsilon}_p^0 = \dot{\varepsilon}_p^0 \int_0^t \frac{V_D(\tau,s)}{v_D} \, ds \]  

(2.16)

The equation for stress-strain at constant rate becomes

\[ C = \frac{\partial \sigma}{\partial t} + \dot{\varepsilon}_p^0 \, e^{-\frac{2A}{\sigma_0^0} \, t} - \frac{2A}{\sigma(s)} \int_0^t \, ds \]  

(2.17)

This equation was solved numerically for several values of the applied strain rate, fig. 2.4.

In this case the stress-strain curve is altered. The stress rises rapidly along its elastic values, passes through a maximum as the plastic flow becomes dominant, decays rapidly and finally reaches a plateau where the decay is very slow.
Figure 2.4
Stress and Strain as a Function of Strain Rate Plastic Flow by
the Theory of Dislocation Motion -- Frank-Read
Source for Generating Dislocation Material-LiF
Figure 2.5 - Dynamic Yield Strength as a Function of Strain-Rate for a Ti 2.5 Sn 5 Al Target
2.2 Dynamic Yield Stresses

Consider the resulting stress-strain curves at constant strain rate. For any applied strain rate below the maximum rate, the stress rapidly levels off to a constant value which is characteristic of the strain rate. This stress is then maintained throughout the remainder of the deformational sequence. This level of stress may be termed the dynamic yield stress of the metal in plane stress at constant strain rate. For this case the dynamic strength of the material has a simple algebraic expression as a function of strain rate.

\[
\tau_{\text{dynamic yield}} = \frac{A}{\ln \left( \frac{\varepsilon^0_p}{\varepsilon^0_T} \right)} = \frac{A}{\ln \frac{\varepsilon^0_p}{\varepsilon^0_T} - \ln \varepsilon_T}
\]

This expression is valid only for strain rates such that \( \varepsilon^0_p > \varepsilon_T \).

These values of the dynamic yield strength for a titanium alloy Ti 2.5 Sn 5 Al are plotted in fig. 2.5 along with the plateau stresses reached in the Frank-Read model (case d). Also plotted are the experimental values for the yield stress at constant strain rate\(^{(13)}\). The constant dislocation model gives dynamic yield strengths which are too high. The regeneration model gives reasonable agreement with the experimental data.
Section 3

FRACTURE

In the perforation of metallic plates by projectiles, it is rather obvious that the plate will fracture if perforation is to occur. To determine when a metal specimen will break under rapidly applied short-duration loads, some relationship between fracture and stress must be set forth.

It is obvious that some combination of finite stresses will cause a solid specimen to break up since the solid has only a finite bonding energy. It is observed however that the work done to break up a solid is much less than the bonding energy.

In 1920 A.A. Griffith advanced the postulate that the strength of a solid material could be explained by the presence and subsequent growth of cracks within the specimen. (That this theory is fundamentally correct has been long since verified experimentally). Griffith's postulate was that the crack would grow if the rate of release of elastic strain energy surrounding the crack was greater than the increase in the surface energy.

It is observed in the fracture of metal that the crack will grow under applied stresses if the stress is large enough. The stresses in the region near the crack are very large. Even for so-called brittle metals substantial plastic flow is noted next to the growing crack.

Thompson et al. have qualitatively described the fracture process for polycrystalline copper. This description might well be an excellent starting point for a thorough discussion. In their stressed specimen, the first cracks developed in the glide bands that formed. The length of these
cracks then increased, accompanied by plastic deformation in the neighborhood of the crack. Then several cracks that were formed joined together. The entire process of fracture under applied stresses may then be broken into 3 distinct phases:

Phase I - Formation of the crack
Phase II - Growth of the crack
Phase III - Joining of the cracks to cause macroscopic fracture

Phase I or the formation of the cracks themselves within a good crystal matrix has not been overly considered in the theory of fractures. In the first place, the normal metallic specimen already has the microcracks in it. Second, the formation of the microcracks is tied up with plastic deformation on the crystalline level, a subject which is not well understood.

Almost all subsequent fracture theories of solid specimens have followed this basic model and have concentrated on phase II. Sneddon\(^{(26)}\) and Westergaard\(^{(30)}\) calculated the elastic strain energy for various shaped cracks. Irwin\(^{(21)}\) postulated that the rate of energy given up by the solid comes from plastic strains near the crack.

Rather than try energy approaches to this problem of the growing crack, we shall ask one simple question. Given a crack, where does it get the empty space necessary to grow? This question may be answered in two ways. First, there is the possibility of straining or displacing the walls outward. However, if the stress is relieved, the volume of the crack will return to its original position. To extend the volume covered by the crack, either bonds must be broken at the edge of the crack or dislocations must enter into the crack from
the surrounding matrix. To break a bond requires a great deal more energy 
than to move a dislocation.

The model that will be developed formally in the next section then assumes 
phase I complete, that the growth of a crack is caused by dislocations moving 
into it and that the cracks will grow into and overlay each other.

The dislocations however have a direct role to the plastic strain of 
the crack region and to the specimen as a whole. Through this feature, the 
relationship between fracture and external forces is sought.

3.1 Mathematical Model for Fracture under Transient Loading

Consider an elementary volume of some metal. This elementary volume 
contains initially mostly little volumes of perfect crystalline material and 
some imperfections. These imperfections fall into several categories.

1. Interstitial atoms and vacancies
2. Intracrystalline dislocations
3. Intercrystalline dislocations and grain boundaries
4. Foreign or solute atoms

In addition to these atomic level imperfections there are imperfections on a larger scale,

This elementary volume will contain many individual crystals of the metal. These crystals will have a random orientation with respect to any set of Cartesian axes. (In many cases, however, this may not necessarily be so. The following arguments would then have to be altered to account for this anisotropy). The main result of this assumption is that local variations of imperfection movement will be cancelled out by averaging,
Let the elementary volume be placed under a uniform stress from external forces. The stress field within this volume will be composed of the external stress and the local stresses due to the various imperfections.

In an elementary volume $V_o$ denote the volume of one of the macro-holes by $V_m$. Two factors must now be established. First, given the rate of growth of a single macro-hole, the rate of growth of the total volume $V$ of the macro-hole must be computed. Second, the rate of growth of a single macro-hole must be established.

Assume that at some time the volume of metal is divided into two volumes, a volume of remaining good crystal $V_o-V$ and the volume $V$ of the holes. The volume $V_m$ associated with each elementary hole grows at some rate.

$$\frac{dV_m}{dt} = k(t)$$

(3.1)

The rate at which the elementary hole grows is dependent on external variables as much as stress and temperature and will, in general, vary with time.

The increment in the volume occupied by all the holes is proportional to the remaining volume of good crystal and to the rate at which an elementary hole increases

$$dV = (V_o-V) dV_m = (V_o-V) k dt$$

(3.2)

or expressed in terms of rates

$$\frac{dV}{dt} = (V_o-V) \frac{dV_m}{dt} = k(V_o-V)$$

(3.3)

Integrating the equation for the increment in total volume occupied by holes...
\[ v = v_0 \left( 1 - e^{-\int_0^t \frac{dV_m}{dt} \, dt} \right) \] 

or

\[ v = v_0 (1 - e^{-V_m}) \] 

The next step is to determine an expression for \( V_m \). This is the portion of the problem that will have many possible variants, i.e. dependence on crystal structure, stress pattern, temperature, etc. An outline of the procedure used in determining this rate will be given and only one of the many possibilities will be used in further calculations.

The hole with volume has some shape. It lies wholly within a region of fairly good crystal containing several types of atomic-level imperfections (Fig. 3.1). Under a uniform external stress field, some of these dislocations will move toward the hole. When they intersect the hole, they will cause the hole to increase in size. (A dislocation or a vacancy is just a very small hole or empty space. What is happening here is that the volume of very small holes within the matrix of the good crystal are being transferred to the large hole).

To simplify further discussion, the only imperfection to be considered will be edge dislocations, which is the dominant mode of inelastic behavior. The author has previously characterized the behavior of these imperfections under transient external loads \(^{(12)}\). Because of the initial assumption of random orientation, we need only to consider the average motion of the dislocations.

The growth of the micro-holes requires that dislocations move through the body or matrix. The dislocations will move in patterns relative to the local stress field. The stress in the matrix is composed of stresses from two sources, the applied stress and the stress concentration around the holes.
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Figure 3.1 - Initial Configuration of Microhole
If the dislocations have to move for any appreciable distance within the crystal before striking a hole, the majority of its motion will be determined by the applied field. We shall assume that is the case.

The geometry of the stress pattern determines the directions from which the dislocations approach the holes. For example, in uniform compression, the dislocations will approach the hole in a 45° cone above or around axis of largest principal stress (Fig. 3.2). For simple shear, edge dislocations will come only from one direction (parallel to the shear in traction) (Fig. 3.3).

The hole will grow at a rate proportional to the surface area exposed to oncoming dislocation. The hole will grow at a rate proportional to the number of dislocations that cross this area per unit time. It is also proportional to the volume increment of each single dislocation

\[
\frac{dV}{dt} = k_1 A_s \frac{dN}{dt} \Delta V
\]

(3.6)

where:

- \(A_s\) = surface area of hole exposed to oncoming dislocations
- \(N\) = number of dislocation per unit area
- \(\Delta V\) = volume associated with a single dislocation

If a dislocation has a velocity \(V_D\) it will reach the hole in unit time if it is close enough. This requirement defines a length \(\lambda\) such that all of the dislocations in the volume of good material

\[
v_1 = \lambda A_s
\]

(3.7)

will reach the macro-hole.

Thus the rate of dislocations crossing into the hole may be written as

\[
\frac{dN}{dt} = \frac{V_D N}{\lambda}
\]

(3.8)
Figure 3.2
Growth of the Microhole under Triaxial Compressive Stress
(Spherical Growth)
Figure 3.3

Growth of the Microhole under Single Shear
(Rod-like Growth)
For the compression case, the expansion of \( V_m \) is spherical

\[
\frac{dV_m}{dt} = 4\pi k_2 r^2 A \frac{V_D N}{\lambda}
\]

(3.9)

or

\[
\frac{dr}{dt} = k_2 \frac{V_D N}{\lambda}
\]

(3.10)

\[
 r - r_0 = \int_0^t k_2 \frac{V_D N}{\lambda} dt
\]

\[
k_2 = k_1 \Delta V_{dis}
\]

The volume of the hole at any later time is

\[
V_m = \frac{4\pi t}{3} \left[ \int_0^t k_2 \frac{V_D N}{\lambda} dt \right]^3 + V_m^0
\]

(3.11)

with \( V_m^0 \) the initial volume of the hole.

For simple shear case the growth is rod-like. The linear rate of growth is

\[
\frac{dx}{dt} = A_S \frac{V_D N}{\lambda}
\]

(3.12)

The volume of the hole at any later time is

\[
V_m = A_S \left[ \int_0^t k_3 \frac{V_D N}{\lambda} dt \right] + V_m^0
\]

(3.13)

Inserting these expressions into the equation for total volume of holes

\[
V = V_o \left[ 1 - e^{-\left( \int_0^t \frac{k_2}{\lambda} V_D N dt \right)^3} \right]
\]

spherical or compressive

\[
V = V_o \left[ 1 - e^{-\int_0^t \frac{k_3}{\lambda} V_D N dt} \right]
\]

Rod-like or simple shear
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If the stress is very high, $V_D$ is very nearly constant and the integrals may be evaluated explicitly

$$V = V_o (1 - e^{-k_4 t^3})$$  \hspace{1cm} \text{Compressive stress}$$
$$V = V_o (1 - e^{-k_5 t})$$  \hspace{1cm} \text{Simple Shear}$$

with $k_4 = k_2 \frac{V_{DN}}{\lambda}$  \hspace{1cm} $k_5 = k_3 \frac{V_{DN}}{\lambda}$

A schematic picture of the rate of growth of the total volume occupied by the micro-holes is shown in fig. 3.4.

These two curves may cross each other. It is quite likely that the two coefficients $k_4$ and $k_5$ are different functions of temperature. Thus, at one temperature one of the mechanisms may grow much faster than the other, while at a different temperature the order may be reversed.

3.2 Relation of the Fracture Criteria to Plastic Strain

The postulate for fracture of the elementary volume is very simple. If the volume occupied by the assemblage of macro-holes is greater than a certain percentage of the total volume the structures can no longer hold together and the volume falls apart— or in other words, fractures. This critical volume ratio may be different for different crystal structures.

This critical volume concept holds only in the region of the specimen wherein the shear stresses are high. The growth of the elementary volumes is dependent on the level of the resolved shear stress. In any large specimen these shear stresses are not uniform throughout. At the beginning of the
Figure 3.4
Stress vs. Time-to-Fracture at Constant Stress
Compared to Plastic Strain-Rate at Constant Stress
deformation process when all the stresses are elastic, this stress pattern is not uniform. As plastic deformation of the specimen proceeds this non-uniformity of stress distribution and concentration can become altered. In particular, the high shears can localize in or near the area of greatest plastic flow (for a numerical example of this, see ref. 12). The shear stress pattern must be solved as a part of the boundary value problem involving the elastic strain and flow pattern.

The critical volume for fracture may be quite different for different types of crack growth, for example, the crack that grows in a disk shape will require only a small volume before fracture occurs.

This critical volume will be essentially the volume of holes in a region wherein the shear stress is uniform and will not pertain to the volume of holes in the entire specimen.

Denote by $V_c$ the ratio of $V$ to $V_o$ when fracture occurs. At fracture

$$V_c = 1 - e^{-\frac{V_m}{m}}$$

Inserting the expression for $\frac{dV_m}{dt}$

$$-\int_0^t \frac{dV_m}{dt} dt = 1 - e^{-\int_0^t \frac{k_1V_D}{\lambda} \frac{n}{Ndt}}$$

$$V_c = 1 - e^{-(\int_0^t \frac{k_1V_D}{\lambda} \frac{n}{Ndt})}$$

(3.14)

where

$n = 1$ for simple shear

$n = 3$ for biaxial compression
Solve this equation for the integral

\[ k_1 \int_0^t \frac{V_D N}{\lambda} \, dt = \left[ \ln (1 - V_c) \right]^{-1/n} \]  

(3.15)

This integral expression may be compared to the expression for total plastic strain of the previous chapter.

\[ \epsilon_p = b \int_0^t V_D N \, dt \]  

(3.16)

where \( b \) is the Burger's vector defined in Sec. 2.

Thus

\[ \epsilon_p \bigg|_{\text{fracture}} = \frac{n}{\lambda k_n} \left[ \ln (1 - V_c) \right]^{-1/n} \]  

(3.17)

Thus at fracture a certain amount of plastic strain has occurred which is an indicator of fracture. The magnitude of this critical strain is one measure of whether the metal is ductile or brittle.

Since the plastic strain rate for simple compression or tensile stress specimens is a function of the applied stress, experiments carried out at constant stress should give some indication as to the validity of the theory.
Figure 3.5
Stress vs. Time-to-Fracture at Constant Stress Compared to Plastic Strain-Rate at Constant Stress
At some constant stress level, the plastic strain rate is constant and using the form for this strain rate as in Section 2.

\[ \dot{\varepsilon}_p = V_D N b e^{-A/\sigma} \]  \hspace{1cm} (3.18)

where \( \sigma \) is the applied stress.

Integrate the plastic strain from zero to the critical strain

\[ \varepsilon_p^c = \dot{\varepsilon}_p(\sigma) t_f \]  \hspace{1cm} (3.19)

where \( t_f \) is the time at which fracture occurs.

Thus

\[ t_f = \frac{\varepsilon_p^c}{\dot{\varepsilon}_p(\sigma)} \]  \hspace{1cm} (3.20)

\[ = \frac{\varepsilon_p^c}{V_D N b} e^{A/\sigma} \]  \hspace{1cm} (3.21)

This time-to-fracture curve is very similar to the data on aluminum and the noble metals measured by Zhurkov (32)(33). The results of the theory and the experiment are shown in Fig. 3.5.

The time-to-fracture of metallic specimen under a given stress loading can be related to the plastic strain in the region of the fracture under the same stress history. This criteria will be used to determine the penetration.

This criterion is \( \int_0^{t_f} \dot{\varepsilon}_p \sim \varepsilon_p^c \)

To use this criterion in a boundary value problem, the deformational process must be solved for the dynamic elastic plastic case and the fracture will occur at the point or surface in the material where first the plastic strain exceeds its maximum value.
Section 4

TRANSIENT WAVE ANALYSIS

In this section we shall investigate the propagation of stress waves through an elastic medium. First we consider an axially symmetric half-space under an arbitrary axially-symmetric load. The general integral solution for this problem is then examined for the specific case of a unit load over a unit circle, and expressions are derived for the stresses along the axis under this load, as functions of time and depth. A numerical integration is programmed and carried out on the IBM 1620 to find the values of these stresses.

A second program is then developed which, from the numerical values just found, computes the stresses as the waves are reflected through a plate. This computation is performed for two cases, a Fe plate and a Ti plate. The results are presented as contour drawings, which show the time, depth, and duration of maximum stress components in the radial and axial directions; the tangential stress along the axis will have been shown to be identically equal to the radial, and the shear to be identically zero.

4.1 Equations of Motion

Stress-wave propagation is defined by the equations of motion

\[
\frac{\partial \sigma_{rr}}{\partial r} + \frac{\partial \tau_{rz}}{\partial z} + \frac{\sigma_{rr} - \sigma_{\theta\theta}}{r} = \mu \frac{\partial^2 u_r}{\partial t^2} \quad (4.1)
\]

\[
\frac{\partial \tau_{rz}}{\partial r} + \frac{\tau_{rz}}{r} + \frac{\partial \sigma_{zz}}{\partial z} = \mu \frac{\partial^2 u_z}{\partial t^2} \quad (4.2)
\]
where \( \sigma_{rr} = \sigma_{zz}, \sigma_{\theta \theta} \) and \( \tau_{rz} \) are the radial, axial (vertical), tangential, and shear stresses given by the stress-strain relations

\[
\sigma_{rr} = (\lambda + 2G) \frac{\partial u_r}{\partial r} + \lambda \left( \frac{u_r}{r} + \frac{\partial u_z}{\partial z} \right) \tag{4.3}
\]

\[
\sigma_{\theta \theta} = (\lambda + 2G) \frac{u_r}{r} + \lambda \left( \frac{\partial u_r}{\partial r} + \frac{\partial u_z}{\partial z} \right) \tag{4.4}
\]

\[
\sigma_{zz} = (\lambda + 2G) \frac{\partial u_z}{\partial z} + \lambda \left( \frac{\partial u_r}{\partial r} + \frac{u_r}{r} \right) \tag{4.5}
\]

\[
\tau_{rz} = G \left( \frac{\partial u_r}{\partial z} + \frac{\partial u_z}{\partial r} \right) \tag{4.6}
\]

with \( u_r \) and \( u_z \) denoting the radial and axial components of displacement, and \( \mu, \lambda, G \) the density, uniaxial strain modulus, and shear modulus of the medium.

4.2 Boundary Conditions

The condition of axial symmetry is assumed in the above relations; the further boundary conditions for this problem are that the surface \( z = 0 \) (taking the axis to be vertical) is free from shear and that the pressure history on the surface is given by some function \( f \). Then, considering the stresses as functions of \( r, z, \) and \( t \), we have for our boundary conditions:

\[
\sigma_{zz}(r, 0, t) = f(r, t)
\]

\[
\tau_{rz}(r, 0, t) = 0
\]
4.3 Dimensionless Variables

The variables in the problem can be reduced to dimensionless form by introducing a characteristic pressure $p$ and characteristic distance $R$. The characteristic distance will be taken as the radius of the bullet. The characteristic pressure is the normal pressure generated at impact:

$$p = \frac{\mu_1 c_1 \mu_2 c_2}{\mu_1 c_1 + \mu_2 c_2} V_S$$

(4.7)

where

- $\mu_1 \mu_2$ are densities of the plate and bullet
- $c_1 c_2$ are longitudinal sonic velocities of the plate and bullet
- $V_S$ is the impact velocity

Then letting $c_1^2 = \frac{\lambda + 2G}{\mu}$ and $c_2^2 = \frac{G}{\mu}$, we have

$$\rho = \frac{r}{R}$$

$$\zeta = \frac{z}{R}$$

$$u_{\rho} = \frac{\mu c_1^2}{p R} u_r$$

$$u_{\zeta} = \frac{\mu c_2^2}{p R} u_z$$

and we define

$$\beta^2 = \frac{c_1^2}{c_2^2} = \frac{\lambda + 2G}{G}, \quad p = p_1$$

(4.8)

$$R = \text{radius of bullet}$$

4.4 Equations in Dimensionless Form

In terms of the dimensionless variables defined above, the equations of motion become:
\[
\beta^2 \left( \frac{\partial^2 u}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial u}{\partial \rho} - \frac{u}{\rho^2} + \frac{\partial^2 u}{\partial \zeta^2} \right) - \frac{\partial^2 u}{\partial \zeta^2} + \frac{\partial^2 u}{\partial \tau^2} = \beta^2 \frac{\partial^2 u}{\partial \tau^2} \quad (4.9)
\]

\[
\frac{\partial^2 u}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial u}{\partial \rho} + (\beta^2 - 1) \frac{\partial}{\partial \zeta} \left( \frac{\partial u}{\partial \rho} \right) + \beta^2 \frac{\partial^2 u}{\partial \zeta^2} = \beta^2 \frac{\partial^2 u}{\partial \tau^2} \quad (4.10)
\]

And the boundary conditions are:

\[
\sigma_{\rho \zeta}(\rho, 0, \tau) = -\psi(\rho, \tau) \quad (14)
\]

\[
\tau_{\rho \zeta}(\rho, 0, \tau) = 0 \quad (16)
\]

### 4.5 General Integral Solution

The Hankel-Laplace transform solutions for arbitrary \( \psi \) are given by (14) (16)

\[
\sigma_{\rho \rho} = \frac{1}{2\pi} \int_{Br} e^{s \tau} \left[ \frac{1}{\rho} \int_0^\infty \frac{\xi^2 \psi}{\xi^2 + \beta^2 s^2} \right] \left[ m \xi n \xi - (\xi^2 + \frac{\beta^2 s^2}{2}) \xi \right] J_1(\rho \xi) \, d\xi \quad (4.11)
\]

\[
+ \int_0^\infty \frac{\xi^2 \psi}{\xi^2 + \beta^2 s^2} \left( \xi^2 + \frac{\beta^2 s^2}{2} \xi \right) \xi \left[ m \xi n \xi \right] J_0(\rho \xi) \, d\xi \, ds
\]

\[
\sigma_{\xi \xi} = -\frac{1}{2\pi} \int_{Br} e^{s \tau} \int_0^\infty \frac{\xi^2 \psi}{\xi^2 + \beta^2 s^2} \left( \xi^2 - \xi^2 \right) \left[ m \xi n \xi \right] J_0(\rho \xi) \, d\xi \, ds \quad (4.12)
\]

\[
\sigma_{\rho \rho} + \sigma_{\phi \phi} = \frac{1}{2\pi} \int_{Br} e^{s \tau} \int_0^\infty \frac{\xi^2 \psi}{\xi^2 + \beta^2 s^2} \left( (\xi^2 - (\beta^2 - 2) \xi^2) (\xi^2 + \frac{\beta^2 s^2}{2}) \xi \right) \left[ m \xi n \xi \right] J_0(\rho \xi) \, d\xi \, ds \quad (4.13)
\]

\[
\tau_{\rho \zeta} = -\frac{1}{2\pi} \int_{Br} e^{s \tau} \int_0^\infty \frac{m \xi^2 \psi}{m \xi^2 + \beta^2 s^2} \left( 2\xi^2 + \beta^2 s^2 \xi \right) \left( \xi^2 + \xi^2 \right) \left[ m \xi n \xi \right] J_1(\rho \xi) \, d\xi \, ds \quad (4.14)
\]

where

\[
m^2 = \xi^2 + s^2
\]

\[
n^2 = \xi^2 + \beta^2 s^2
\]

\[
g = (\xi^2 + \frac{\beta^2 s^2}{2}) - \xi^2 mn
\]

\[
\xi = \int_0^\infty \int_0^\infty e^{-s \tau} \psi(\rho, \tau) \rho J_0(\rho \xi) \, d\rho \, d\tau
\]

---

**MRD DIVISION**

**GENERAL AMERICAN TRANSPORTATION CORPORATION**
4.6 Specific Integral Solution

If the pressure function is a unit pressure \( p \) applied instantaneously and held constant over a circular area of unit radius \( R \), we have

\[
\bar{V} = \int_0^\infty e^{-sT} \int_0^\rho J_0(\rho \xi) \, d\rho \, d\tau
\]

\[
= \int_0^\infty \frac{J_1(\xi)}{\xi} e^{-sT} \, d\tau
\]

\[
\bar{V} = \frac{J_1(\xi)}{\xi^2}
\]

We seek the stresses generated along the axis \( (\rho=0) \) by this pressure.

Since \( J_1(0) = 0 \), we have from (4.14)

\[
\tau_{\rho\xi}(0, \xi, \tau) = 0 \tag{4.15}
\]

In evaluating \( \sigma_{\rho\rho} \) we note the factor \( \frac{J_1(\rho \xi)}{\rho} \) in the first term of (4.14).

Since \( \lim_{\rho \to 0} J_1(\rho \xi) = 0 \), we apply L'Hospital's rule:

\[
\lim_{\rho \to 0} \frac{J_1(\rho \xi)}{\rho} = \lim_{\rho \to 0} \frac{\frac{d}{d\rho} J_1(\rho \xi)}{\frac{d}{d\rho} \rho}
\]

\[
= \lim_{\rho \to 0} \xi \frac{d}{d\rho} J_1(\rho \xi)
\]

\[
= \lim_{\rho \to 0} \xi \frac{J_0(\rho \xi) - J_2(\rho \xi)}{2}
\]

\[
= \frac{\xi}{2} J_0(\rho \xi)
\]

wherein we retain this Bessel function for later use.
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Thus we have

\[\sigma_\rho(0,\zeta,\tau) = \frac{1}{2\pi i} \int_{\text{Br}} \frac{e^{s\tau}}{\xi} \int_0^\infty \frac{\xi^\nu}{g} \left[\frac{\xi^2}{2} m n e^{-n_\zeta} - \frac{\xi^2}{2} (\xi^2 + \frac{\beta^2 s^2}{2}) e^{-m_\zeta} - \xi^2 m n e^{-n_\zeta}ight.\]

\[\left.\left(\xi^2 - (\beta^2 - 2) s^2\right)\left(\xi^2 + \frac{\beta^2 s^2}{2}\right) e^{-m_\zeta} - \xi^2 m n e^{-n_\zeta}\right] J_0(\rho_\xi) d\xi ds\]

And hence at \(\rho = 0\)

\[\sigma_\rho = \frac{1}{2} (\sigma_\rho + \sigma_\phi)\]

Then recalling that \(\psi = \frac{J_1(\xi)}{x_\xi}\) we must evaluate the two integrals

\[2\sigma_\rho = 2\sigma_\phi = \frac{1}{2\pi i} \int_{\text{Br}} \frac{e^{s\tau}}{s} \int_0^\infty \frac{\xi^\nu}{g} \left(\xi^2 - (\beta^2 - 2) s^2\right)\left(\xi^2 + \frac{\beta^2 s^2}{2}\right) e^{-m_\zeta} - \xi^2 m n e^{-n_\zeta}\]

\[J_0(\rho_\xi) J_1(\xi) d\xi ds\]  \((4.16)\)

\[\sigma_\zeta = - \frac{1}{2\pi i} \int_{\text{Br}} \frac{e^{s\tau}}{s} \int_0^\infty \frac{\xi^\nu}{g} \left(\xi^2 + \frac{\beta^2 s^2}{2}\right)^2 e^{-m_\zeta} - \xi^2 m n e^{-n_\zeta}\]

\[J_0(\rho_\xi) J_1(\xi) d\xi ds\]  \((4.17)\)

We can evaluate the three integrals

\[I_1 = \frac{1}{2\pi i} \int_{\text{Br}} \frac{e^{s\tau}}{s} \int_0^\infty \left(\xi^2 + \frac{\beta^2 s^2}{2}\right) e^{-m_\zeta} J_0(\rho_\xi) J_1(\xi) d\xi ds\]

\[I_2 = \frac{1}{2\pi i} \int_{\text{Br}} \frac{e^{s\tau}}{s} \int_0^\infty \left(\xi^2 - (\beta^2 - 2) s^2\right)\left(\xi^2 + \frac{\beta^2 s^2}{2}\right) e^{-m_\zeta} J_0(\rho_\xi) J_1(\xi) d\xi ds\]  \((4.18)\)

\[I_3 = \frac{1}{2\pi i} \int_{\text{Br}} \frac{e^{s\tau}}{s} \int_0^\infty \frac{\xi^2 m n}{g} e^{-n_\zeta} J_0(\rho_\xi) J_1(\xi) d\xi ds\]
\[ \sigma_{\xi}(0, \zeta, \tau) = I_3 - I_1 \]
\[ \sigma_{\rho}(0, \zeta, \tau) = \sigma_{\phi}(0, \zeta, \tau) = \frac{1}{2}[I_2 - I_3] \] (4.19)

4.7 Analytic Reduction of Integral Solution

We shall deal simultaneously with the three integrals of (4.18). Let us define a new variable \( x \) as follows: on the Bromwich contour \( s = \epsilon + i\delta \).

For \( \delta < 0 \) let \( \zeta = sx \); for \( \delta > 0 \) let \( \zeta = -sx \). This gives \( d\zeta = sx \, ds \) and \( d\zeta = -sx \, ds \) respectively. Since \( \lim_{\epsilon \to 0} \text{Re}(x) = 0 \), we can consider the path of integration for \( x \) to be the imaginary axis, and our choice for the sign makes the limits 0 and \( \pm \infty \) for both integrals. Then taking \( I_1 \) for example,

\[ I_1 = \frac{1}{2\pi i} \int_{\epsilon - i\infty}^{\epsilon + i\infty} e^{s\tau} \, ds \int_0^{\infty} \frac{(x^2 + \beta^2/2)^2}{(x^2 + \beta^2/2)^2 - x^2 \sqrt{(x^2+1)(x^2+\beta^2)}} \left[ e^{-s\zeta} \sqrt{x^2+1} J_0(\rho sx) J_1(sx) \, dx \right] + \left[ \frac{1}{2\pi i} \int_{\epsilon + i\infty}^{\epsilon - i\infty} e^{s\tau} \, ds \right] \]

\[ \{ \int_0^{\infty} \frac{(x^2 + \beta^2/2)^2}{(x^2 + \beta^2/2)^2 - x^2 \sqrt{(x^2+1)(x^2+\beta^2)}} \left[ e^{-s\zeta} \sqrt{x^2+1} \right] [J_0(-\rho sx) J_1(-sx)(-dx)] \} \]

Since \( J_0(\rho sx) \) and \( J_1(sx) \) are even and odd functions respectively, the minus signs will drop out. Reasoning similarly for \( I_2 \) and \( I_3 \):

\[ I_k = \frac{1}{2\pi i} \int_{Br} e^{s\tau} \, ds \int_0^{\infty} \frac{f_k(x)}{F(x)} e^{-s\zeta} \sqrt{x^2+a_k^2} J_0(\rho sx) J_1(sx) \, dx \] (4.20)
where

\[ f_1(x) = (x^2 + \frac{\beta^2}{2})^2 \]

\[ f_2(x) = (x^2 - \beta^2 + 2)(x^2 + \frac{\beta^2}{2}) \]

\[ f_3(x) = x^2\sqrt{(x^2 + 1)(x^2 + \beta^2)} \]

\[ F(x) = (x^2 + \frac{\beta^2}{2})^2 - x^2\sqrt{(x^2 + 1)(x^2 + \beta^2)} \]

\[ a_1 = a_2 = 1 \]

\[ a_3 = \beta \]

Now we make the substitution \( J_1(sx) = \frac{1}{2}(H_1^{(1)}(sx) + H_1^{(2)}(sx)) \) and let \( x = iv \),

\[ dx = idv \]

\[ I_k = \frac{1}{2\pi i} \int_{Br} e^{s\tau} ds \int_{0}^{\infty} \frac{g_k(v)}{G(v)} e^{-s\sqrt{a_k^2 - v^2}} \left[ \frac{H_1^{(1)}(isv) + H_1^{(2)}(isv)}{2} \right] J_0(i\rho sv) dv \]

where

\[ g_1(v) = (\frac{\beta^2}{2} - v^2)^2 \]

\[ g_2(v) = (2 - \beta^2 - v^2)(\frac{\beta^2}{2} - v^2) \]

\[ g_3(v) = -v^2\sqrt{(1 - v^2)(\beta^2 - v^2)} \]

\[ G(v) = (\frac{\beta^2}{2} - v^2)^2 + v^2\sqrt{(1 - v^2)(\beta^2 - v^2)} \]
Splitting the integral into two terms and changing the second to the negative half of the axis gives

\[
I_k = \frac{1}{2\pi i} \int_{Br} e^{s^2} ds \left[ \frac{1}{2} \int_0^\infty \frac{g_k(v)}{G(v)} e^{-s\sqrt{a_k^2 - v^2}} H_1^{(1)}(isv) J_0(\rho sv) \, dv \right.
\]

\[+ \frac{1}{2} \int_0^\infty \frac{g_k(v)}{G(v)} e^{-s\sqrt{a_k^2 - v^2}} H_1^{(2)}(isv) J_0(\rho sv) \, dv \]

Noting that \( H_1^{(1)}(ix) = -\frac{2}{\pi} k_1(x) \), \( H_1^{(2)}(ix) = -\frac{2}{\pi} k_1(-x) \), and that \( I_0(x) = J_0(ix) \), we have

\[
I_k = -\frac{1}{2\pi i} \int_{Br} e^{s^2} ds \left[ \frac{1}{\pi} \int_0^\infty \frac{g_k(v)}{G(v)} e^{-s\sqrt{a_k^2 - v^2}} K_1(sv) I_0(\rho sv) \, dv \right.
\]

\[+ \frac{1}{\pi} \int_0^\infty \frac{g_k(v)}{G(v)} e^{-s\sqrt{a_k^2 - v^2}} K_1(-sv) I_0(\rho sv) \, dv \]

which by Bateman's theorem on conjugate integrals\(^4\) reduces to

\[
I_k = -\frac{1}{2\pi i} \int_{Br} e^{s^2} ds \frac{2i}{\pi} \int_0^\infty \frac{g_k(v)}{G(v)} e^{-s\sqrt{a_k^2 - v^2}} K_1(sv) I_0(\rho sv) \, dv \tag{4.21}
\]
Considering the inner integration as integration in the complex v plane, we note that there are no singularities in the right half; let us consider the integration over the path indicated above, from 0 to \( \infty \), thence to \( i\infty \) and back to zero along the right side of the imaginary axis. The integral over the closed path is zero, and since the integrand vanishes on the portion of the path from \( \infty \) to \( i\infty \), we have \( \int_0^\infty + \int_1^\infty = 0 \) or \( \int_0^\infty = \int_1^\infty \). Hence (4.21) can be written as

\[
I_k = - \frac{1}{2\pi i} \int_{Br} e^{s\tau} ds \frac{21}{\pi} \int_0^\infty \frac{g_k(v)}{G(v)} e^{-s\sqrt{\alpha_k^2 - v^2}} K_1(sv) I_0(\rho sv) \, dv
\]

or inverting the order of integration

\[
I_k = - \frac{21}{\pi} \int_0^\infty \frac{g_k(v)}{G(v)} dv \frac{1}{2\pi i} \int_{Br} e^{-s\tau} e^{s(\tau - \sqrt{\alpha_k^2 - v^2})} K_1(sv) I_0(\rho sv) \, ds
\]

We now let \( v = ix, s = -iy \), yielding

\[
I_k = \frac{21}{\pi^2} \int_0^\infty \frac{f_k(x)}{F(x)} dx \int_0^\infty e^{-iy\eta_k} K_1(xy) I_0(\rho xy) \, dy
\]

where \( \eta_k = \tau - \sqrt{\alpha_k^2 + x^2} \), and \( f_k(x) \) and \( F(x) \) are defined as in (4.20).

But \( e^{-iy\eta} = \cos y\eta - i \sin y\eta \) so the real part of the integral is

\[
\text{Re}(I_k) = \frac{1}{\pi} \int_0^\infty \frac{f_k(x)}{F(x)} dx \frac{2}{\pi} \int_0^\infty \sin y\eta K_1(xy) I_0(\rho xy) \, dy
\]

Now by a theorem of Sneddon\(^{(10)}\)

\[
\frac{2}{\pi} \int_0^\infty \sin y\eta K_1(xy) I_0(\rho xy) \, dy = \int_0^\infty e^{-y\eta} J_1(xy) J_0(\rho xy) \, dy
\]
for \( \eta \neq 0 \). This sets an upper limit of \( x = \frac{T^2}{\xi^2} - \alpha_k^2 \) for the outer integral, and at \( \rho \neq 0 \) we have

\[
\text{Re}(I_k) = \frac{1}{\pi} \int_0^{\frac{T^2}{\xi^2} - \alpha_k^2} f_k(x) \frac{\sqrt{T^2 - \alpha_k^2}}{F(x)} \, dx \int_0^{\frac{T^2}{\xi^2} - \alpha_k^2} e^{-s(\tau - \xi \sqrt{\alpha_k^2 + x^2})} J_1(sx) \, ds
\]

The inner integral is a standard form; evaluating it gives us the desired solution.

\[
\text{Re}(I_k) = \frac{1}{\pi} \int_0^{\frac{T^2}{\xi^2} - \alpha_k^2} f_k(x) \frac{\sqrt{T^2 - \alpha_k^2}}{F(x)} \frac{\sqrt{(\tau - \xi \sqrt{\alpha_k^2 + x^2})^2 + x^2}}{x \sqrt{(\tau - \xi \sqrt{\alpha_k^2 + x^2})^2 + x^2}} \, dx \quad (4.22)
\]

4.8 Numerical Integration

The integrals \((4.22)\) were evaluated numerically on the IBM 1620. Values of \( \tau \) ran from .1 to 3.0 at intervals of .1, and values of \( \xi \) were from .1 to \( \tau - .1 \), also at .1 intervals. The integration was also performed for \( \xi = \tau - .05, \tau - .02, \tau - .01 \) and \( \tau - .005 \), to give an approximation to the shape of the peak and the value at the wave front. The parameter \( \beta^2 \) was taken to be 3.

For each point in the \( \tau - \xi \) mesh, the upper limits \( \frac{T^2}{\xi^2} - 1 \) and \( \frac{T^2}{\xi^2} - \beta^2 \) were computed and designated as UL1 and UL2 respectively (UL2 was set equal to zero for \( \frac{T^2}{\xi^2} < \beta^2 \)). The program then defined DX1 = \( \frac{UL1}{20} \) and DX2 = \( \frac{UL2}{20} \). The values of the integrand were found at the points \( x = n \cdot DX1 \) (\( n=1, \ldots, 20 \)) for the first two integrals and \( x = n \cdot DX2 \) for the third. The integrals were then approximated by Simpson's rule, and the stresses found by adding the appropriate integrals.
The results of this computation are shown in Figure 4.1, for selected values of $\tau$, with $\sigma_{\rho \rho}$ and $\sigma_{\zeta \zeta}$ plotted as functions of $\zeta$.

4.9 Reflection of Stress Waves

The radial and axial stress components have now been computed for waves propagating in a half-space. To apply these results to a plate of finite thickness, a computer program was developed to find the stresses reflected in the plate from the stresses mentioned above. That is, the half-space stress previously computed were used as inputs for this program which for each point in the time-depth mesh calculates the sum of the stresses from all reflected stress waves which have passed the point, after multiplying each of these stresses by the product of the appropriate reflection coefficients to account for the reflections undergone by the wave in question. Since the stresses are calculated initially in terms of a unit pressure input, the final step in the computation is to multiply the stress sum by the coefficient of transmission from the projectile into the plate. The materials considered here are Fe for the projectile and Fe and Ti for the plate. The transmission and reflection coefficients for these media are as follows:

\[
\begin{array}{c|c|c|c|}
\text{Incident Wave in} & \text{Fe} & \text{Ti} \\
\hline
\text{Fe} & T = 1 & T = 0.735 \\
\text{R} & 0 & 0.265 \\
\text{Ti} & T = 0.735 & T = 1 \\
\text{R} & -0.265 & 0 \\
\text{Vacuum} & T = 0 & T = 0 \\
\text{R} & -1 & -1 \\
\end{array}
\]
Figure 4.1 - Radial and Axial Stresses as Functions of Time and Depth (Dimensionless)
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where transmission into a vacuum corresponds to our assumption that the back of the plate is free. The dimensionless plate thickness $\zeta$ is taken as 0.8 for each plate, and stresses are computed for $0 \leq \tau \leq 2$ at intervals of 0.10. In the case of the Fe plate (Figure 4.2), only the incident wave from the projectile and the first reflection from the back of the plate appear, since

\begin{equation}
\sigma_{\zeta\zeta}(2.0, 0.2) = [\sigma'_{\zeta\zeta}(2.0, 0.2) + (-1) \cdot \sigma'_{\zeta\zeta}(2.0, 1.4)] \cdot 1
\end{equation}

Figure 4.2 - Reflection of Stress Waves in Fe Plate

the latter, upon reaching the front of the plate, is entirely transmitted into the projectile. Let us consider for example the axial stress at point A. Since this point lies behind both the incident wave front and the reflected wave front, there will be two terms: first, the direct stress at A; second, the product of the Fe→Vac reflection coefficient by the stress at the reflection A' of A about the rear of the plate. The sum is then multiplied by the projectile → plate transmission coefficient:
where \( \sigma' \zeta \) denotes the stress computed on the half-space.

For the corresponding point Ti plate, there are three waves to consider (Figure 4.3), since the reflection from the back of the plate is not entirely transmitted into the projectile when it reaches the front surface, but is partly reflected back into the plate.

![Figure 4.3 - Reflection of Stress Waves in Ti Plate](image)

Thus we have in this case

\[
\sigma_\zeta(2.0,0.2) = [\sigma' \zeta(2.0,0.2) + (-1) \cdot \sigma' \zeta(2.0,1.4) + (-1) \cdot (R_{Ti\rightarrow Fe} \cdot \sigma' \zeta(2.0,1.8))]_{Fe\rightarrow Ti}
\]

where T and R are the transmission and reflection coefficients as indicated by the subscripts.

The results of this computation are shown as stress contours in Figures 4.4 and 4.5, plotted in the \( \tau - \zeta \) plane. The heavy diagonal lines in these two figures show the fronts of the incident and reflected waves. The shaded areas indicate regions of tensile stress.
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Figure 4.4 - Stress Distribution in Fe Plate
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4.10 Wave Analysis for Laminated Plate

The analysis discussed above is extended here to provide a solution for the stresses in a laminated plate; we consider plates consisting of a layer of Fe and a layer of Ti, in both orders and various relative thicknesses.

The necessity for a somewhat simplified approach can be seen by referring to Appendix A, where the formal integral solution for a laminated plate is derived under a set of rather artificial boundary conditions chosen largely for the relative simplicity they provide while still retaining some resemblance to the physical situation. Even under these conditions, it can be seen that the formal solution is of an inordinate degree of complexity: evaluation requires that 8 equations similar to (A.38) be solved, and each of these, in order to be solved, must be further complicated by substitution of the defined values of the variables $m_1$, $n_1$, $p_1$, $q_1$, and by the insertion of an expression for the transform of the pressure history. Clearly, the practical value of this formal solution is somewhat limited.

4.11 Method of Solution

As stated above, the approach used is the same as that previously discussed for a single plate. The half-space stresses computed there were again used as input data for determination of the plate stresses. The computation was carried out for six cases: the two plate materials considered were again Fe and Ti, and in each order of the two, the stresses were computed for component-plate thickness ratios of 1:3, 1:1, and 3:1.
4.12 Numerical Evaluation

Detailed discussion of the program for the second phase of the problem, the composition of the stresses, has been reserved for this section because the same program was used here as for the single plates; the program was actually written for the laminated plates and the single plates treated as a special case.

4.12.1 Input Data

There are two types of data for the program; first, the half-space stresses computed in the first phase of this problem; second, the characteristics of the plate. They are handled in this order; first, the stress data are read (in the part of the program enclosed on the block diagram in dashed lines), consisting simply of a list of either all radial or all axial stresses. Then the plate data are read. We assume that the transmission and reflection of the stress waves is described by the transmission and reflection coefficients for plane waves as derived by Kolsky (22).

<table>
<thead>
<tr>
<th>Incident Wave in</th>
<th>Transmitted into</th>
<th>Fe</th>
<th>Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>T = 1</td>
<td>T = .735</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R = 0</td>
<td>R = .265</td>
<td></td>
</tr>
<tr>
<td>Ti</td>
<td>T = .735</td>
<td>T = 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R = -.265</td>
<td>R = 0</td>
<td></td>
</tr>
<tr>
<td>Vacuum</td>
<td>T = 0</td>
<td>T = 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R = -1</td>
<td>R = -1</td>
<td></td>
</tr>
</tbody>
</table>
The R and T read in are simply the reflection and transmission coefficients indicated by the subscripts 0 for the projectile, 1 for the upper plate, and 2 for the lower; e.g., $R_{21}$ is the reflection coefficient for a wave in the lower plate reflecting from the upper. It is noted that the reflection coefficient at the bottom surface of the plate is -1 for either plate material.

The code number $K_{H}$ is 3, 5, 7, or 9 for an upper plate thickness of .2, .4, .6, or .8 respectively; the total plate thickness is .8 in all cases.

4.12.2 Outline of Computer Program

The program for this phase is diagramed in Figures 4.6 - 4.8. After the data are read as described above, the numbers $H_1$, $H_2$ and $K_H$ are computed. The first two of these are the thicknesses of the top and bottom plates, and are computed only to be printed so that the output can be identified. The actual values of time, depth, and plate thickness are not used in the computations nor in the logical decisions, which can be performed more conveniently by working with the fixed-point indices corresponding to these, defined by

$$I = 10T + 1$$
$$J = 10Z + 1$$
$$K_H = 10H_1 + 1$$

The additional constant $K_H$ is defined because of the convenience of having a set of values 1, 2, 3, 4 corresponding to the values of $H_1$.

The first step in the program after the data and required constants are all available is to initialize $I = 2$. $T$ is then computed (initially .1) and printed. Determination of $N_K$ corresponds to the statement that, for
The R and T read in are simply the reflection and transmission coefficients indicated by the subscripts 0 for the projectile, 1 for the upper plate, and 2 for the lower; e.g., \( R_{21} \) is the reflection coefficient for a wave in the lower plate reflecting from the upper. It is noted that the reflection coefficient at the bottom surface of the plate is -1 for either plate material. The code number \( KH \) is 3, 5, 7, or 9 for an upper plate thickness of .2, .4, .6, or .8 respectively; the total plate thickness is .8 in all cases.

4.12.2 Outline of Computer Program

The program for this phase is diagramed in Figures 4.6 - 4.8. After the data are read as described above, the numbers \( H_1, H_2 \) and \( KH \) are computed. The first two of these are the thicknesses of the top and bottom plates, and are computed only to be printed so that the output can be identified. The actual values of time, depth, and plate thickness are not used in the computations nor in the logical decisions, which can be performed more conveniently by working with the fixed-point indices corresponding to these, defined by

\[
I = 10T + 1 \\
J = 10Z + 1 \\
KH = 10H_1 + 1
\]

The additional constant \( KH \) is defined because of the convenience of having a set of values 1, 2, 3, 4 corresponding to the values of \( H_1 \).

The first step in the program after the data and required constants are all available is to initialize \( I = 2 \). \( T \) is then computed (initially .1) and printed. Determination of \( NK \) corresponds to the statement that, for
Figure 4.6 - Block Diagram of Program
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any \( T, Z \) will not exceed \( \min(T, 8) \). Then \( J \) is set to 1 (\( Z=0 \)), and \( J \) is compared to \( KH1 \) and the dummy variable \( IDIOT \) given the value 1 or 2 depending on whether the point being considered is in the upper or lower plate (at the interface \( J = KH1(Z=H1) \), the stress is computed first for a point in the upper plate approaching the interface). The actual stress computation for points in the upper and lower plates is carried out in the routines labelled (A) and (B) respectively. The sum of the stresses, \( S \), is then multiplied by \( T01 \), since the half-space stresses are for a unit stress input, and \( Z \) and \( S \) are printed. The three tests shown just below this in the lower right corner of Figure 4.6 are to determine whether the stress just computed was for the upper plate at the interface. If so, the next computation is for the lower plate at the same point. In any other case, \( J \) is tested to see if \( Z \) has reached its maximum value. If not, \( J \) is incremented and the computation is repeated; if so, \( I \) is incremented and \( J \) reset to 1. When \( I \) is found to have reached its maximum, the computation has been completed for the entire plate, and the data for the next plate are read and the program (except for reading the stress data) repeated. It should be noted that the program does not have a logical end. After all the plate data desired have been read and processed, the computer stops and is then instructed manually to return to the beginning and read the other set of stresses, then go on to reread each set of plate data and compute the other set of plate stresses.

4.12.3 Computational Portion of Program

As has been mentioned, the composition of stresses is performed in routines (A) and (B) of the program, shown in Figures 4.7 and 4.8. Here
Figure 4.7 - Detail A of Block Diagram
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Figure 4.8 - Detail (B) of Block Diagram
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we shall briefly explain (A) and (B), though slightly more complex, is analogous thereto.

Initially, the stress (radial or vertical) is set equal to the corresponding half-space stress; this accounts for the initial stress wave. Each test in this part of the program, with the exception of the test on KH, is to determine whether a relation between I and J (and hence between T and Z) is such that the point (I, J) lies behind the front of a particular wave. If so, a stress component, consisting of the product of the half-space stress at an appropriate point by the appropriate coefficients to account for the reflections and transmissions undergone by the particular wave reflection in reaching (I, J), is added to the sum of stresses, S, already computed for (I, J), and the computation proceeds to the next step; viz., testing to see whether the succeeding reflection has reached (or passed) (I, J). If not, the computation goes on to the next cycle; it having been found that a given reflection has not yet reached a given point, there is no reason to test for succeeding waves.

The cycle on the left-hand side of Figure 4.7, and the first three steps on the right, are common to all four thickness ratios \( \frac{12}{6}, \frac{14}{7}, \frac{16}{8}, \frac{18}{9} \); the computation goes through these steps for all plates. In addition, there is one reflection peculiar to the \( \frac{12}{6} \) plate (KH=1), and two to the \( \frac{16}{8} \) plate (at the corresponding stage in the lower plate (part B)), there are three for the \( \frac{18}{9} \) plate), so here the program branches according to the value of KH, and the indicated computation performed.

Now the return is made to the main program, the stress multiplied by
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Tol (the last step in the computation, which, however, being common to A and B, is placed in the main program) and printed, and the remainder of the program executed.

4.12.4 Results of Numerical Evaluation

The results of this phase of the program, as with the single plates, are presented in the form of stress contours, figures 4.9 - 4.14, with the tensile areas shaded and the wave fronts indicated as in Figures 4.4 and 4.5. The absence of contours at the lower right in several of the figures is due to the uncertainty resulting from the necessity of using the relatively coarse mesh (.1 x .1) in order to avoid exceeding the capacity of the computer; however, the values of the stresses in these areas were small, in general not in excess of .05.

4.13 Qualitative Discussion of Results

In order to consider the relative merits of the six laminated plates under consideration, they were each divided into five sections as shown:
The plates are assigned numbers in the same order as that in which they appear in the figures:

1. 2 Fe, 6 Ti
2. 4 Fe, 4 Ti
3. 6 Fe, 2 Ti
4. 2 Ti, 6 Fe
5. 4 Ti, 4 Fe
6. 6 Ti, 2 Fe

Then for each of the five sections, corresponding to the first few wave reflections, the plates were ordered according to the maximum tensile stresses found in the section. The results are as follows:

<table>
<thead>
<tr>
<th>Section</th>
<th>(\sigma_{\rho\rho})</th>
<th>(\sigma_{\zeta\zeta})</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1 = 2 = 3 &gt; 4 = 5 = 6</td>
<td>(No tensile stresses)</td>
</tr>
<tr>
<td>II</td>
<td>1 &gt; 2 &gt; 3 &gt; 5 &gt; 6 &gt; 4</td>
<td>(None)</td>
</tr>
<tr>
<td>III</td>
<td>3 &gt; 1 &gt; 2 &gt; 5 &gt; 4 &gt; 6</td>
<td>(None)</td>
</tr>
<tr>
<td>IV</td>
<td>1 &gt; 4 &gt; 5; None for 2, 3, 6</td>
<td>(None)</td>
</tr>
<tr>
<td>V</td>
<td>1 &gt; 2 &gt; 3 &gt; 4 &gt; 5 &gt; 6</td>
<td>3 &gt; 2 &gt; 1 &gt; 5 &gt; 4 = 6</td>
</tr>
</tbody>
</table>

In general, we may make the following observations regarding the various laminated plates: first, that those with the Fe component on top are subjected to higher stresses; and second, that those with the thinner top plate are also higher.

Taking the optimum plate to be that with the lowest maximum tensile stress, then, we would rate #6 first, then #4 and #5, followed by #2 and #3, and finally #1, which shows the highest maximum stresses.
Figure 4.9 - Stresses in Laminated Plate: .2 Fe; .6 Ti
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Figure 4.10 - Stresses in Laminated Plate: \( \frac{1}{4} \) Fe; \( \frac{1}{4} \) Ti
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Figure 4.11 - Stresses in Laminated Plate: 0.6 Fe; 0.2 Ti
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Figure 4.12 - Stresses in Laminated Plate: .2 Ti; .6 Fe
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Figure 4.13 - Stresses in Laminated Plate: .4 Ti; .4 Fe
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Figure 4.14 - Stresses in Laminated Plate: .6 Ti; .2 Fe
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4.14 Implications on Ballistic Resistance of Plates

In the previous paragraphs of this section the transient stress wave that crosses the plate system has been analyzed. The two stress components, radial (equivalent to tangential) and vertical have been numerically determined.

In a plate composed of a single material, the two stress components are compressive at the wave front. The magnitude of these stresses is quite large and for plates of thickness less than the bullet radius \( h/a < l \) the vertical stress is of the order of magnitude of the impact pressure.

The transient spikes decay very quickly. The decay time is of the order

\[
\Delta t \sim \frac{1}{c} \frac{a}{l}
\]

where

- \( a \) = radius of bullet
- \( c \) = longitudinal sonic velocity

The stress components decay to a very steady stress configuration. The vertical stress is compressive and the radial stress is tensile. These stresses decay with depth much faster than the spikes.

Let us make a quick estimate of the decay time of a .1" steel plate for

\( h/a = .5 \) (a \( \sim 0.05 \) ft). The sonic velocity for steel is about 17,000 ft/sec.

Thus

\[
\Delta t \sim \frac{1}{17000} \times .05 \sim 3 \times 10^{-8} \text{ sec.}
\]

This time is very nearly the minimum to fracture observed by Zhurkov\(^8\). Since this spike is held for such a short time, fracturing will not occur unless the stress level exceeds the stress at the wave front.
There are three regions in which the transient spike is analyzed for fracture:

1. As the wave crosses the plate, the first time, the sheer stress or the difference between the compressive stresses may become large.

2. The reflected transient vertical stress is tensile and the resulting vertical stress may be tensile.

3. The reflected radial stress is tensile and the total radial will be tensile.

In the first wave the stresses are compressive near the wave front. The fracture here will be dependent on the resolved shear stress. The Mohr's circle diagram of the fracture criterion is shown in Fig. 4.15. The critical shear stress will be taken as twice the tensile yield stress.

The shear stress in the directed wave is

\[ \tau = \frac{1}{\beta} f_1 \left( \frac{z}{a} \right) \]

\( f_1 (z/a) \) is the geometrical decay of the wave front and is shown in Fig. 4.16.

The maximum radial and vertical tensile stresses in the reflected wave are computed graphically by adding the value of the static stress at z/a to the negative of the stress at the wave front at position \( \left( \frac{h}{a} + \frac{z}{a} \right) \)

The resulting maximum tensile stresses are plotted at a function of z/a parameterized by h/a. The maximum radial stresses are shown in Fig. 4.17 and the maximum tensile vertical stresses in 4.18.
Figure 4.15 - Mohr's Diagram Showing Fracture Criterion in Compressive Wave Front

\[ \tau = \frac{1}{2} \sigma_{TY} \]
Figure 4.16 - Decay of Maximum Shear in Compressive Front

MRD DIVISION
GENERAL AMERICAN TRANSPORTATION CORPORATION

78
Figure 4.17 - Maximum Vertical Stress vs Depth for Various Plate Thicknesses

Figure 4.18 - Maximum Radial Stress vs Depth for Various Plate Thicknesses
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For each plate thickness the vertical tensile stress has a maximum near the center of the plate. The radial tensile maximum is at the surface near the bullet.

The envelope of the maximum tensile radial and vertical stresses are plotted as a function of the dimensionless thickness $h/a$ (Fig. 4.19.) Also included is twice the maximum shear stress in the compressive wave.

The plate will break if any one of these stresses exceeds the tensile yield stress. The upper curve consists of the radial tensile curve for very small thicknesses and the shear for larger thicknesses. If the plate material is very strong in compression, the upper curve for thicker plates will become the tensile vertical stress envelope.

Denote the upper bound by $f(h/a)$. The stress criteria for failure is (now in dimensional form)

$$\sigma_{cy} = f(\frac{h}{a}) \rho = f(\frac{h}{a}) \frac{\mu_1 c_1 \mu_2 c_2}{\mu_1 c_1 + \mu_2 c_2} \nu_S$$

or

$$v_{50} = \frac{\mu_1 c_1 + \mu_2 c_2}{\mu_1 c_1 \mu_2 c_2} \frac{\sigma_{cy}}{f(h/a)}$$

The $v_{50}$ as a function of plate thickness is shown in figure 4.20.

The overall reduction in bullet velocity may be calculated very simply from the force on the bullet.

$$\frac{mdv}{dt} = F$$

where

- $m = \text{Mass of bullet} = \pi a^2 L \mu_2$
- $L = \text{length of bullet}$
- $v = \text{velocity of bullet}$
- $F = \text{force} = \text{normal stress times area}$

$$\pi a^2 \sigma_2 = \pi a^2 \frac{\mu_1 c_1 \mu_2 c_2}{\mu_1 c_1 + \mu_2 c_2} \nu_S$$
Figure 4.19 - Envelope of Maximum Tensile and Shear Stresses vs. Plate Thickness
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Figure 4.20 - Increase of the $v_{50}$ with Increasing Plate Thickness
The velocity is integrated from its initial velocity $V_S$ to its final velocity $V_R$ and the force term is integrated from zero time until the time that the plate breaks which is the sum of the time to fracture and the transient time of the wave.

$$t_1 = t_{\text{trans.}} + t_f$$

$$V_S \sim V_R = \frac{\mu_1 c_1 c_2}{(\mu_1 c_1 + \mu_2 c_2)L} V_S t_1$$

For most cases, $t_f$ is negligible compared with $t_{\text{trans.}}$.

$$t_1 \approx t_{\text{trans.}} = \frac{nh}{c_1}$$

and

$$\frac{V_R}{V_S} = 1 - \frac{\mu_1 c_2}{\mu_1 c_2 + \mu_2 c_2} \frac{n}{L}$$

where $n = 1$ if failure by shear stress is direct compressive wave

$n = 2$ if failure by reflected tensile stresses

Thus the $V_R$ versus $V_S$ curve is a straight line which, if extended would pass through the origin. At the lower end of this curve, however, the time to fracture may not be negligible and the $V_R$ vs $V_S$ curve will be slightly below the predicted curve.

The $\nu_{50}$ values and the maximum $V_R/V_S$ ratios were calculated for several cases for which experimental data is available. The experimental data was supplied by Mr. A. L. Alesi of the Quartermaster Corps Research and Engineering Command, Natick, Massachusetts. The predicted $\nu_{50}$ values are given in table 4.3. The $\nu_{50}$ values are evaluated for the compressive stress failure criteria.
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<table>
<thead>
<tr>
<th>Case</th>
<th>Thickness/Radius h/a</th>
<th>Density lbs/in³</th>
<th>Compressive Yield Stress (x10^-3)psi</th>
<th>High Critical Strain</th>
<th>( V_{50} ) Calc. ft/sec</th>
<th>( V_{50} ) (Exp.) ft/sec</th>
<th>Maximum ( v_r / v_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1.09</td>
<td>0.286</td>
<td>70</td>
<td>0.30</td>
<td>705</td>
<td>1850</td>
<td>0.7638</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>130</td>
<td></td>
<td>1310</td>
<td></td>
<td>0.7638</td>
</tr>
<tr>
<td>II</td>
<td>0.39</td>
<td>0.286</td>
<td>70</td>
<td>0.30</td>
<td>385</td>
<td>800</td>
<td>0.9158</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>130</td>
<td></td>
<td>715</td>
<td></td>
<td>0.9158</td>
</tr>
<tr>
<td>III</td>
<td>0.077</td>
<td>0.163</td>
<td>160</td>
<td>0.06</td>
<td>1735</td>
<td>1425</td>
<td>0.8837</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>170</td>
<td></td>
<td>1840</td>
<td></td>
<td>0.8837</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>180</td>
<td></td>
<td>1950</td>
<td></td>
<td>0.8837</td>
</tr>
<tr>
<td>IV</td>
<td>1.16</td>
<td>0.163</td>
<td>160</td>
<td>0.06</td>
<td>2480</td>
<td>1825</td>
<td>0.8113</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>170</td>
<td></td>
<td>2630</td>
<td></td>
<td>0.8113</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>180</td>
<td></td>
<td>2790</td>
<td></td>
<td>0.8113</td>
</tr>
<tr>
<td>V</td>
<td>0.675</td>
<td>0.162</td>
<td>120</td>
<td>0.12</td>
<td>1220</td>
<td>1425</td>
<td>0.8914</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>130</td>
<td></td>
<td>1320</td>
<td></td>
<td>0.8914</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>140</td>
<td></td>
<td>1425</td>
<td></td>
<td>0.8914</td>
</tr>
<tr>
<td>VI</td>
<td>0.48</td>
<td>0.162</td>
<td>120</td>
<td>0.12</td>
<td>1070</td>
<td>950</td>
<td>0.9293</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>130</td>
<td></td>
<td>1120</td>
<td></td>
<td>0.9293</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>140</td>
<td></td>
<td>1210</td>
<td></td>
<td>0.9293</td>
</tr>
<tr>
<td>VII</td>
<td>0.90</td>
<td>0.161</td>
<td>110</td>
<td>0.15</td>
<td>1370</td>
<td>1725</td>
<td>0.8570</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>120</td>
<td></td>
<td>1495</td>
<td></td>
<td>0.8570</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>130</td>
<td></td>
<td>1620</td>
<td></td>
<td>0.8570</td>
</tr>
<tr>
<td>VIII</td>
<td>0.70</td>
<td>0.161</td>
<td>110</td>
<td>0.15</td>
<td>1150</td>
<td>1400</td>
<td>0.8878</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>120</td>
<td></td>
<td>1250</td>
<td></td>
<td>0.8878</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>130</td>
<td></td>
<td>1360</td>
<td></td>
<td>0.8878</td>
</tr>
<tr>
<td>IX</td>
<td>0.84</td>
<td>0.163</td>
<td>130</td>
<td>0.10</td>
<td>1595</td>
<td>1700</td>
<td>0.8629</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>140</td>
<td></td>
<td>1715</td>
<td></td>
<td>0.8629</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>150</td>
<td></td>
<td>1840</td>
<td></td>
<td>0.8629</td>
</tr>
<tr>
<td>X</td>
<td>0.425</td>
<td>0.163</td>
<td>130</td>
<td>0.10</td>
<td>1095</td>
<td>850</td>
<td>0.9306</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>140</td>
<td></td>
<td>1180</td>
<td></td>
<td>0.9306</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>150</td>
<td></td>
<td>1260</td>
<td></td>
<td>0.9306</td>
</tr>
</tbody>
</table>

Table 4.3
PARAMETERS FOR RESIDUAL VELOCITY CALCULATION
direct wave. The values of the yield stress used are indicative of the range of yield reported in the literature. The plate descriptions together with the experimental data is classified. The descriptions of the materials and dimensions are given in Appendix B in the same order as Table 4.3. The predicted values of \( v_{50} \) are reasonable and reflect the uncertainty of the measured values of the yield strengths.
Section 5

MODEL FOR SHEAR FAILURE OF THE PLATE

The full solution of the equations of motion for impact involve the computation of both elastic and inelastic behavior in at least two dimensions plus time. The linear elastic solution for this problem is devilishly complicated. Only this model allows for an analytic solution. Since the stresses are above the static yield point for most of the deformation process, an approach is desired that will demonstrate the effects of the inelastic behavior.

To increase the mathematical description of the physics involved, and yet retain a fairly reasonably sized problem, the geometrical variations of the problem must be reduced.

To effect this geometric simplification, we note that after the stress wave has reflected at least once the vertical variation in stresses is almost zero. So the vertical variation of the stresses and displacements are approximated by setting

$$\frac{\partial}{\partial z} = 0$$

Further, since most of the motion of the plate and projectile is vertical, we will neglect the radial displacement.

5.1 Historical Background

This type of model has been used by several authors to analyze impact on thin plates. Hopkins and Prager treated the deformation of the plate as pure bending and Craggs treated the problem as pure membrane stresses. Illyushin thought that the deformation was pure shear and the Russian authors Kotchekov and Bakhshian used various visco-elastic and linear visco-plastic materials to carry out explicit calculations.
5.2 Mathematical Model

Assume a cylindrical bullet of radius \( R \), length \( L \) approaches a plate of thickness \( h \) with an incident velocity \( v_s \). The densities of the bullet and plate are \( \mu_1 \) and \( \mu_2 \), respectively. The bullet strikes the plate. Denote the region of the plate directly under the bullet as the plug. Fig. (5.1) (Assume the propagation velocity for the transient spike stress waves is infinitely fast). Thus the momentum in the bullet is transferred instantaneously to the bullet and plug system.

The mass of the bullet is

\[
M = \pi \mu_1 R^2 L
\]  
(5.1)

and the mass of the plug is

\[
m = \pi \mu_2 R^2 h
\]  
(5.2)

The momentum in the bullet before impact is

\[
p = M v_s
\]  
(5.3)

The resulting velocity of the mass and plug system is given by the conservation of linear momentum

\[
M v_s = (M+m) v_o
\]  
(5.4)

or

\[
v_o = \frac{M}{M+m} v_s
\]  
(5.5)

Assume that the only motion of the plate is in the vertical direction and that the only variation of displacement occurs in the radial direction (i.e. the variations in stress across the thickness of the plate are neglected). Further, assume that the membrane stresses and bending moments are zero.
This resulting deformation is thus a shear deformation. A further assumption is that the plug itself does not undergo any further deformation.

These assumptions have the effect that only the shear deformation near the rim of the bullet will be investigated. At the expense of full geometric detail, the influence of the non-elastic mechanisms of deformation will be brought to light.

Under these assumptions, the equations of motion in the plate reduce to a single equation

\[
\mu^2 \frac{\partial v}{\partial t} = \frac{\partial \tau_{rz}}{\partial r} + \frac{\tau_{rz}}{r} \tag{5.6}
\]

where

\[
\begin{align*}
v &= \text{particle velocity} \\
v &= \frac{\partial u}{\partial t} \\
u &= \text{vertical displacement} \\
\tau_{rz} &= \text{shear stress}
\end{align*}
\]

The shear strain is defined by

\[
\gamma_{rz} = \frac{\partial u}{\partial r} \tag{5.7}
\]

The equation of mass continuity in the plate is

\[
\frac{\partial v}{\partial r} = \frac{\partial \gamma_{rz}}{\partial t} \tag{5.8}
\]

One further relation is needed to complete the description. This equation is the equation of state if the material is conservative or constitutive equation if the material is not conservative. In either case, this equation
is a relation between the stresses and strains.

For the plastically deforming media, this constitutive equation is of the form

$$\dot{\gamma}_{rz} = \dot{\gamma}^e_{rz} + \dot{\gamma}^p_{rz}$$  \hspace{1cm} (5.9)

where

$$\dot{} = \frac{d}{dt}()$$

$$\dot{\gamma}_{rz} = \text{Total strain rate}$$

$$\dot{\gamma}^e_{rz} = \text{elastic strain rate}$$

$$\dot{\gamma}^p_{rz} = \text{plastic strain rate}$$

For this problem, the elastic component of strain rate will be given by the differentiated form of Hooke's law.

$$\dot{\gamma}^e_{rz} = \frac{\dot{\gamma}_{rz}}{G}$$  \hspace{1cm} (5.10)

with

$$G = \text{shear modulus}$$

The plastic strain rate term can be quite involved, depending on the material and boundary condition (see Section 2 for details). For the present derivation, it is assumed that the plastic strain rate is a function of the instantaneous stress only. No explicit terms will be inserted for this until the numerical evaluation.

Then

$$\dot{\gamma}^p_{rz} = \phi(\tau_{rz})$$  \hspace{1cm} (5.11)
The constitutive equation is then

\[ \gamma_{rz} = \frac{\tau_{rz}}{\alpha} + \phi(\tau_{rz}) \]  

(5.12)

These equations must be solved subject to the following boundary and initial conditions.

Initial conditions

\[
\begin{align*}
\gamma &= 0 & r > R \\
\gamma &= \gamma_0 & r = R \\
\frac{\partial \gamma}{\partial t} &= 0 & t = 0
\end{align*}
\]

Boundary conditions

\[(M+m) \frac{\partial \gamma}{\partial t} = 2\pi Rh \tau_{rz}, \quad r = R, \quad t > 0\]

Introduce the following dimensionless parameters

- \[\tau_{rz} \quad \text{Dimensionless Shear Stress}\]
- \[\gamma = \frac{\gamma_{rz}}{\gamma_s} \quad \text{Dimensionless Shear Strain}\]
- \[\tau = \frac{ct}{R} \quad \text{Dimensionless Time}\]
\[ \rho = \frac{r}{R} \quad \text{Dimensionless Distance} \]

\[ U = \frac{u}{\gamma SR} \quad \text{Dimensionless Displacement} \]

\[ V = \frac{v}{\gamma S \sigma} \quad \text{Dimensionless Velocity} \]

\[ C = \frac{G}{\sqrt{\mu^2}} \quad \text{Sonic Velocity in plate} \]

\[ \gamma_S = \frac{T_S}{G} \]

In these dimensionless variables the equations reduce to:

Momentum conservation

\[ \frac{\partial v}{\partial \tau} = \frac{\partial T}{\partial \rho} + \frac{T}{\rho} \quad (5.13) \]

Continuity

\[ \frac{\partial \gamma}{\partial \rho} = \frac{\partial \gamma}{\partial \tau} \quad (5.14) \]

Constitutive equation

\[ \frac{\partial \gamma}{\partial \tau} = \frac{\partial T}{\partial \tau} + \psi(T) \quad (5.15) \]

with

\[ \psi(T) = \frac{R}{c \gamma S} \phi\left(\frac{\tau Z}{T S}\right) \quad (5.16) \]

A word of caution should be extended at this point. The form of the function \( \psi \) which describes the plastic flow may or may not be amenable to scaling. The form that shall be used in later numerical calculations is scalable (i.e. it can be written in the form \( \psi = \psi(T) \)). However, many materials can be envisioned where this does not hold.

The boundary and initial conditions are:

Initial conditions \( v = 0 \quad \rho > 1 \)

\[ \begin{cases} v = v_0 & \rho = 1 \\ \tau = 0 \end{cases} \]
Boundary conditions \( m_o \frac{\partial V}{\partial T} = T \)
\[ \rho = 1 \quad T > 0 \]

where
\[ m_o = \frac{(M+m)c^2}{2\pi R hG} = \frac{M+m}{2M} \]

Even with simple forms of \( \psi(T) \) analytical solutions are normally impossible, so that numerical equations must be used. However, a partial analytic solution sheds some light on various features of the solution.

The continuity equation is combined with the constitutive equation
\[ \frac{\partial V}{\partial \rho} = \frac{\partial T}{\partial \tau} + \psi(T) \]  \hspace{1cm} (5.17)

This equation with the momentum equation forms a system of totally hyperbolic partial differential equations. Thus this system can be simplified by the method of Riemann characteristics. The ulterior goal of this analysis is to find a simplified solution for the jump or shock conditions at the wave front that will propagate into the medium.

Add and subtract the momentum equation and continuity equations.
\[ \frac{\partial V + \partial V}{\partial \tau} = \frac{\partial T}{\partial \rho} \pm \frac{\partial T}{\partial \tau} \pm \frac{T}{\rho} \pm \psi(T) \]  \hspace{1cm} (5.18)

Define the characteristics coordinates \( \alpha, \beta \)
\[ 2\alpha = \tau + \rho \]
\[ 2\beta = \tau - \rho \]

The characteristic \( \beta = \text{constant} \) is a line on a sonic wave which propagates outward and the line \( \alpha = \text{constant} \) is a line on a sonic wave which propagates inward.
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In terms of these characteristics the equations above may be written

\[
\frac{dV}{d\alpha} - \frac{dT}{d\alpha} = \frac{T}{\rho} + \psi(T) \quad \text{along } \alpha = \text{constant}
\]

\[
\frac{dV}{d\beta} + \frac{dT}{d\beta} = \frac{T}{\rho} - \psi(T) \quad \text{along } \beta = \text{constant}
\]

The characteristics are the only lines on which the solutions can be discontinuous.

Now consider the \( \beta \) characteristic that passes through the point \( \rho=1, \tau=0 \). Ahead of this characteristic the solution is identically zero. By considering the solution to any \( \alpha \)-characteristic that crosses this line (in differential form)

\[
dT + dV = (T + \psi(T)) \, d\beta
\]

(5.19)

however \( d\beta = 0 \)

Thus

\[
[T^+ - T^-] = [V^- - V^+]
\]

where the plus superscript refers to the values on one side of the \( \beta \)-characteristic and the minus superscript refers to the values on the other side. Thus, at the wave front, the jump in the dimensionless velocity is equal to the negative of the jump in the shear stress.

Along the \( \beta \)-characteristic the characteristic equation is simplified to

\[
-2 \frac{dT}{d\alpha} = \left( \frac{T}{\rho} + \psi(T) \right)
\]

(5.20)

or writing \( \alpha \) as a function of \( \rho \) only

\[
\frac{dT}{d\rho} = - \frac{1}{2} \left[ \frac{T}{\rho} + \psi(T) \right]
\]

(5.21)

Thus, at the wave front a simpler equation giving \( T \) as a function of \( \rho \) is available together with the relation \( T = -V \)
5.3 **Numerical Method of Solution**

The equations to be solved are

\[
\frac{\partial V}{\partial \tau} = \frac{\partial T}{\partial \rho} + T \quad \frac{\partial V}{\partial \rho} = \frac{\partial T}{\partial \tau} + \psi(T)
\]

in the region

\[\rho \neq 1\]
\[\tau \neq 0\]

subject to the boundary and initial conditions.

Initial conditions

\[
\begin{align*}
\rho &> 1 \quad V = 0 \\
\rho & = 1 \quad V = V_0
\end{align*}
\]

Boundary conditions

\[
\omega(\rho, \tau) = T, \quad \rho = 1, \quad \tau > 0
\]

The displacement is \( U \) and the total strain and particle velocity are defined by

\[
V = \frac{\partial U}{\partial \tau} \quad \gamma = \frac{\partial U}{\partial \rho}
\]

The total plastic strain at any time and position is given by the integral

\[
\gamma_p(\rho, \tau) = \int_0^\tau \psi(\rho, \tau') \, d\tau'
\]

In addition to these, a simpler equation gives the stresses and particle
velocity at the wave front

\[
\begin{align*}
\frac{dT}{d\rho} &= -\frac{1}{2}(\frac{T}{\rho} + \psi(T)) \\
V &= -T
\end{align*}
\]

along \( \rho = \tau + 1 \)

These equations were solved by a finite difference set of equations. The finite difference scheme is given below.

Form a square mesh work in the \( \rho, \tau \) plane. The increment of mesh size in \( T \) is \( \Delta \tau \) and the increment in \( \rho \) is \( \Delta \rho \), as shown in the figure. The index is refers to the increments in \( \rho \) and the index \( n \) refers to the increments in \( \tau \).

At some time \( t^{n-1} \) the displacements and velocities at the corners of the mesh \( U_i^{n-1}, V_i^{n-1} \) are known and the stress and accumulated plastic strain at the midpoint between each pair of mesh points, \( T_{i+1/2}^{n-1}, \gamma_p^{n-1/2} \) are known. In addition, the wave front is located at \( i = n-1 \) and the stress and particle velocity at this point are known. The displacement is zero at the wave front.

First the displacements at time \( \tau^n \) are computed

\[
U_i^n = U_i^{n-1} + V_i^{n-1/2} \Delta \tau, \text{ for the points } 1 \leq i \leq n-1.
\]

The displacement at \( i = n \) is zero, i.e., \( U_n^n = 0 \).

The total strain at the midpoint of each cell is computed

\[
\gamma_{T_{i-1/2}}^{n+1/2} = \frac{U_{i+1}^n - U_i^n}{\Delta \rho}
\]

(5.27)
The increment in plastic strain $\gamma_p^{n+1/2}$ is computed by a Runge-Kutta integration assuming a constant total strain-rate process in each cell during this time step.

$$\gamma_p^{n+1/2} = \gamma_p^{n+1/2} + \frac{\Delta \tau}{6} (f_1 + 2f_2 + 2f_3 + f_4) \quad (5.28)$$

where

$$f_1 = \phi(T^n_{i+1/2})$$
$$f_3 = \phi(T^n_{i+1/2} + \Delta \tau f_2)$$
$$f_2 = \phi(T^n_{i+1/2} + \frac{\Delta \tau}{2} f_1)$$
$$f_4 = \phi(T^n_{i+1/2} + \frac{\Delta \tau}{2} f_3)$$

The stress at each midpoint is found by the integrated form of the constitutive equation

$$T^n_{i+1/2} = T^n_{i-1/2} - \gamma_p^n \quad (5.29)$$

The accelerations and particle velocities are computed at each interior point

$$\left. \frac{\partial v}{\partial \tau} \right|_i = \frac{T^n_{i+1/2} - T^n_{i-1/2}}{\Delta \rho} + \frac{1}{2} \left( \frac{T^n_{i+1/2} + T^n_{i-1/2}}{\rho_i} \right) \quad (5.30)$$

$$v^n_{i+1/2} = v^n_{i-1/2} + \left. \frac{\partial v}{\partial \tau} \right|_i \Delta \tau \quad (5.31)$$

The stress and velocity at the wave front are computed by a Runge-Kutta solution of

$$\frac{\partial T}{\partial \rho} = - \frac{1}{2} \frac{T}{\rho} + \psi(T) \quad (5.32)$$
The particle velocity at \( i = 1 \) is solved by using the boundary condition. Interpolation of the stresses in the first two cells is used to derive the stress at \( \rho = 1 \).

\[
\frac{\partial v}{\partial t} \bigg|_1^n = \frac{1}{m_0} \left( \frac{3}{2} T_1^n - \frac{1}{2} T_2^n \right)
\]  

(5.33)

All the values at \( T^n \) have been computed. Now the time is increased and the cycle is repeated.

The computation is continued until one of two things occurs, either the stress at the surface goes below the yield stress, at which time no further flow can occur, or the plastic strain in the first cell exceeds the limit, at which fracture will probably occur, at which time fracture occurs and the plug is free. If the second case occurs then the plate has been perforated.

The difference scheme was checked for stability and convergence by running trial calculations using different sizes of the mesh. The difference scheme was stable, varying roughly as the order of \( h^4 \).

5.4 Results

The calculations were evaluated for several cases of interest. The calculations are divided into two categories. The first category was the determination of the effect of the various parameters on the shape and location of the \( v_R \) vs. \( v_s \) curve. The second category was the evaluation of certain specific plate and target materials for which experimental values of the \( v_R - v_s \) were available. In addition to these cases, one of the cases was evaluated for the stresses, displacements and particle velocities everywhere.
The form of the plastic strain rate term in the constitutive equation was taken as (see Sec. 2)

\[ \varepsilon_p = \varepsilon_p^0 e^{-A/T} = \phi(\tau) \]  \hspace{1cm} (5.34)

where

\[ \varepsilon_p^0 \] is the maximum possible plastic strain rate

\[ A \] is a constant

This form of the plastic strain rate component is easily rendered into the dimensionless form by appropriate change in A. Since the behavior of this function is almost as sharp as a unit step function, the scaling behavior is dependent on the ratio of \( \frac{T_{IZ}}{A} \). For values of this number less than 0.5, the behavior is almost entirely elastic. For values of this ratio in the neighborhood of unity or above the behavior is almost that of a perfect fluid.

\( \varepsilon_p^0 \) and A were evaluated for typical titanium alloys by assuming the model derived in Section 2, and using the constant strain rate data for various titanium alloys\(^{(7)}\).

Table 5.1 gives the values of A and \( \varepsilon_p^0 \). The maximum critical strain was assumed independent of the rate and was chosen as \( 1/2 \) of the critical elongation in tension. The most probable value in the literature\(^{(35)}\) is also shown in the table.

The residual velocity \( v_R \) versus the striking velocity \( v_s \) was evaluated for two typical titanium alloys which show the influence of one of the parameters. The two alloys were Ti 2.5 Sn 5Al and Ti 4 Mn 4Al which very nearly have the same static compressive yield strength, the same value of A, and the same value of \( \varepsilon_p^0 \).
Table 5.1

PLASTIC PROPERTIES OF PLATE MATERIALS IN SHEAR

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Strain Rate Parameters</th>
<th>Critical Shear Strain</th>
<th>Static Compression Yield Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti 2.5 Sn 5Al</td>
<td>( \varepsilon_p = \varepsilon_p^0 e^{-A/\tau} )</td>
<td>( \varepsilon_p^0 )</td>
<td>( \varepsilon_p^c )</td>
</tr>
<tr>
<td>Ti 4 Al 4 Mn</td>
<td>8.0 ( \times 10^6 ) psi</td>
<td>5 ( \times 10^5 )/sec</td>
<td>0.10</td>
</tr>
<tr>
<td>Mn Fe</td>
<td>8.5</td>
<td>5 ( \times 10^5 )/sec</td>
<td>0.05</td>
</tr>
<tr>
<td>Property</td>
<td>Projectile</td>
<td>Plate</td>
<td></td>
</tr>
<tr>
<td>--------------------------------</td>
<td>------------------</td>
<td>------------------</td>
<td></td>
</tr>
<tr>
<td>Material</td>
<td>4300 Steel</td>
<td>Ti 2.5 Sn 5 Al</td>
<td></td>
</tr>
<tr>
<td>Pertinent Dimensions</td>
<td>R = 0.22&quot;</td>
<td>h = 0.100&quot;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L = 0.25&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Density</td>
<td>0.283 lbs/in</td>
<td>0.163 lbs/in^3</td>
<td></td>
</tr>
<tr>
<td>$\sigma_{y, static}$ compressive yield strength</td>
<td>150,000 psi</td>
<td>120,000 psi</td>
<td></td>
</tr>
<tr>
<td>A coefficient in exponent of strain rate term</td>
<td></td>
<td>$8.0 \times 10^5$ psi</td>
<td></td>
</tr>
<tr>
<td>$\varepsilon_{p, max}$ plastic strain rate</td>
<td></td>
<td>$5 \times 10^5$/sec</td>
<td></td>
</tr>
<tr>
<td>max critical elongation</td>
<td></td>
<td>0.15</td>
<td></td>
</tr>
</tbody>
</table>
The major difference is that the critical permanent strain at fracture in one Ti 2.5 Sn 5Al, is nearly double that of the other alloy. The $v_\text{R}$ vs. $v_\text{s}$ curves that were calculated for these two alloys are shown in figures 5.2 - 5.9. The $v_{50}$ point or the velocity of incident perforation is taken as the intercept of the $v_\text{R}$-$v_\text{s}$ curve with the $v_\text{s}$ axis. This $v_{50}$ is plotted versus $\bar{m}$ for the two alloys. (Fig. 5.10).

A typical steel was the other case evaluated. The same yield strength as the titantium alloys was used but the maximum strain rate and maximum critical elongation were taken as twice that of the Ti 2.5 Sn 5Al. No good strain rate data is available on steels. This data was chosen since it represents a much more ductile material. The $v_\text{R}$ vs. $v_\text{s}$ curves are shown in figures 5.11-5.14.

One case was evaluated for all stresses and particle velocities as a function of position and time for several values of the striking velocity. The case chosen for this evaluation was a Ti 2.5 Sn 5Al plate thickness 0.10 inches being struck by a 4340 steel cylindrical projectile 0.22" diameter, 0.25" length. Material properties of the plate are given in Table 5.2. The vertical particle velocity and the shear stress are shown as a function of position and time for five impacting velocities, ranging from below the elastic limit to 25 times higher, (Fig. 5.15-24). Where the diagrams are incomplete, this means the plate has been perforated and the stresses have gone to zero.

The permanent deformation of the plate as shown for these five cases in Figure 5.25.

Four specific cases of the $v_\text{R}$ vs. $v_\text{s}$ curves were evaluated to correspond
Figure 5.2

$V_r^* = V_s^*$

For a $T_1 = 2.5$, Sn = 5A1

Target with $m_o = 1$
Figure 5.3

$V_R$ vs $V_S$

For a Ti $2.5$ Sn $5Al$ Target

with $m_o = 2$
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Figure 5.4

$V_R$ vs $V_S$

For a Ti 2.5 Sn 5Al target with $m_o = 3$
Figure 5.6

$V_R$ vs $V_S$ for a Ti 4 Mn 4 Al Target

with $m_o = 1$
Figure 5.7

$V_R$ vs $V_s$ For a Ti-4 Mn-4 Al Target

with $m_o = 2$
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Figure 5.8

$V_R \sim V_S$

For a Ti 4 Mn 4 Al Target with $m_o = 3$
Figure 5.10 - $V_{50}$ vs. $m_0$ for Two Titanium Alloy Targets
Figure 5.11
$V_R$ vs $V_S$
For a Typical Manganese Steel Target with $m_0 = 1$
Figure 5.12
\[ \frac{V_R}{V_S} \]
For a Typical Manganese Steel with \( m_0 = 2 \)
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Figure 5.13
V_R vs V_S
For a Typical Manganese Steel with \( m_0 = 3 \)
Figure 5.14

$V_R$ vs. $V_S$

For a Typical Manganese Steel with $m_0 = 4$
FIGURE 5.15

Contours of Dimensionless Stress

As a Function of Position and Time
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FIGURE 5.16
Contours of Dimensionless Particle Velocity as a Function of Position and Time
FIGURE 5.18
Contours of Dimensionless Particle Velocity as a Function of Position and Time
FIGURE 5.19
Contours of Dimensionless Stress
as a Function of Position and Time
**Figure 5.20**
Contours of Dimensionless Particle Velocity as a Function of Position and Time.
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FIGURE 5.22
CONTOURS OF DIMENSIONLESS PARTICLE VELOCITY AS A FUNCTION OF POSITION AND TIME
Contour of Dimensionless Particle Velocity as a Function of Position and Time
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Plate: Ti 2.5 Sn 5Al plate
h = 0.100 in
Bullet: 4340 Steel
R = 0.125 Steel
L = 0.25 Steel

Figure 5.25 - Permanent Vertical Displacement as a Function of Radius and Input Velocity
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with experimental measurements of $v_R \text{ vs. } v_s$. This experimental data was supplied by Mr. A.L. Alesi of the Quartermaster Corps Research and Engineering Command. The description of the plate and projectile materials in conjunction with the experiments is classified. These descriptions of the plate and projectile materials are given in a classified Appendix B.

The $v_R \text{ vs. } v_s$ curves together with the experimentally determined points are shown in Fig.5-26-28. The agreement between the theoretically predicted results and the experimental results is considered good.

5.5 Summary

This section has investigated a simple geometrical model of penetration using a physically nonlinear model of nonelastic behavior,

The stress-position-time pattern is altered if there is plastic flow.

There are three basic parameters in the nonelastic model that influence the $v_R \text{ versus } v_s$ curves— the exponent coefficient $A_1$ (which is directly related to the static yield strength), the maximum flow rate and the critical strain for fracture. In addition, there is the geometrical factor of thickness or total mass of the plate under the bullet.

For all the material properties chosen, if these are held constant and only the thickness of the plate is increased the $v_{50}$ decreases almost linearly with $\frac{m_0}{m} = \frac{M+m}{2m}$.

If the flow rate of the plate is held constant, the $v_{50}$ increases with increasing critical elongations.
Figure 5.26
Residual Plate
Velocity for Case 7

- Experimental Points
Figure 5.28
Residual Plate Velocity for Case 10

O - Experimental Points
Since in most materials the flow rate and the critical elongation increase together (this combination is most likely), one set of $v_R$ versus $v_S$ curves was evaluated increasing both by the same percentage. In this case the $v_{50}$ or resistance to penetration was significantly reduced. The stresses in the region of a large amount of plastic flow are reduced slower than if there is little flow. Thus the plastic strain at that point will increase faster, thus tending to break the specimens.

The $v_R$ vs $v_S$ curves for high impact velocities are straight which, if extended, would pass through the origin. This reflects the momentum transfer to the plate material proportional to the impact velocity. This momentum transfer occurs over a short duration of time which is the time to fracture at very high stress. At lower impact velocities the stress in the plate is lower, the time to fracture becomes longer, more momentum is transferred in the plate during this longer interval and the $v_R$ vs $v_S$ curve has a greater shape and, if extended, will intersect the $v_S$ axis to the right of zero. The curvature in this bend is not great, but the intercept is shifted by anywhere for 50 fps to 500 fps.
Section 6

COMBINATION OF RESULTS

In the previous two sections, two models describing two critical phenomena in the perforation of metallic plates and metallic laminates have been discussed. The two critical areas are:

1. Transient wave propagation
2. Long time (compared to the transient) plastic flow

The \( V_p \) vs \( V_g \) curves and the \( v_{50} \) points were predicted in each case. In the actual problem both problems must be discussed simultaneously, both mechanisms of perforation of the plate must be considered in determining the resistance of the plate or laminate to ballistic impact.

The simplest way of showing the combined behavior is to assume that each mechanism is entirely independent of the other and then to superpose, the \( V_p \) vs \( V_g \) curves. The lower \( v_{50} \) and the higher \( V_p \) over \( V_g \) ratios must be used.

This combination of curves is shown schematically in fig. 6.1 for a single plate. From the results of sections 4 and 5 the transient wave is normally the dominant mode of failure.

In the laminated plates, the transient wave may be reduced in the rear plate so that the critical model for failure will be the shear model. This is shown schematically in fig. 6.2.
Figure 6.1 - $V_R$ vs $V_S$ for Single Plate (Schematic)

Figure 6.2 - $V_R$ vs $V_S$ for Laminated Plate (Schematic)
Section 7

CONCLUSIONS AND RECOMMENDATIONS

7.1 Survey of Results

The following sequence of events takes place when a bullet or projectile strikes a plate or combination of plates. When the bullet strikes the plate, a stress is immediately established at the interface between the two. A stress wave is propagated into the plate and a stress wave is propagated back into the bullet.

The stress wave that propagates into the plate has very high compressive stresses at the wave front. Both the radial and vertical stress are compressive. In a very short time after the wave front has passed, these stresses are altered. The vertical stress is still compressive but reduced in magnitude. The radial stress, however, changes size and becomes tensile.

The stress wave in the plate traverses the plate and is reflected from the back surface. Both of the reflected stresses at the wave front are tensile. These stresses add to the existing stress from the tail of the downward wave. In most cases the vertical stress is very nearly zero since a compressive component and a tensile component are being added. However, the end result is a tensile vertical stress which results in spalling.

On the other hand the radial stress in the tail of the downward wave is tensile and the reflected radial stress at the wave front is also tensile. When these two add, the resulting radial stress is large tensile.

Due to this transient behavior of the propagating stresses the plate
can be broken in three ways:

1. By spalling, due to reflected tensile vertical stress.
2. By radial and tangential fracture due to the large tensile radial stress of the incident and reflected radial stress.
3. By compressive shear fracture as the first wave crosses the plate.

If the plate survives the first wave, the problem of perforation is not over. The bullet has been reduced somewhat in velocity but it is still moving. Now this process of fracture is akin to extrusion or punching. The dominant mechanism is now shear failure at the rim of the projectile.

The laminated plates after the transient stress wave characteristics by internal transmission and reflection of stresses. The proper choice of lamination materials will reduce the critical stresses in the back plate.

The effects of lamination may be summarized by considering the transmission and reflection properties of the lameller. There are two distinct cases, based on the order of the plates. The first case is where the upper plate has a high mechanical impedance and the lower plate has a low mechanical impedance. The second case is where the plate order is reversed.

In either case, the stress wave transmitted to the back plate is lower. The reflected wave is tensile in the first case and compressive in the second. The second reflection of this wave is off the original surface and is compressive and tensile, respectively. In either case large tensile stresses develop in the upper plate. The tensile fracture is delayed a little in the second case.

The effect of lamination may be summed up to reduce the stresses in the
back plate, the stresses in the upper plate will be increased. The upper plate will fracture then at a lower impact velocity. The lower plate's resistance to fracture by the stress spike will be increased.

However, the back plate must now resist fracture by shear deformation. The projectile is moving at a lower velocity. The analysis of Section 5 now applies to the rear plate with a lower incident velocity.

7.2 Design Implications

The objective of this study program is to make a theoretical determination of the phenomena that occur when a projectile strikes a piece of armor. Through a knowledge of such phenomena, the factors which deter the penetration of the armor can be optimized and more effective armor designs can be realized. Although this study does not complete the total theory required to optimize armor design, we can already draw certain conclusions which will help the armor designer.

Results of the study up to this point indicate that there are two effects which must be eliminated or significantly reduced in order to enhance the ability of personnel armor to do its job. These effects are due to transient stress spikes and long-term shear stress.

The effect of a stress-spike perpendicular to the plane of the plate is spallation. The effect of a stress-spike in the plane of the plate (radial stress) is tearing of the plate. These effects may be alleviated by using laminated plates. The degree of alleviation will depend on the materials and geometries that are feasible to use within the limitations imposed (economics, weight, availability, bulk, etc.).
Even if the effects of transient stress spikes are significantly reduced, however, the long-time shear stress is a factor still to be considered. It is well known that the effects of long-time shear stress can be overcome by increasing the thickness of the armor. Since increasing the thickness of present armor designs would also increase their weight, this approach is not desirable.

Thus, the improvement of armor is somewhat dependent on a more adequate use of materials research. With the results of the analytic program to date and with anticipated results of future analytic work, a straight-forward and direct approach should be possible.

7.2.1 Materials

Conclusions reached from the analytic studies to date should be helpful in providing guidance in the search for new materials to use for protective armor. This guidance may be used in two ways.

The capabilities of new materials as protective armor can be assessed by making a theoretical calculation of $v_s/v_r$. This would eliminate the need for experimenting with materials which offer no hope for improvement.

In the development of new material concepts, the theoretical conclusions may be used to set the direction of research. The qualities which enhance a material's capability to resist penetration become the objects of improvement. Composite materials may be developed which combine the best qualities of two or more materials to produce a generally better armor material. For example, it is known that many ceramic materials possess unusually high compressive strength; however, they are weak in tension. It would seem that a fruitful
avenue of investigation would lie in developing a composite material which would make use of the desirable properties of the ceramic by combining it with such a material as would overcome its weaknesses. Since several material properties are involved in resistance to penetration, the problem will be one of optimization. Such a composite might take the form of a ceramic "slab" reinforced by high tensile strength wire in a suitable configuration.

7.2.2 Geometry

In addition to the improvements that may be obtained solely through materials research, there are indications that improvements are possible through geometry as well. Atkins(1) has reported an experiment wherein three separated thin plates were more effective against penetration by a hypervelocity fragment impact than a single plate of more than 5 times the combined thickness of the spaced plates. A photograph of the results of his experiment shows that the projectile neatly punched through the first plate encountered, ripped a large jagged hole and severely bent the second plate, and bent, but did not penetrate, the third plate. It would seem from these results that the first plate deforms the projectile so that it presents a rather large blunt surface to the second plate. The second plate absorbs much of the energy from the projectile, thus greatly reducing its velocity. The third plate was then able to resist penetration.

Atkins' experiment used a separation of 4 inches between plates. It is felt that this much separation is unnecessary. The only spacing that is
necessary between the first and second plates is that required to allow the projectile to deform before reaching the second plate. The spacing between the second and third plates should be sufficient to allow them to act on the plate independently.

Each of the three plates should be designed of such material as to maximize the effect it is to produce. The first plate should be of a material that will cause greatest deformation of the projectile. The second plate should be designed for maximum energy-absorbing damage to itself in order to reduce the velocity of the deformed projectile as much as possible. The third plate should be designed to withstand the penetration of the deformed, reduced-velocity projectile. In application, the spacing between the plates could be maintained by a suitable light-weight material (e.g. cotton batting).

7.2.3 Local Effects

It should be remembered, in any personnel armor design, that the problem of penetration is local. The static configuration considered as a structure is not of significance. Only those effects which apply to the immediate area of impact should be considered,
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APPENDIX A

FORMAL INTEGRAL SOLUTION FOR STRESSES
IN A LAMINATED PLATE

by

J. D. Stein and P. G. Boekhoff
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A.I Introduction

The problem of finding formal expressions for the stresses in a laminated plate will be investigated. It is assumed herein that both the material properties of the plate and the otherwise arbitrary load on the plate are axially symmetric. The plate will be loaded dynamically with an arbitrary pressure $p(r,t)$, and a method for finding the stresses in the plate in terms of the loading function and the plate characteristics will be developed.

Figure A.1 - CONFIGURATION OF LAMINATED PLATE

First, the potential functions $\phi$ and $\theta$ are defined and the partial-differential potential equations are presented. To these equations and the appropriate boundary conditions, Hankel-Laplace transforms are applied. A set of equations in the transform space is developed which, when solved by determinants, yields expressions for the transformed potential functions.
\( \Phi \) and \( \Upsilon \). Inversion formulae are given by which \( \Phi \) and \( \Upsilon \) can be found, and the stresses finally appear as explicit functions of the potentials \( \Phi \) and \( \Upsilon \).

A.II Equations of Motion

Under the assumption of axial symmetry, the equations of motion can be written as

\[
\rho \frac{\partial^2 u_r}{\partial t^2} = \frac{\partial \sigma_r}{\partial r} + \frac{\partial \tau_{rz}}{\partial z} + \frac{\sigma_r}{r} - \frac{\sigma \theta}{r}
\]

\[
\rho \frac{\partial^2 u_z}{\partial t^2} = \frac{\partial \tau_{rz}}{\partial r} + \frac{\partial \sigma_z}{\partial z} + \tau_{rz} / r
\]

where \( u_r \) and \( u_z \) are the radial and vertical (axial) components of displacement and \( \sigma_r, \sigma_\theta, \sigma_z, \) and \( \tau_{rz} \) are the radial, tangential, axial, and shear stresses respectively, and \( \rho \) is the plate density. The stresses are then given by

\[
\sigma_r = (\lambda + 2\mu) \left( \frac{\partial u_r}{\partial r} + \frac{u_r}{r} + \frac{\partial u_z}{\partial z} \right) - 2\mu \left( \frac{u_r}{r} + \frac{\partial u_z}{\partial z} \right)
\]

\[
\sigma_\theta = (\lambda + 2\mu) \left( \frac{\partial u_r}{\partial r} + \frac{u_r}{r} + \frac{\partial u_z}{\partial z} \right) - 2\mu \left( \frac{\partial u_r}{\partial r} + \frac{u_r}{r} \right)
\]

\[
\sigma_z = (\lambda + 2\mu) \left( \frac{\partial u_r}{\partial r} + \frac{u_r}{r} + \frac{\partial u_z}{\partial z} \right) - 2\mu \left( \frac{\partial u_r}{\partial r} + \frac{u_r}{r} \right)
\]

\[
\tau_{rz} = \mu \left( \frac{\partial u_r}{\partial z} + \frac{\partial u_z}{\partial r} \right)
\]

where \( \lambda \) and \( \mu \) are the Lamé numbers of the plate material.
A. III Boundary Conditions

At the surfaces of the laminated plate, the boundary conditions may be simply formulated and are not dependent on the characteristics of the plate; at the interface, however, some assumption must be made regarding the characteristics of the bond. At one extreme, the bond may be considered infinitely strong, in which case we have

\[ u_r(1) = u_r(2) \]
\[ u_z(1) = u_z(2) \]
\[ \frac{\partial u_r}{\partial r} = \frac{\partial u_r}{\partial r} \]
\[ \frac{\partial u_z}{\partial r} = \frac{\partial u_z}{\partial r} \]

where the superscripts (1) and (2) denote the top and bottom plates respectively.

At the other extreme, taking the bond strength to be zero gives

\[ \tau_{rz}(1) = \tau_{rz}(2) = 0 \]
\[ \sigma_z(1) \leq 0 \]
\[ \sigma_z(2) < 0 \]
\[ \sigma_z(2) = 0 \]
\[ u_z(1) = u_z(2) \]
\[ \frac{\partial u_z}{\partial r} = \frac{\partial u_z}{\partial r} \]
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We shall assume here a bond such that the vertical stresses and displacements are equal across the interface and the rz-shear stress is zero at each side of the interface. Then if \( p(r,t) \) is the pressure on the top surface, the boundary conditions are:

\[
\begin{align*}
\sigma_z^{(1)} &= -p(r,t) & z &= 0 \\
\sigma_z^{(1)} &= \sigma_z^{(2)} & z &= h_1 \\
\sigma_z^{(2)} &= 0 & z &= h_2 \\
\tau_{rz}^{(1)} &= 0 & z &= 0 \\
\tau_{rz}^{(1)} &= 0 & z &= h_1 \\
\tau_{rz}^{(2)} &= 0 & z &= h_2 \\
\tau_{rz}^{(2)} &= 0 & z &= h_1 \\
u_z^{(1)} &= u_z^{(2)} & z &= h_1
\end{align*}
\]

A. IV The Potential Equations

The partial-differential equations which must be solved subject to the above boundary conditions are

\[
\nabla^2 \phi_i = \frac{1}{\alpha_i^2} \frac{\partial^2 \phi_i}{\partial t^2} \quad i = 1, 2 \quad (A.1)
\]
\( \nabla^2 \theta_1 - \frac{\theta_1}{r^2} = \frac{1}{\beta_1^2} \frac{\partial^2 \theta_1}{\partial t^2} \)  \( i = 1, 2 \)  \( \text{(A.2)} \)

where

\[ \nabla^2 = \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{\partial^2}{\partial z^2} \]

\[ \alpha_1^2 = \frac{\lambda_1 + 2\mu_1}{\rho_1} \]

\[ \beta_1^2 = \frac{\mu_1}{\rho_1} \]

\( \phi_1 \) and \( \theta_1 \) are defined by

\[ u_r (1) = \frac{\partial \phi_1}{\partial r} - \frac{\partial \theta_1}{\partial z} \]  \( \text{(A.3)} \)

\[ u_z (1) = \frac{\partial \phi_1}{\partial z} + \frac{\theta_1}{r} + \frac{\partial \theta_1}{\partial r} \]  \( \text{(A.4)} \)

and the stresses are given in terms of \( \phi_1 \) and \( \theta_1 \) by

\[ \sigma_r (1) = (\lambda_1 + 2\mu_1) \nabla^2 \phi_1 - 2\mu_1 \left( \frac{\partial^2 \phi_1}{\partial z^2} + \frac{1}{r} \frac{\partial \phi_1}{\partial r} + \frac{\partial^2 \theta_1}{\partial r^2} \right) \]  \( \text{(A.5)} \)

\[ \sigma_\theta (1) = (\lambda_1 + 2\mu_1) \nabla^2 \phi_1 - 2\mu_1 \left( \frac{\partial^2 \phi_1}{\partial r^2} + \frac{\partial^2 \phi_1}{\partial z^2} + \frac{1}{r} \frac{\partial \theta_1}{\partial z} \right) \]  \( \text{(A.6)} \)

\[ \sigma_z (1) = (\lambda_1 + 2\mu_1) \nabla^2 \phi_1 - 2\mu_1 \left( \frac{\partial^2 \phi_1}{\partial r^2} + \frac{1}{r} \frac{\partial \phi_1}{\partial r} - \frac{1}{r} \frac{\partial \theta_1}{\partial z} - \frac{\partial^2 \theta_1}{\partial r^2 \partial z} \right) \]  \( \text{(A.7)} \)

\[ \tau_{rz} (1) = \mu_1 \left( 2 \frac{\partial^2 \phi_1}{\partial r \partial z} - \frac{\partial^2 \theta_1}{\partial z^2} + \frac{\partial^2 \theta_1}{\partial r^2} + \frac{1}{r} \frac{\partial \theta_1}{\partial r} - \frac{\theta_1}{r^2} \right) \]  \( \text{(A.8)} \)
If we make the substitutions

\[
\begin{align*}
\tau &= a_1 t \\
\gamma_1 &= 1 \\
\gamma_2 &= \frac{a_1}{a_2} \\
\nu_1 &= \frac{a_1}{\beta_1} \\
\nu_2 &= \frac{a_1}{\beta_2}
\end{align*}
\]

\[p_0(r, \tau) = p(r, t)\]

equations (A.1) and (A.2) become

\[
\begin{align*}
\nabla^2 \phi_1 &= \gamma_1^2 \frac{\partial^2 \phi_1}{\partial \tau^2} \quad (A.9) \\
\nabla^2 \theta_1 - \frac{\theta_1}{r^2} &= \nu_1^2 \frac{\partial^2 \theta_1}{\partial \tau^2} \quad (A.10)
\end{align*}
\]

A.V Transformation of the Differential Equations

We shall denote by \( \Phi_{1,0} \) the Hankel (order zero) -Laplace transform of \( \phi_1 \), and by \( \Phi_{1,1} \) the Hankel (order one) -Laplace transform of \( \theta_1 \). Multiplying equation (A.9) by \( r J_0(\xi r) e^{-\xi \tau} \) and integrating over \( \tau \) and \( r \) from 0 to \( \infty \), we obtain:

\[
-\xi^2 \Phi_{1,0} + \frac{d^2 \Phi_{1,0}}{dz^2} = \gamma_1^2 s^2 \Phi_{1,0} \quad (A.11)
\]
Multiplying (A.10) by \( r J (\xi r)e^{-\sigma r} \) and integrating:

\[
-d^2 \sigma'_{1,1} + \frac{d^2 \sigma'_{1,1}}{dz^2} = \nu_1^2 s^2 \sigma_{1,1}
\]  

(A.12)

Now we let

\[
m_{1}^2 = \xi^2 + \nu_1^2 s^2
\]

\[
n_{1}^2 = \xi^2 + \nu_1^2 s^2
\]

so that (A.11) and (A.12) become

\[
\frac{d^2 \sigma_{1,0}}{dz^2} - m_1^2 \sigma_{1,0} = 0
\]  

(A.13)

\[
\frac{d^2 \sigma_{1,1}}{dz^2} - n_1^2 \sigma_{1,1} = 0
\]  

(A.14)

and we obtain the following equations in the transform space:

\[
\bar{\varphi}_{1,0} = A_1 e^{m_1 z} + A_2 e^{-m_1 z}
\]  

(A.15)

\[
\bar{\psi}_{1,0} = A_3 e^{n_1 z} + A_4 e^{-n_1 z}
\]  

(A.16)

\[
\bar{\sigma}_{1,1} = A_5 e^{n_1 z} + A_6 e^{-n_1 z}
\]  

(A.17)

\[
\bar{\sigma}_{2,1} = A_7 e^{n_2 z} + A_8 e^{-n_2 z}
\]  

(A.18)

A.VI  Boundary Conditions in the Transform Space

To evaluate the constants in these last four equations, the boundary conditions must be transformed. Since these involve only \( \sigma_z^{(1)}, \tau_{rz}^{(1)} \) and
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we can confine ourselves to equations (A.4), (A.7), and (A.8).

Multiplying (A.4) by \( r J_0(\xi r) e^{-\eta r} \) and integrating over \( r \) and \( \tau \) from 0 to \( \infty \), we have:

\[
\vec{u}^{(1)}_{z,0} = \frac{d\Phi_{1,0}}{dz} + \xi \vec{\sigma}_{1,1} \tag{A.19}
\]

Multiplying (A.7) by \( r J_0(\xi r) e^{-\eta r} \) and integrating

\[
\vec{\sigma}^{(1)}_{z,0} = [(\lambda_1 + 2\mu_1) \gamma_1 s^2 + 2\mu_1 \xi^2] \Phi_{1,0} + 2\mu_1 \xi \frac{d\vec{\sigma}_{1,1}}{dz} \tag{A.20}
\]

Multiplying (A.8) by \( r J_1(\xi r) e^{-\eta r} \) and integrating

\[
\vec{\tau}^{(1)}_{rz,1} = -\mu_1 (2\xi \frac{d\Phi_{1,0}}{dz} + \frac{d\Phi_{1,1}}{dz} + \xi \Phi_{1,1}) \tag{A.21}
\]

Now let

\[
p_1 = (\lambda_1 + 2\mu_1) \gamma_1 s^2 + 2\mu_1 \xi^2
\]

\[
q_1 = 2\mu_1 \xi
\]

so that equations (A.19) - (A.21) become

\[
\vec{u}^{(1)}_{z,0} = \frac{d\Phi_{1,0}}{dz} + \xi \vec{\sigma}_{1,1} \tag{A.22}
\]

\[
\vec{\sigma}^{(1)}_{z,0} = p_1 \Phi_{1,0} + q_1 \frac{d\Phi_{1,1}}{dz} \tag{A.23}
\]

\[
\vec{\tau}^{(1)}_{rz,1} = -q_1 \frac{d\Phi_{1,0}}{dz} - \mu_1 \frac{d\Phi_{1,1}}{dz} - \mu_1 \xi \vec{\sigma}_{1,1} \tag{A.24}
\]

Denoting by \( \vec{F}_{0,0}(\xi, s) \) the Hankel (order zero) - Laplace transform of \( p_0(r, \tau) \), we have for the transformed boundary conditions:
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\[
\begin{align*}
\bar{p}(1)_{z,0} &= -\bar{p}_{o,0}(\xi,s) \\
\bar{p}(1)_{z,0} &= \bar{p}(2)_{z,0} \\
\bar{p}(2)_{z,0} &= 0 \\
\bar{r}(1)_{rz,1} &= 0 \\
\bar{r}(1)_{rz,1} &= \bar{r}(2)_{rz,1} = 0 \\
\bar{u}(1)_{z,0} &= \bar{u}(2)_{z,0}
\end{align*}
\]

Substitution of equations (A.13) - (A.18) and (A.22) - (A.24) into the above conditions gives us the following system:

\[
\begin{align*}
\rho A_{11} + \rho A_{12} + q_{11} A_{5} - q_{11} A_{6} &= -\bar{p}_{o,0}(\xi,s) \\
\rho e^{1} A_{1} + \rho e^{1} A_{2} + q_{1} e^{1} A_{5} - q_{1} e^{1} A_{6} &= 0 \\
\rho e^{2} A_{3} + \rho e^{2} A_{4} + q_{2} e^{2} A_{7} - q_{2} e^{2} A_{8} &= 0 \\
q_{1} m A_{1} - q_{1} m A_{2} + \mu_{1}(n_{1}^{2} + \xi_{1}^{2}) A_{5} + \mu_{1}(n_{1}^{2} + \xi_{1}^{2}) A_{6} &= 0 \\
q_{1} m e^{1} A_{1} - q_{1} m e^{1} A_{2} + \mu_{1}(n_{1}^{2} + \xi_{1}^{2}) e^{1} A_{5} + \mu_{1}(n_{1}^{2} + \xi_{1}^{2}) e^{1} A_{6} &= 0
\end{align*}
\]
A. VII  Solution of the Equations in the Transform Space

Let us introduce the following notation:

\[
\begin{align*}
    a_{11} &= p_1 & a_{33} &= p_2 e^2 \\
    a_{15} &= q_n 1 & a_{34} &= p_2 e^2 \\
    a_{21} &= p e^1 & a_{37} &= q n e^2 \\
    a_{22} &= p e^1 & a_{38} &= q n e^2 \\
    a_{23} &= p e^2 & a_4 &= q m \\
    a_{24} &= p e^2 & a_{45} &= \mu (n^2 + \xi^2) \\
    a_{25} &= q n e^1 & a_{51} &= q m e^1 \\
    a_{26} &= q n e^1 & a_{52} &= q m e^1 \\
    a_{27} &= q n e^2 & a_{55} &= \mu (n^2 + \xi^2) e^1 \\
    a_{28} &= q n e^2 & a_{56} &= \mu (n^2 + \xi^2) e^1 \\
\end{align*}
\]
\[ a_{63} = qme^{21} \]
\[ a_{64} = qme^{21} \]
\[ a_{65} = mhe \]
\[ a_{66} = qme^{21} \]
\[ a_{67} = \mu_2 (n_2^2 + \xi_2^2)e^{21} \]
\[ a_{68} = \mu_2 (n_2^2 + \xi_2^2)e^{-21} \]
\[ a_{73} = qme^{22} \]
\[ a_{74} = qme^{-22} \]
\[ a_{75} = mhe \]
\[ a_{76} = mhe \]
\[ a_{77} = \mu_2 (n_2^2 + \xi_2^2)e^{22} \]
\[ a_{78} = \mu_2 (n_2^2 + \xi_2^2)e^{-22} \]

Now let \( \Gamma \) denote the 8 x 8 matrix.

\[
\begin{pmatrix}
  a_{11} & a_{11} & 0 & 0 & a_{15} & -a_{15} & 0 & 0 \\
  a_{21} & a_{22} & -a_{23} & -a_{24} & a_{25} & -a_{26} & -a_{27} & a_{28} \\
  0 & 0 & a_{33} & a_{34} & 0 & 0 & a_{37} & -a_{38} \\
  a_{41} & -a_{41} & 0 & 0 & a_{45} & a_{45} & 0 & 0 \\
  a_{51} & -a_{52} & 0 & 0 & a_{55} & a_{56} & 0 & 0 \\
  0 & 0 & a_{63} & -a_{64} & 0 & 0 & a_{67} & a_{68} \\
  0 & 0 & a_{73} & -a_{74} & 0 & 0 & a_{77} & a_{78} \\
  a_{81} & -a_{82} & -a_{83} & a_{84} & a_{85} & a_{86} & -a_{87} & -a_{88}
\end{pmatrix}
\]
and Δ the column matrix

\[
\begin{bmatrix}
-\bar{p}_{0,0}(\xi,s) \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix}
\]

and \(\Gamma_j\) the \(8 \times 8\) matrix formed by substituting \(\Delta\) for the \(j\)th column of \(\Gamma\).

Then if \(|\Gamma_j|\) and \(|\Gamma|\) represent the determinants of \(\Gamma\) and \(\Gamma_j\) respectively, we have

\[A_j = \frac{|\Gamma_j|}{|\Gamma|} \quad j = 1, \ldots, 8\]  

(A.33)

The determinants are evaluated by standard matrix manipulations; the following sample evaluation will give an indication of the method and of the form and the degree of complexity of the coefficients \(A_j\):

\[
\begin{vmatrix}
\begin{vmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{vmatrix}
\begin{vmatrix}
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{22} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44} \\
\end{vmatrix}
\end{vmatrix}
\]

The determinants are evaluated by standard matrix manipulations; the following sample evaluation will give an indication of the method and of the form and the degree of complexity of the coefficients \(A_j\):
\[
\begin{align*}
&\begin{bmatrix}
    a_{11} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & -2a_{41} & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & b_{35} & b_{56} & 0 & 0 & 0 & 0 \\
    0 & 0 & b_{25} & b_{26} & b_{23} & b_{24} & 0 & 0 \\
    0 & 0 & b_{85} & b_{86} & b_{83} & b_{84} & 0 & 0 \\
    0 & 0 & 0 & 0 & b_{33} & b_{34} & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & b_{77} & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & a_{68} & 0 \\
\end{bmatrix}
\end{align*}
\]
where

\[ b_{25} = a_{25} - \frac{a_{15}}{a_{11}} a_{21} + \left[ \frac{a_{45}}{2a_{41}} - \frac{(a_{15}/a_{11})a_{41}}{2a_{41}} \right] (a_{22} - a_{21}) \]

\[ b_{26} = a_{25} - a_{26} + \frac{a_{45}}{a_{41}} (a_{22} - a_{21}) \]

\[ b_{23} = -a_{23} - \frac{a_{63}}{a_{68}} a_{28} + \left[ \frac{a_{73} - (a_{63}/a_{68})a_{78}}{a_{77} - (a_{63}/a_{68})a_{78}} \right] (a_{27} + \frac{a_{67}}{a_{68}} a_{28}) \]

\[ b_{24} = -a_{24} + \frac{a_{64}}{a_{68}} a_{28} - \left[ \frac{a_{74} - (a_{64}/a_{68})a_{78}}{a_{77} - (a_{64}/a_{68})a_{78}} \right] (a_{27} + \frac{a_{67}}{a_{68}} a_{28}) \]

\[ b_{33} = a_{33} + \frac{a_{63}}{a_{68}} a_{38} - \left[ \frac{a_{73} - (a_{63}/a_{68})a_{78}}{a_{77} - (a_{63}/a_{68})a_{78}} \right] (a_{37} + \frac{a_{67}}{a_{68}} a_{38}) \]

\[ b_{34} = a_{34} - \frac{a_{64}}{a_{68}} a_{38} + \left[ \frac{a_{74} - (a_{64}/a_{68})a_{78}}{a_{77} - (a_{64}/a_{68})a_{78}} \right] (a_{37} + \frac{a_{67}}{a_{68}} a_{38}) \]

\[ b_{55} = a_{55} - \frac{a_{15}}{a_{11}} a_{51} - \left[ \frac{a_{45}}{2a_{41}} - \frac{(a_{15}/a_{11})a_{41}}{2a_{41}} \right] (a_{51} + a_{52}) \]

\[ b_{56} = a_{55} + a_{56} - \frac{a_{45}}{a_{41}} (a_{51} + a_{52}) \]

\[ b_{83} = -a_{83} + \frac{a_{63}}{a_{68}} a_{88} - \left[ \frac{a_{73} - (a_{63}/a_{68})a_{78}}{a_{77} - (a_{63}/a_{68})a_{78}} \right] (a_{87} - \frac{a_{67}}{a_{68}} a_{88}) \]

\[ b_{84} = a_{84} - \frac{a_{64}}{a_{68}} a_{88} - \left[ \frac{a_{74} - (a_{64}/a_{68})a_{78}}{a_{77} - (a_{64}/a_{68})a_{78}} \right] (a_{87} - \frac{a_{67}}{a_{68}} a_{88}) \]

\[ b_{85} = a_{85} - \frac{a_{15}}{a_{11}} a_{81} - \left[ \frac{a_{45}}{2a_{41}} - \frac{(a_{15}/a_{11})a_{41}}{2a_{41}} \right] (a_{81} + a_{82}) \]

\[ b_{86} = a_{85} + a_{86} - \frac{a_{45}}{a_{41}} (a_{81} + a_{82}) \]

\[ b_{77} = a_{77} - \frac{a_{67}}{a_{68}} a_{78} \]
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\[
\begin{array}{cccccc}
\begin{array}{cccc}
0 & 0 & 0 & 0 & 0 \\
0 & -2 & b_4 & b_1 & b_5 \\
0 & 0 & b_5 & b_2 & b_3 \\
0 & 0 & b_3 & b_4 & b_5 \\
0 & 0 & 0 & 0 & b_5 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{array}
\end{array}
\]

\[
\Gamma = -2a_{11} a_{41} b_{68} b_{34} b_{77} \left[ (b_{26} b_{55} b_{25}) (b_{83} b_{34} b_{84}) - (b_{23} b_{34} b_{24}) (b_{86} b_{55} b_{85}) \right].
\]

By a similar diagonalization process, we can find each of the \[\| \Gamma_j \| \]; e.g., (A.34)
Proceeding just as before, we find

\[
\begin{bmatrix}
-F_{0,0} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -a_{41} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & c_{55} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & c_{26} & b_{23} & b_{34} & 0 & 0 \\
0 & 0 & 0 & c_{56} & b_{34} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & b_{34} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & b_{77} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & a_{68}
\end{bmatrix}
\]

where

\[c_{55} = a_{55} - \frac{a_{45} a_{52}}{a_{41}}\]

\[c_{26} = -a_{26} + \frac{a_{45} a_{22}}{a_{41}} - \frac{(a_{56} - (a_{45} / a_{41}) a_{52})(a_{25} + \frac{a_{45} a_{22}}{a_{41}})}{a_{55} - (a_{45} / a_{41}) a_{52}}\]

\[c_{56} = a_{56} - \frac{a_{45} a_{82}}{a_{41}} - \frac{(a_{56} - (a_{45} / a_{41}) a_{52})(a_{56} - \frac{a_{45} a_{82}}{a_{41}})}{a_{55} - (a_{45} / a_{41}) a_{52}}\]

or

\[||\Gamma_{1}|| = \bar{P}_{0,0} a_{41} a_{68} a_{34} a_{55} a_{77} [c_{26} (b_{34} - \frac{b_{33} b_{34}}{b_{34}}) - c_{56} (b_{34} - \frac{b_{33} b_{34}}{b_{34}})] (A.35)\]

Thus after simplifying we find from equations (A.33) - (A.35) that

\[A_{1} = -\frac{\bar{P}_{0,0} c_{55} [c_{26} (b_{34} - b_{33} b_{34}) - c_{56} (b_{34} - b_{33} b_{34})]}{2 a_{11} (b_{26} b_{55} b_{54} 25 (b_{34} - b_{33} b_{34}) - (b_{33} b_{34} - b_{33} b_{34}) (b_{33} b_{34} - b_{33} b_{34}))} (A.36)\]
Substituting into the definitions of the b and c coefficients the values of the $a_{ij}$, we have:

$$b_{22} = -p_2 e^{a_{11}^2} \frac{m h}{\mu_2(n_2^2+\xi^2)} \left[ \frac{e^{a_{11}^2} - 2}{n(h-h)} \right]$$

$$b_{23} = p_2 e^{a_{11}^2} \frac{m h}{\mu_2(n_2^2+\xi^2)} \left[ \frac{e^{a_{11}^2} - 2}{n(h-h)} \right]$$

$$b_{24} = p_2 e^{a_{11}^2} \frac{m h}{\mu_2(n_2^2+\xi^2)} \left[ \frac{e^{a_{11}^2} - 2}{n(h-h)} \right]$$

$$b_{25} = q_1(n e^{1+e_1} m h) - \left( \frac{\mu(n_2^2+\xi^2)}{2q_{11}} \right)(e^{1+e_1})$$

$$b_{26} = q_1 n_1(e^{1+e_1}) - \frac{\mu(n_2^2+\xi^2)}{q_{11}}(e^{1+e_1})$$

$$b_{33} = p_2 e^{a_{11}^2} \frac{m h}{\mu_2(n_2^2+\xi^2)} \left[ \frac{e^{a_{11}^2} - 2}{n(h-h)} \right]$$

$$b_{34} = p_2 e^{a_{11}^2} \frac{m h}{\mu_2(n_2^2+\xi^2)} \left[ \frac{e^{a_{11}^2} - 2}{n(h-h)} \right]$$

$$b_{35} = \mu_1(n_1^2+\xi^2)(e^{1+e_1}) - \frac{\mu(n_2^2+\xi^2)}{2q_{11}}(e^{1+e_1})$$

$$b_{36} = \mu_1(n_1^2+\xi^2)(e^{1+e_1})$$

$$b_{37} = \mu_2(n_2^2+\xi^2)(e^{2+2h-n-h})$$

$$b_{38} = m_1 \left[ \frac{q_{11}}{\mu_2(n_2^2+\xi^2)} - 1 \right] e^{a_{11}}$$

$$b_{39} = m_2 \left[ 1 - \frac{q_{11}}{\mu_2(n_2^2+\xi^2)} \right] e^{-a_{11}}$$
If

\[ b_{e5} = \xi e^{11} - \frac{q_{mm} m_{h} e^{11}}{2q_{1}} - \frac{\mu_{1}(n_{2}^{2} + \xi^{2}) m_{h}}{2q_{1}}(e^{11} + e^{11}) \]

\[ b_{e6} = \xi(e^{11} + e^{11}) - \frac{\mu_{1}(n_{2}^{2} + \xi^{2}) m_{h}}{q_{1}}(e^{11} + e^{11}) \]

\[ c_{26} = \frac{p_{11} \mu_{1}(n_{2}^{2} + \xi^{2})}{q_{1} m_{1}} \left[ \frac{(n-m)_{h}(n-m)_{h}}{e_{11} - m_{h}} \right] - q_{n_{1}} \left[ \frac{2 - e_{11} - e_{11}}{e_{11} - e_{11}} \right] \]

\[ c_{35} = \mu_{1}(n_{2}^{2} + \xi^{2})(e_{11}^{11} - e_{11}^{11}) \]

\[ c_{36} = \left[ \xi - \frac{\mu_{1}(n_{2}^{2} + \xi^{2})}{q_{1}} \right] \left[ \frac{(n-m)_{h} - (n-m)_{h}}{e_{11} - e_{11}} \right] \]

**(A.37)**

Substituting (**A.37**) into (**A.36**):

\[ A_{1} = -P_{0}, \mu_{1}(n_{2}^{2} + \xi^{2})(e_{11}^{11} - e_{11}^{11}) \times \]

\[ \left\{ \frac{p_{11} \mu_{1}(n_{2}^{2} + \xi^{2})}{q_{1} m_{1}} \left[ \frac{(n-m)_{h} - (n-m)_{h}}{e_{11} - m_{h}} \right] - q_{n_{1}} \left[ \frac{2 - e_{11} - e_{11}}{e_{11} - e_{11}} \right] \right\} \]

\[ \left[ m_{2} \left( \frac{q_{2} \xi}{\mu_{2}(n_{2}^{2} + \xi^{2})} - 1 \right) e^{m_{h}} \right] \]

\[ \left[ p_{2} e^{m_{h}} - q_{2} m_{n_{2}} \frac{(n-m)_{h} - n_{h}}{e_{2}^{2} - e_{2}^{2}} - e_{2}^{2} \left[ \frac{(n-m)_{h} - n_{h}}{e_{2}^{2} - e_{2}^{2}} \right] \left[ \frac{2 m_{h} - n_{h}}{e_{2}^{2} - e_{2}^{2}} \right] \right] \]

\[ \left[ \frac{\mu_{2}(n_{2}^{2} + \xi^{2})}{m_{2} \left( 1 - \frac{q_{2} \xi}{\mu_{2}(n_{2}^{2} + \xi^{2})} \right)} e^{m_{h}} \right] \]
\[
\begin{align*}
[p + \frac{m h}{2} + \frac{q^2 m_2}{2} \mu_2 (n_2 + \xi^2) (e_{n_2} - e_{n_2}^1) e_{n_2}^2 e_{n_2}^1 e_{n_2}^2 e_{n_2}^1 e_{n_2}^2) & \\
- \left[ (\xi - \frac{\mu}{\mu_2} (n_2 + \xi^2)) \left( e_{n_1} - e_{n_1}^1 \right) (e_{n_1}^2 e_{n_1}^1 e_{n_1}^2) \right] \end{align*}
\]

\[
[p - \frac{m h}{2} - \frac{q^2 m_2}{2} \mu_2 (n_2 + \xi^2) (e_{n_2} - e_{n_2}^1) e_{n_2}^2 e_{n_2}^1 e_{n_2}^2 e_{n_2}^1 e_{n_2}^2) & \\
- \left[ (\xi - \frac{\mu}{\mu_2} (n_2 + \xi^2)) \left( e_{n_1} - e_{n_1}^1 \right) (e_{n_1}^2 e_{n_1}^1 e_{n_1}^2) \right] \end{align*}
\]

MRD DIVISION
GENERAL AMERICAN TRANSPORTATION CORPORATION

A-19
\[
\left\{ \left( \frac{q_2}{q_2} - 1 \right) \mu a_{n_2^{a_2+\xi^2}} m a_{n_1^{m_1}} \right\} - \left( \frac{q_2}{q_2} - 1\right) \mu a_{n_2^{a_2+\xi^2}} m a_{n_1^{m_1}} \\
\left[ p_2 e_{a_2+\xi^2} m a_{n_2^{a_2+\xi^2}} \left( e_2 a_2 e_{a_2+\xi^2} m a_{n_1^{m_1}} n h_{n h} 2 n h_{n h} \right) \right]
\]

- \left[ \left( q_2^{m_1} m a_{n_1^{m_1}} \right) \left( e_2 a_2 e_{a_2+\xi^2} m a_{n_1^{m_1}} n h_{n h} 2 n h_{n h} \right) \right]

\left[ p_2 e_{a_2+\xi^2} m a_{n_2^{a_2+\xi^2}} \left( e_2 a_2 e_{a_2+\xi^2} m a_{n_1^{m_1}} n h_{n h} 2 n h_{n h} \right) \right]

\left[ p_2 e_{a_2+\xi^2} m a_{n_2^{a_2+\xi^2}} \left( e_2 a_2 e_{a_2+\xi^2} m a_{n_1^{m_1}} n h_{n h} 2 n h_{n h} \right) \right]

\left[ p_2 e_{a_2+\xi^2} m a_{n_2^{a_2+\xi^2}} \left( e_2 a_2 e_{a_2+\xi^2} m a_{n_1^{m_1}} n h_{n h} 2 n h_{n h} \right) \right]

\left] \right\} \right\}

(A.38)
Similar expressions can be found for $A_2$, $\ldots$, $A_8$.

The substitution variables $m_1$, $n_1$, $p_1$, $q_1$ can be expressed in terms of the original material parameters $\lambda_1, \mu_1, \rho_1$ and the variables $\xi, s$ by

$$m_1 = \sqrt{\xi^2 + s^2}$$

$$m_2 = \sqrt{\xi^2 + \frac{\rho_2 (\lambda_1 + 2\mu_1)}{\rho_1 (\lambda_1 + 2\mu_2)} s^2}$$

$$n_1 = \sqrt{\xi^2 + \frac{\lambda_1 + 2\mu_1}{\mu_1} s^2}$$

$$n_2 = \sqrt{\xi^2 + \frac{\rho_2 (\lambda_1 + 2\mu_1)}{\rho_1 \mu_2} s^2}$$

$$p_1 = 2\mu_1 \xi^2 + (\lambda_1 + 2\mu_1) s^2$$

$$p_2 = 2\mu_2 \xi^2 + \frac{\rho_2}{\rho_1} (\lambda_1 + 2\mu_1) s^2$$

$$q_1 = 2\mu_1 \xi$$

$$q_2 = 2\mu_2 \xi$$

The coefficients $A_j$ can then be evaluated and $\overline{\phi}_{1,0}$, $\overline{\phi}_{2,0}$, $\overline{\gamma}_{1,1}$, $\overline{\gamma}_{2,1}$ can be immediately determined from equations (A.15) - (A.18).

A.VIII Inversion and Stress Solution

Once $\overline{\phi}_{1,0}$ and $\overline{\gamma}_{1,1}$ are known, $\phi_1$ and $\theta_1$ are obtained through application of the inversion formulae

$$\phi_1 = \frac{1}{2\pi I} \int_{B_1} \int_0^\infty \xi \overline{\phi}_{1,0} J_0(r\xi) e^{r\tau} dr d\xi$$

(A.40)
\[ \theta_1 = \frac{1}{2\pi} \int_{-\pi}^{\pi} \int_{0}^{\infty} \xi \varphi_1,1 J_1 (r \xi) e^{i \sigma} \, ds d\xi \]

The stresses \( \sigma_r^{(1)}, \sigma_{\theta}^{(1)}, \sigma_z^{(1)}, \tau_{rz}^{(1)} \) can then be obtained directly from \( \phi_1 \) and \( \theta_1 \) by equations (A.5) - (A.8).
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