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ABSTRACT

A GENERAL METHOD OF OBTAINING EXACT SAMPLING PROBABILITIES OF THE SHANNON-WIENER MEASURE OF INFORMATION, $\hat{H}$

OBJECT

To describe a method of obtaining the exact sampling probabilities of the maximum likelihood estimate of the Shannon-Wiener information measure, and to present tables of these probabilities.

RESULTS

A two-variable generating function was described which yielded the sampling probabilities of the Shannon-Wiener information measure. Expansion and collection of terms in like powers of the first variable imposed the restriction that the sum of the k category frequencies equal n; collection of terms in like powers of the second variable then produced terms whose coefficients were the required probabilities. Tables of these probabilities were presented for the equiprobable case.

CONCLUSIONS

The method may be used with either equal or unequal category probabilities for any finite n and k, and thus represents a general solution to the small sample problem for this widely used statistic.
A GENERAL METHOD OF OBTAINING EXACT SAMPLING PROBABILITIES OF THE SHANNON-WIENER MEASURE OF INFORMATION, $\hat{H}$

The outcomes of many experiments are characterized by the distribution of $n$ independent observations among $k$ mutually exclusive and exhaustive categories. In situations of this sort, a number of statistics may be computed as functions of the category frequencies, $n_i$. A popular, and sometimes useful statistic is the maximum likelihood estimate of the Shannon-Wiener measure of information [2, 3]:

$$H = -\sum_{i=1}^{k} n_i \log_2 \frac{n_i}{n}$$

(1)

where

$$\sum_{i=1}^{k} n_i = n$$

(2)

While approximate tests of the significance of $\hat{H}$ are available for large $n$ [1], knowledge of the exact sampling probabilities is essential for accuracy when $n$ is small, and of considerable theoretical interest for any $n$. The purpose of this paper is to present a general method for finding exact sampling probabilities of $\hat{H}$ using a two-variable generating function.

Inspection of equation (1) will show that $\hat{H}$ is a single valued function of the sum

$$S = \sum_{i=1}^{k} n_i \log_2 n_i$$

(3)

Accordingly, the probability of obtaining the $r$th value of $\hat{H}$ is equal to the probability of obtaining the $r$th value of the sum $S$, i.e., $f(\hat{H}_r) = f(S_r)$. The two-variable generating function of equation (4) produces the probabilities of these sums:

$$F(t, u) = \prod_{i=1}^{k} \sum_{n=1}^{\infty} p_i^n u^n t^n \log^n n$$

(4)

The $k$ $p_i$s in this function are probabilities subject to the restriction that

$$\sum_{i=1}^{k} p_i = 1, \quad p_i > 0 \quad (i=1, 2, ..., k)$$
and may be regarded as the parameters of a multinomial distribution with k categories from which the n independent observations are drawn.

Each of the k sums in $F(t, u)$ may be identified with a category, while the individual terms in each sum represent possible outcomes in the specified category. The general term in the sum representing the $i$th category,

$$\frac{1}{n!} p_i^n u^n t^{n_i}$$

indicates that this category contains $n_i$ observations which could have occurred in any one of $n_i!$ ways with a probability of $p_i^{n_i}$, and that the corresponding $i$th term in the sum, $S_r$, will be $n_i \log_2 n_i$.

If the multiplication in (4) is carried out and terms in like powers of $u$ are collected, $F(t, u)$ may be expressed as

$$F(t, u) = \sum_{p_i} g_i(t)^{n_i}.$$

This operation invokes the restriction (2) that the sum of the category frequencies equal the number of observations, $n$. Multiplication of the coefficients of $u^n$ by $n!$ accounts for the possible orderings of all $n$ observations.

Next, if terms in like powers of $t$ are collected in $g_i(t)$, the resulting terms will have the form

$$g_i(t) = \sum_{n_i} \frac{1}{n_i!} p_i^{n_i} t^{n_i},$$

in which the first sum is over the

$$q = \frac{n_i}{n_k},$$

with

$$\sum_{n_i} k_i = k,$$

possible orderings of a distinct set of $n_i$s among the $k$ categories. In $q$ (6), the $k_i$s are the number of $n_i$s equal $j$. The second sum in (5) is over all distinct sets of $n_i$s, $[n_i]_r$, which yield the $r$th value of $S$.

This expression (5) can be interpreted readily. The multinomial probability within the summation signs gives the probability of obtaining
a particular set of category frequencies in the indicated categories. Summing over the distinct permutations of the k categories gives the probability of obtaining a particular set of \( n_i \)s irrespective of category. Finally, summing these probabilities over all distinct sets of \( n_i \)s which yield the sum \( S_r \) gives the probability of obtaining \( S_r \). Since the observed set of \( n_i \)s is included in these sets, the coefficient of \( t^{S_r} \) in (5) gives the required probability.

\[ g_n(t) \] is a polynomial in \( t \) in which the exponents of \( t \) are the possible values of \( S_r \), and the coefficients of \( t \) are the corresponding probabilities. Thus, \( g_n(t) \) may be written

\[ g_n(t) = \sum_{s=1}^{r} f(s) t^s, \]

and the sampling probability of the \( r \)th value of \( H \) is given by (5), with \( t \) set equal to 1.

Thus,

\[ f(H_r) = \sum_{s=1}^{S_r} \frac{s!}{\prod_{i=1}^{k} p_i^{n_i}}. \]  

(7)

A special case of some importance arises when the category probabilities are known or assumed to be equal, i.e., \( p_i = 1/k \) (\( i = 1, 2, \ldots, k \)). In this case, (7) reduces to

\[ f(H_r) = \sum_{s=1}^{S_r} \frac{s!}{\prod_{i=1}^{k} \frac{n_i}{k}}. \]

In summary, the sampling probabilities of \( H \), given \( n, k \), and the population probabilities, \( p_i \), may be determined by first expanding the two-variable generating function, \( F(t, u) \) (4), collecting terms in \( u^n n! \) to find \( g_n(t) \), and finally, collecting terms in this function in like powers of \( t \) to find \( f(H) \).

For computational purposes, it should be noted that if the infinite series in \( F(t, u) \) are truncated at \( n_i = c \), the functions \( g_n(t) \) will be correct for all values of \( n \) up to and including \( c \). Terms in higher powers of \( u \) than \( c \) should be discarded.

As an example of how the two-variable generating function is used consider the equiprobable case in which \( k = 4 \), \( p_i = 1/k = 1/4 \), and
n = 4. Substituting these values in $F(t, u)$ (4), and truncating at $n_1 = 4 = c$
gives

$$F(t, u) = (1 + t + \frac{1}{2} u^2 + \frac{1}{6} u^3 + \frac{1}{24} u^4)$$

Expanding and collecting terms in $u^n/n!$ up to $u^4/4!$ yields

$$F(t, u) = 1 + u + \left(\frac{1}{2} + \frac{1}{6} t\right)u + \left(\frac{1}{6} + \frac{1}{24} t + \frac{1}{2} t^2\right)u^2 + \left(\frac{1}{24} + \frac{1}{72} t + \frac{1}{12} t^2 + \frac{1}{24} t^3\right)u^3 + \left(\frac{1}{72} + \frac{1}{288} t + \frac{1}{48} t^2 + \frac{1}{24} t^3 + \frac{1}{48} t^4\right)u^4$$

in which the polynomial coefficients of $u^n/n!$ are the functions $g_n(t)$:

- $g_1(t) = t$
- $g_2(t) = \frac{1}{2} t + \frac{1}{6} t^2$
- $g_3(t) = \frac{1}{6} t^3 + \frac{1}{24} t^4 + \frac{1}{12} t^4$
- $g_4(t) = \frac{1}{24} t^5 + \frac{1}{72} t^6 + \frac{1}{48} t^7 + \frac{1}{24} t^8$
- $g_5(t) = \frac{1}{72} t^7 + \frac{1}{288} t^8 + \frac{1}{48} t^9 + \frac{1}{12} t^{10}$

The exponents of $t$ in these expressions are the possible values of $S_r$ for
$n = 1, 2, 3, 4,$ and $k = 4$. The value of $\hat{\alpha}$ determined by each $S_r$
may be found by substituting $S_r$ (3) in the equation for $\hat{\alpha}$ (1). For $g_4(t)$ the $S_r$'s
are: $S_1 = .0000$, $S_2 = 2.0000$, $S_3 = 4.0000$, $S_4 = 3 \log_2 3 = 4.7549$, and
$S_5 = 8.0000$. The corresponding values of $\hat{\alpha}$ are: $\hat{\alpha}_1 = 2.0000$, $\hat{\alpha}_2 = 1.5000$, $\hat{\alpha}_3 = 1.0000$, $\hat{\alpha}_4 = .8113$, and $\hat{\alpha}_5 = .0000$. The sampling prob-
abilities associated with these values of $\hat{\alpha}$ are given by the coefficients
of $t^{S_r}$ in $g_4(t)$. Thus, $f(2.0000) = 3/32$, $f(1.5000) = 9/16$, $f(1.0000) = 9/64$, $f(0.8113) = 3/16$, and $f(0.0000) = 1/64$. The functions $g_1(t)$, $g_2(t)$, and $g_3(t)$ may be used in the same way to identify the sampling prob-
abilities of $\hat{\alpha}$ when $n = 1, 2,$ and $3$.

Table 1 is the result of similar calculation's for the special case of
equiprobable categories, $2 \leq k \leq 11$, and $2 \leq n \leq 12$. The first page of
Table 1 and the entries for $9 \leq n = k \leq 11$ were computed by hand, set
aside, and recomputed. As a further check, the expected values of
these sampling distributions were compared with the values obtained by
Rogers and Green [2]. At this point the probabilities for the entire
table became available through computer-expansion of the generating
function, and the hand calculations were used to check these results.*

*The author gratefully acknowledges the contribution of A. T. Chen of the
University of Louisville Speed Scientific School Computer Laboratory
who developed the program used to expand the generating function.
The exact sampling probability of an obtained $\hat{N}$ may be found by entering Table 1 at $n$, $k$, and the value of the observed $\hat{N}$. Tests of the significance of obtained values of $\hat{N}$ under the hypothesis of equal category probabilities may be devised by summing the tabled sampling probabilities over appropriately chosen rejection regions.

While the use of Table 1 is restricted to the case of equal category probabilities, it should be emphasized that the generating function $F(t, u)$ (4) may be employed in the general case of unequal probabilities for any finite $n$ and $k$. The proposed method therefore represents a general solution to the small sample problem.
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<table>
<thead>
<tr>
<th>H</th>
<th>A</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.000</td>
<td>0.900</td>
<td>0.896</td>
<td>0.890</td>
<td>0.886</td>
<td>0.880</td>
<td>0.875</td>
<td>0.869</td>
<td>0.864</td>
<td>0.859</td>
<td>0.854</td>
<td>0.850</td>
</tr>
<tr>
<td>4</td>
<td>1.984</td>
<td>1.950</td>
<td>1.892</td>
<td>1.831</td>
<td>1.753</td>
<td>1.665</td>
<td>1.560</td>
<td>1.443</td>
<td>1.314</td>
<td>1.176</td>
<td>1.039</td>
<td>0.900</td>
</tr>
<tr>
<td>6</td>
<td>2.932</td>
<td>2.865</td>
<td>2.780</td>
<td>2.661</td>
<td>2.520</td>
<td>2.344</td>
<td>2.130</td>
<td>1.880</td>
<td>1.601</td>
<td>1.300</td>
<td>1.000</td>
<td>0.700</td>
</tr>
<tr>
<td>8</td>
<td>3.807</td>
<td>3.628</td>
<td>3.436</td>
<td>3.228</td>
<td>2.988</td>
<td>2.720</td>
<td>2.391</td>
<td>1.973</td>
<td>1.511</td>
<td>1.090</td>
<td>0.660</td>
<td>0.240</td>
</tr>
</tbody>
</table>

**TABLE 1**

Exact sampling probabilities of $H$ for $2 \leq k \leq 11$, $2 \leq n \leq 12$, and $p_i = 1/k$. 

<table>
<thead>
<tr>
<th>n</th>
<th>k</th>
<th>H</th>
<th>A</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.000</td>
<td>0.900</td>
<td>0.896</td>
<td>0.890</td>
<td>0.886</td>
<td>0.880</td>
<td>0.875</td>
<td>0.869</td>
<td>0.864</td>
<td>0.859</td>
<td>0.854</td>
<td>0.850</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.984</td>
<td>1.950</td>
<td>1.892</td>
<td>1.831</td>
<td>1.753</td>
<td>1.665</td>
<td>1.560</td>
<td>1.443</td>
<td>1.314</td>
<td>1.176</td>
<td>1.039</td>
<td>0.900</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2.932</td>
<td>2.865</td>
<td>2.780</td>
<td>2.661</td>
<td>2.520</td>
<td>2.344</td>
<td>2.130</td>
<td>1.880</td>
<td>1.601</td>
<td>1.300</td>
<td>1.090</td>
<td>0.700</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3.807</td>
<td>3.628</td>
<td>3.436</td>
<td>3.228</td>
<td>2.988</td>
<td>2.720</td>
<td>2.391</td>
<td>1.973</td>
<td>1.511</td>
<td>1.090</td>
<td>0.660</td>
<td>0.240</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 1**

Exact sampling probabilities of $H$ for $2 \leq k \leq 11$, $2 \leq n \leq 12$, and $p_i = 1/k$. 

<table>
<thead>
<tr>
<th>n</th>
<th>k</th>
<th>H</th>
<th>A</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.000</td>
<td>0.900</td>
<td>0.896</td>
<td>0.890</td>
<td>0.886</td>
<td>0.880</td>
<td>0.875</td>
<td>0.869</td>
<td>0.864</td>
<td>0.859</td>
<td>0.854</td>
<td>0.850</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.984</td>
<td>1.950</td>
<td>1.892</td>
<td>1.831</td>
<td>1.753</td>
<td>1.665</td>
<td>1.560</td>
<td>1.443</td>
<td>1.314</td>
<td>1.176</td>
<td>1.039</td>
<td>0.900</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2.932</td>
<td>2.865</td>
<td>2.780</td>
<td>2.661</td>
<td>2.520</td>
<td>2.344</td>
<td>2.130</td>
<td>1.880</td>
<td>1.601</td>
<td>1.300</td>
<td>1.090</td>
<td>0.700</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3.807</td>
<td>3.628</td>
<td>3.436</td>
<td>3.228</td>
<td>2.988</td>
<td>2.720</td>
<td>2.391</td>
<td>1.973</td>
<td>1.511</td>
<td>1.090</td>
<td>0.660</td>
<td>0.240</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( A )</td>
<td>( k )</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 ( +1 )</td>
<td>0.002</td>
<td>0.011</td>
<td>0.025</td>
<td>0.029</td>
<td>0.009</td>
<td>0.028</td>
<td>0.030</td>
<td>0.004</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 ( +2 )</td>
<td>0.001</td>
<td>0.004</td>
<td>0.005</td>
<td>0.009</td>
<td>0.006</td>
<td>0.003</td>
<td>0.002</td>
<td>0.001</td>
<td>0.001</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 ( +3 )</td>
<td>0.001</td>
<td>0.002</td>
<td>0.001</td>
<td>0.002</td>
<td>0.001</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 ( +4 )</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( n )</td>
<td>A</td>
<td>( \mathbf{H} )</td>
<td>( k )</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>( 3.499 )</td>
<td>( 3.238 )</td>
<td>( 3.096 )</td>
<td>( 3.077 )</td>
<td>( 2.933 )</td>
<td>( 2.865 )</td>
<td>( 2.613 )</td>
<td>( 2.444 )</td>
<td>( 2.317 )</td>
<td>( 2.222 )</td>
<td>( 1.936 )</td>
<td>( 1.981 )</td>
<td>( 1.972 )</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>( 0.001 )</td>
<td>( 0.002 )</td>
<td>( 0.003 )</td>
<td>( 0.004 )</td>
<td>( 0.005 )</td>
<td>( 0.006 )</td>
<td>( 0.007 )</td>
<td>( 0.008 )</td>
<td>( 0.009 )</td>
<td>( 0.010 )</td>
<td>( 0.011 )</td>
<td>( 0.012 )</td>
<td>( 0.013 )</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 1 (Continued)

Exact sampling probabilities of \( \mathbf{H} \) for \( 2 \leq k \leq 11, \ 2 \leq n \leq 12, \) and \( p_1 = 1/h. \)
**TABLE 1 (Continued)**

Exact sampling probabilities of \( \hat{\lambda} \) for \( 2 \leq k \leq 11, \ 2 \leq n \leq 12, \) and \( p_j = 1/k. \)

<table>
<thead>
<tr>
<th>N</th>
<th>A/H</th>
<th>( k )</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>2.390</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>2.365</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>2.355</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>2.325</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>2.305</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>2.285</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
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A general method of obtaining exact sampling probabilities of the Shannon-Wiener measure is described. The method may be used with either equal or unequal category probabilities for any finite n and k, and thus represents a general solution to the small sample problem. Tables of sampling probabilities are presented.