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ABSTRACT

A method is presented for computing stresses in the vicinity of a long cylindrical cavity in an infinite, elastic, isotropic, homogenous medium when the cavity is enveloped by a plane stress wave traveling in a direction perpendicular to its axis. Hoop stresses around the cavity boundary were computed for the passage of a wave of dilation and a wave of pure shear; the stresses in the medium away from the boundary were computed for a wave of dilation. Initially the stress behind the incident wave front was considered to be constant. The effect of a stress decay behind the front was then computed by using the Duhamel integral for the case of an incident wave of dilation.

The method of solution of the problem involves superposition of the stress field of an incoming plane step wave and a stress field corresponding to waves which diverge from a line source.
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1. DESCRIPTION OF THE PROBLEM

The purpose of this investigation is to determine the stresses in the region of a cylindrical cavity in an infinite, elastic, isotropic, homogeneous medium when the cavity is enveloped by a plane stress wave traveling in a direction perpendicular to its axis. Stresses due to incoming dilatational waves and incoming shear waves were considered. Initially the stress behind the incident wave front is considered to be constant, but some consideration is given to the effect of pressure decay behind a shock front through the use of the Duhamel integral. The problem is one of plane strain; that is, each section perpendicular to the axis of the cavity is in the same state of stress, there is no displacement in the direction of the cavity axis, and only three stress components must be computed. Some consideration is given to the variation of the parameters which define the properties of the medium.

The practical problem corresponding to the dynamic elasticity problem described above concerns the effect of stress waves initiated by nuclear explosions on underground protective installations. Although any practical problem of this type cannot exactly reproduce the conditions of the theoretical problem, it may be reasoned that under certain conditions, particularly under those for which such protective construction is likely to be built, fairly good agreement may be expected. For example, rock is neither isotropic nor homogeneous, but a protective structure would be constructed at a site where the rock is as sound and unstriated as possible. The assumption of an infinite medium is more reasonable than it might at first appear. For, in this case a protective structure would surely be several diameters
below the ground surface, and since the maximum hoop stress is reached at
about four to five transit times after the wave reaches the opening, reflections from the surface will not interfere with the peak stress. Probably
the most severe restriction is that of linear elasticity. However, many
rocks approach this property in the lower range of their stress-strain
diagrams. The actual opening is not likely to be a perfect cylinder; never-
theless, current mining procedures can produce an opening which approximates
a cylindrical shape quite well.

The importance of this problem has been recognized by several
earlier investigators. In Ref. (1) a study was made of the stresses in the
medium using a "high frequency" approximation similar to the approach used
in geometrical optics. This method does not allow the solution to be
carried out for sufficient time to obtain the maximum stresses. Reference
(2) considered the stresses around a hole in a thin plate when enveloped
by a plane stress wave of harmonic variation in time and space behind the
wave front, i.e. the plane stress problem corresponding to the plane strain
problem treated herein. Reference (3) presented a solution to the problem
investigated in the present report obtained by using an integral transform
in time of the displacement potentials. The resulting equations were then
solved in terms of Hankel functions. Considerable difficulty is encoun-
tered in this method in the computation of the inverse transform. In the
present work an entirely different method of solving the partial differential
equations, which has several advantages over the previous method, is presented.
The results of the two analyses will be compared in Chapter VI. In Ref. (4)
the method of Ref. (3) was used to solve the same problem again and was
extended to include stresses away from the boundary. Also possible failure
mechanisms based solely on the elastic stress state were discussed. Results were presented in the form of contour maps of principal stresses at each time interval. The angle of minimum principal stresses and angles of possible failure planes are also presented. In Ref. (5) the solution to the same problem was formally carried out by a method quite similar to that used in Refs. (3) and (4). The theoretical derivation of the equations was reported in Ref. (5), but numerical results had not yet been obtained.

The problem has also been considered experimentally. In Ref. (6) a combination of photoelasticity and grid analysis was used to determine the stress distribution on the boundary of holes in a plate of low modulus material. The shape of the holes and duration of stress wave were varied. The method results in a stress field of both dilatational and shear waves with a rather long rise time at the front of the wave. Reference (7) contains the results of a large number of experiments made by detonating an explosive charge at the surface of blocks of brittle material which contained openings of various shapes. The medium, shape of opening and distance from a free surface to the opening were varied. These experiments are useful in predicting the type of failure to be expected.
II. METHOD OF ANALYSIS

The basic method of solution of the problem involves superposition of the stress field of an incoming plane step wave and the stress field corresponding to waves which diverge from a line source. The diverging waves are chosen so that the radial and shear stresses due to the two waves combine to produce a traction-free cylindrical boundary centered on the line source. This cylindrical boundary is then the boundary of the cavity.

A solution to the scalar wave equations corresponding to a cylindrical wave diverging from a line source may be found in Refs. (8) and (9). This solution can be applied to the dynamic elasticity problem by considering the displacement potentials to be represented by Fourier series expanded in $\theta$, with the coefficients written as functions of radial distance and time. These series are substituted into the wave equations, resulting in hyperbolic partial differential equations in two independent variables which must be satisfied by the coefficients of each term of the series. The general solution of these differential equations is then written in integral form; therefore, the boundary conditions result in integral equations.

In order to satisfy the boundary conditions, the sum of the stresses due to the diverging wave and the incident stresses expanded in Fourier series were set equal to zero at a fixed radius from the line source. In general this results in two linear integral equations, one from the radial stress condition and one from the shear stress condition, which must be solved simultaneously for two unknown functions appearing in the integrands of the integrals mentioned above. The integral equations were solved numerically in order to determine these unknown functions.
A program for solving the simultaneous integral equations and computing the various stresses at the boundary and in the medium away from the boundary was written in Fortran language for solution on a CDC 1604 digital computer. This program will be described in Appendix C.

In order to check the results obtained from the computer, the same basic equations were solved by another method. Each of the Fourier coefficients of the displacement potentials for the diverging wave and the incident stresses was expanded in a Taylor series about zero time. By considering only the first few terms of the series, it was feasible to carry out the computations by hand. The results thus obtained are only valid when the variable in the Taylor expansions, time, is small. For this reason the method is called the short-time solution. This additional solution is useful as a check on the computer solution at early time and also gives the initial values of the unknown functions in the integral equations, which are needed in the machine solution. As a further check on the computer solution, the static stresses on the boundaries and in the medium were compared with those obtained from the machine solution at very long time.

This general method of solution was applied to the problems of an incident wave of dilatation and an incident wave of pure shear. Further details of the representation of the incoming stress field and of the stress field diverging from a line source are described in Sections 3.1 to 3.4. The equations resulting from the combination of these two waves to obtain the boundary equations are derived in a form suitable for use in a computer in Sections 4.1 and 4.2.
The diverging wave which has been determined at the boundary, of course, continues to travel outward and becomes the reflected and diffracted waves. To find the stress in the medium away from the boundary the same superposition procedure may be used, except that the effect of change of radial distance of the diverging wave must be considered. The computer solution for stress in the medium due to a plane wave of dilatation is presented in Section 4.3.
III. DERIVATION OF EQUATIONS

1. Fourier Analysis of Incident Wave of Dilatation

First consider a plane step wave of dilatation traveling in the negative x direction, with a stress $\sigma_x$ in the direction of wave propagation. It may be shown that the stresses in the y and z direction are

$$\sigma_y = \frac{\nu}{(1-\nu)} \sigma_x$$

$$\sigma_z = \frac{\nu}{(1-\nu)} \sigma_x$$

where $\nu$ is Poisson's ratio. For convenience $\tilde{\nu}$ will be used as defined by

$$\tilde{\nu} = \frac{\nu}{(1-\nu)}$$

In the following work tensile stresses will be considered positive.

Consider the stresses on a circle of radius $a$ (in cylindrical coordinates) being enveloped by the wave front described above, with $\tau_x = \epsilon$, and with no cavity in the medium. Referring to Fig. 3.1 the radial stress $\sigma_{rr}$, shear stress $\tau_{r\theta}$, and hoop stress $\sigma_{\theta\theta}$ behind the front may be written using the general rules of transformation of stress,

$$\sigma_{rr} = \sigma \left( \cos^2 \theta + \tilde{\nu} \sin^2 \theta \right)$$

$$\sigma_{r\theta} = \sigma \left( \frac{1-\tilde{\nu}}{2} \right) \sin \theta$$

$$\sigma_{\theta\theta} = \sigma \left( \sin^2 \theta + \tilde{\nu} \cos^2 \theta \right)$$

Since $\sigma_{rr}$ and $\sigma_{\theta\theta}$ are even in $\theta$ while $\sigma_{r\theta}$ is odd in $\theta$, the Fourier series corresponding to these expressions can be written:
\[ \sigma_{rr} = \frac{a_0(t)}{2} + \sum_{n=1}^{\infty} a_n(t) \cos n\theta \]
\[ \sigma_{r\theta} = \sum_{n=1}^{\infty} b_n(t) \sin n\theta \]
\[ \sigma_{\theta\theta} = \frac{d_0(t)}{2} + \sum_{n=1}^{\infty} d_n(t) \cos n\theta \]

The coefficients in these series may be evaluated from the following integrals where \( \theta_1 \) defines the extent to which the wave has enveloped the circular boundary as shown in Fig. 3.2, and therefore is a function of time

\[ a_n(t) = \frac{2}{\pi} \int_0^{\theta_1} \sigma_{rr}(\theta) \cos n\theta \, d\theta \]
\[ b_n(t) = \frac{2}{\pi} \int_0^{\theta_1} \sigma_{r\theta}(\theta) \sin n\theta \, d\theta \]
\[ d_n(t) = \frac{2}{\pi} \int_0^{\theta_1} \sigma_{\theta\theta}(\theta) \cos n\theta \, d\theta \]

If time is measured from the instant that the wave touches the boundary, the plane dilatational wave with a velocity of propagation \( C_1 \) will travel in the time \( t \)

\[ C_1 t = a \left( 1 - \cos \theta_1 \right) \]

from which

\[ \theta_1 = \cos^{-1} \left( 1 - \frac{t C_1}{a} \right) \]

for

\[ 0 \leq \frac{t C_1}{a} \leq 2 \]

and

\[ \theta_1 = \pi \]

for

\[ \frac{t C_1}{a} \geq 2 \].
Carrying out the integrations in Eqs. 3.4, one obtains the following expressions for the Fourier coefficients as a function of time:

For \( t \leq 2a/C_1 \)

\[
\frac{a_0(t)}{2} = \frac{\sigma}{\pi} \left[ \theta_1 \left( \frac{1+\tilde{\nu}}{2} \right) + \frac{1-\tilde{\nu}}{4} \sin 2\theta_1 \right]
\]

\[3.6\]

\[
a_n(t) = \frac{\sigma}{2\pi} \left[ (1-\tilde{\nu}) \left( \frac{\sin(2-n)\theta_1 + \sin(2+n)\theta_1}{(2-n)} \right) + 2(1+\tilde{\nu}) \frac{\sin n\theta_1}{n} \right]
\]

\[3.7\]

\[
b_n(t) = -\frac{\sigma}{2\pi} (1-\tilde{\nu}) \left[ \frac{\sin(2-n)\theta_1}{(2-n)} - \frac{\sin(2+n)\theta_1}{(2+n)} \right]
\]

\[3.8\]

\[
\frac{d_0(t)}{2} = \frac{\sigma}{2\pi} \left[ (1+\tilde{\nu})\theta_1 + \frac{(1-\tilde{\nu})}{2} \sin 2\theta_1 \right]
\]

\[3.9\]

\[
d_n(t) = \frac{\sigma}{\pi} \left[ (1+\tilde{\nu}) \frac{\sin n\theta_1}{n} - \frac{1-\tilde{\nu}}{2} \left( \frac{\sin(2-n)\theta_1}{(2-n)} + \frac{\sin(2+n)\theta_1}{(2+n)} \right) \right]
\]

\[3.10\]

For \( t \geq 2a/C_1 \)

\[
\frac{a_0(t)}{2} = \frac{\sigma(1+\tilde{\nu})}{2}
\]

\[3.11\]

\[
a_n(t) = 0, \quad n \neq 2, \quad a_2(t) = \frac{\sigma(1-\tilde{\nu})}{2}
\]

\[3.12\]

\[
b_n(t) = 0, \quad n \neq 2, \quad b_2(t) = -\frac{\sigma(1-\tilde{\nu})}{2}
\]

\[3.13\]

\[
d_0(t) = \frac{\sigma(1+\tilde{\nu})}{2}
\]

\[3.14\]

\[
d_n(t) = 0, \quad n \neq 2, \quad d_2(t) = -\frac{\sigma(1-\tilde{\nu})}{2}
\]

\[3.15\]

Equations 3.5 and 3.6 combined with Eqs. 3.6 to 3.10 give the time dependence of the free field incident stresses on a cylindrical boundary with radius \( a \). The variation of the first three of these coefficients with time is shown in Fig. 2.5 for a value of \( \tilde{\nu} = 1/3 \) and with \( \sigma = \frac{1}{2} \). The accuracy with which the first three terms of a Fourier series represent the
stress variation with angle around the opening at two times may be observed in Fig. 3.4. In this figure the variation of $\sigma_{rr}$, $\sigma_{r\theta}$, and $\sigma_{\theta\theta}$ with angle is shown for the times $tC_1/a = 0.5$ and 1.0. Also shown on this figure is the actual variation of these stresses for comparison. It may be observed from these curves that the representation is not as good for the earlier time as the later, as would be expected. For this reason the method presented is not applicable for early stress computations unless a larger number of terms is used in the Fourier series. The representation for the incoming wave is exact, however, for all times after the wave has enveloped the boundary. Also it may be seen that the representation is much better for $\sigma_{rr}$ and $\sigma_{r\theta}$ than it is for $\sigma_{\theta\theta}$. Since the diverging wave form is determined by the incident boundary stresses $\sigma_{rr}$ and $\sigma_{r\theta}$, the determination of the diverging wave should be fairly accurate.

3.2 Fourier Analysis of Incident Shear Wave

Consider the case of a plane step wave of pure shear with magnitude of stress $\tau$ traveling in the negative x direction. Stresses on a cylindrical boundary behind the front may be written,

$$\tilde{\sigma}_{rr} = \tilde{\tau} \sin 2\theta$$
$$\tilde{\sigma}_{r\theta} = \tilde{\tau} \cos 2\theta$$
$$\tilde{\sigma}_{\theta\theta} = -\tilde{\tau} \sin 2\theta$$

where positive shear is defined in Fig. 3.5. A tilde will be placed over those quantities associated with an incident shear wave in order to distinguish them from the corresponding quantities associated with an incident wave of dilatation. The Fourier series corresponding to these expressions are,
\[ \vartheta_{rr} = \sum_{n=1}^{\infty} \tilde{b}_n(t) \sin n\theta \]
\[ \vartheta_{r\theta} = \frac{\tilde{b}_0(t)}{2} + \sum_{n=1}^{\infty} \tilde{a}_n(t) \cos n\theta \quad \text{(3.12)} \]
\[ \vartheta_{\theta\theta} = \sum_{n=1}^{\infty} \tilde{a}_n(t) \sin n\theta \]

The Fourier coefficients, found in the same manner as for waves of dilatation, are:

for \( t \leq 2a/C_2 \)
\[ \tilde{b}_n(t) = \frac{1}{\pi} \left[ \frac{\sin(2-n)\theta_2}{(2-n)} - \frac{\sin(2+n)\theta_2}{(2+n)} \right] \]
\[ \tilde{a}_n(t) = \frac{1}{\pi} \left[ \frac{\sin(2-n)\theta_2}{(2-n)} + \frac{\sin(2+n)\theta_2}{(2+n)} \right] \quad \text{(3.13)} \]
\[ \tilde{a}_n(t) = -\frac{1}{\pi} \left[ \frac{\sin(2-n)\theta_2}{(2-n)} - \frac{\sin(2+n)\theta_2}{(2+n)} \right], \]

for \( t > 2a/C_2 \)
\[ \tilde{b}_n(t) = 0, \quad n \neq 2, \quad \tilde{b}_2(t) = \tilde{r} \]
\[ \tilde{a}_n(t) = 0, \quad n \neq 2, \quad \tilde{a}_2(t) = \tilde{r} \quad \text{(3.14)} \]
\[ \tilde{d}_n(t) = 0, \quad n \neq 2, \quad \tilde{d}_2(t) = -\tilde{r} \]

where \( C_2 \) is the velocity of propagation of a shear wave. The angle \( \theta_2 \) may be written as follows by referring to Fig. 3.1:
\[ \theta_2 = \cos^{-1} \left( 1 - tC_2/a \right) \]

for \( 0 \leq tC_2/a \leq 2.0 \)
and \( \theta_2 = \pi \)
for \( tC_2/a > 2.0 \).
3.3 Derivation of Equations for Diverging Wave (Incident Dilatational Wave)

The equilibrium equations may be expressed in the following form for an elastic medium

\[ (\lambda + \mu) \frac{\partial^2 \Delta}{\partial x^2} + \mu \nabla^2 u - \rho \ddot{u} = 0 \]
\[ (\lambda + \mu) \frac{\partial^2 \Delta}{\partial y^2} + \mu \nabla^2 v - \rho \ddot{v} = 0 \]
\[ (\lambda + \mu) \frac{\partial^2 \Delta}{\partial z^2} + \mu \nabla^2 w - \rho \ddot{w} = 0 \]

where \( \Delta \) is the dilatation given by

\[ \Delta = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \]

and \( u, v, \) and \( w \) are displacements in the \( x, y \) and \( z \) directions. It is convenient to introduce the following representation for the displacement vector \( \ddot{u} \) in terms of a scalar potential \( \varphi \) and a vector potential \( \vec{\psi} \)

\[ \ddot{u} = \nabla \varphi + \text{curl} \vec{\psi} \]

Then \( \nabla \varphi \) represents the irrotational part of the displacement and \( \text{curl} \vec{\psi} \) represents a displacement corresponding to no dilatation. Observing from the physical problem that there is no variation in displacement with \( z \) along the cavity axis and that there is, therefore, only rotation about the \( z \) axis, one may write the following simplified expressions

\[ \nabla \varphi = \frac{\partial^2 \Delta}{\partial x} \hat{\imath} + \frac{\partial^2 \Delta}{\partial y} \hat{j} \]
\[ \text{Curl} \vec{\psi} = \frac{\partial^2 \Delta}{\partial y} \hat{k} - \frac{\partial^2 \Delta}{\partial x} \hat{j}. \]
Therefore
\[ \ddot{u} = \left( \frac{\partial \varphi}{\partial x} + \frac{\partial \psi}{\partial y} \right) \hat{x} + \left( \frac{\partial \varphi}{\partial y} - \frac{\partial \psi}{\partial x} \right) \hat{y} \]

setting \( \ddot{\gamma}_z = \ddot{\psi} \).

The displacements \( u, v, \) and \( w \) may be written then
\[ u = \frac{\partial \varphi}{\partial x} + \frac{\partial \psi}{\partial y} \]
\[ v = \frac{\partial \varphi}{\partial y} - \frac{\partial \psi}{\partial x} \]
\[ w = 0 \]

The equations of motion (Eqs. 3.15) will be satisfied if the potentials \( \varphi \) and \( \psi \) satisfy the following two wave equations,
\[ c_1^2 \nabla^2 \varphi = \ddot{\varphi} \]
\[ c_2^2 \nabla^2 \psi = \ddot{\psi} \]

where the velocities of the dilatational and shear waves are given by
\[ c_1^2 = \frac{\lambda + 2\mu}{\rho} \quad \text{and} \quad c_2^2 = \frac{\mu}{\rho} \]

In polar coordinates the displacement components of Eqs. 3.16 are given by
\[ u_r = \frac{\partial \varphi}{\partial r} + \frac{1}{r} \frac{\partial \psi}{\partial \theta} \]
\[ u_\theta = \frac{1}{r} \frac{\partial \varphi}{\partial \theta} - \frac{\partial \psi}{\partial r} \]
\[ u_z = 0 \]

where \( u_r \) is taken positive in the direction of increasing \( r \) and \( u_\theta \) is positive in the direction of increasing \( \theta \).
In Ref. (8) the following general solution to equations of the type represented by Eqs. 3.17 is given. First the potential (displacement potentials in this case), \( \phi \) and \( \psi \), are taken in the following form:

\[
\phi = \sum_{n=1}^{\infty} r^n f_n(r,t) \cos n\theta
\]

\[
\psi = \sum_{n=1}^{\infty} r^n g_n(r,t) \sin n\theta.
\]

These particular forms for the displacement potentials were chosen because they satisfy \( \nabla^2 \phi = 0 \) and \( \nabla^2 \psi = 0 \), a "homogeneous" part of the differential equations if \( f_n(r,t) \) and \( g_n(r,t) \) are assumed constant. These functions of \( r \) and \( t \) must be chosen so that the equations with \( \phi \) and \( \psi \) on the right are satisfied. Since the displacements \( u_r \) caused by the incident wave of dilatation are even in \( \theta \) while the displacements \( u_\theta \) are odd in the \( \theta \), \( \phi \) is chosen even and \( \psi \) odd so that Eqs. 3.19 will result in displacements of the same form when \( \phi \) and \( \psi \) are substituted into them. Therefore this form for representing the diverging wave is only suitable for use with an incident wave of dilatation.

Substitution of Eqs. 3.20 into Eqs. 3.17 gives the following differential equations to be satisfied by the Fourier coefficients,

\[
C_1^2 \left( \frac{\partial^2 f_n}{\partial r^2} + \frac{2n+1}{r} \frac{\partial f_n}{\partial r} \right) = \varphi_n
\]

\[
C_2^2 \left( \frac{\partial^2 g_n}{\partial r^2} + \frac{2n+1}{r} \frac{\partial g_n}{\partial r} \right) = \psi_n.
\]
The solution to these equations may be written in terms of the solution for \( n = 0 \) as

\[
f_n = \left( \frac{1}{r} \frac{\partial}{\partial r} \right)^n f_0 \quad \text{and} \quad g_n = \left( \frac{1}{r} \frac{\partial}{\partial r} \right)^n g_0.
\]

In Section B.1 of Appendix B it is shown that Eqs. 3.22 do indeed satisfy Eqs. 3.21. The next step is to find \( f_0 \) and \( g_0 \). This may be done in the following way. Consider the first of Eqs. 3.21 with \( n = 0 \).

\[
c_1^2 \left( \frac{\partial^2 f_0}{\partial r^2} + \frac{1}{r} \frac{\partial f_0}{\partial r} \right) = f_0
\]

This is recognized as the wave equation in cylindrical coordinates for the case of symmetry about the \( z \) axis. The form of \( f_0 \) which satisfies Eq. 3.23 may be obtained through the following reasoning. It is known that the form of the displacement potential for a spherically symmetrical point source wave is

\[
f_0 = \frac{1}{\rho} f \left( t - \frac{r}{c_1} \right).
\]

The displacement potential for a line source may be found by integrating the displacement potentials for all point sources uniformly distributed along the \( z \) axis from \( z = -\infty \) to \( z = +\infty \), each point source having the same variation with time. Then the symmetrical line source displacement potential may be written

\[
f_0 = \int_{-\infty}^{+\infty} \frac{1}{\rho} f \left( t - \frac{z}{c_1} \right) \, dz.
\]

This same form of displacement potential is used in Ref. 9 in the investigations of supersonic fluid flow around a long wing.
In Fig. 3.6 the coordinate system is shown. From this figure it may be seen that \( \rho \) is equal to \( \sqrt{r^2 + z^2} \). Therefore, Eq. 3.24 may be written in the following form

\[
f_0 = \int_{-\infty}^{\infty} f \left( t - \frac{\sqrt{r^2 + z^2}}{C_1} \right) \frac{dz}{\sqrt{r^2 + z^2}}. \tag{3.25}
\]

At this point the variable \( u \) is introduced such that

\[
r \cosh u = \sqrt{r^2 + z^2} = \rho
\]

or

\[
u = \cosh^{-1} \left( \frac{1}{r} \sqrt{r^2 + z^2} \right).
\]

Taking the derivative of both sides gives

\[
du = \frac{dz}{\sqrt{r^2 + z^2}}.
\]

By introducing the above identities, Eq. 3.25 may be rewritten in the following form,

\[
f_0 = 2 \int_{u=0}^{u=\infty} f(t - \frac{r}{C_1} \cosh u)du = \int_{0}^{\infty} F(t - \frac{r}{C_1} \cosh u)du. \tag{3.26}
\]

In a similar manner the displacement potential for a symmetrical shear wave becomes

\[
g_0 = \int_{u=0}^{u=\infty} g(t - \frac{r}{c_2} \cosh u)du. \tag{3.27}
\]

Combining Eqs. 3.26 and 3.27 with 3.22 one obtains

\[
f_n = \left( \frac{1}{r} \frac{\partial}{\partial r} \right)^n \int_{0}^{\infty} F(t - \frac{r}{c_1} \cosh u)du
\]

\[
g_n = \left( \frac{1}{r} \frac{\partial}{\partial r} \right)^n \int_{0}^{\infty} G(t - \frac{r}{c_2} \cosh u)du \tag{3.28}
\]
From Eqs. 3.28 and Eqs. 3.20,
\[
\begin{align*}
\varphi &= \sum_{n=0}^{\infty} r^n \left( \frac{1}{r} \frac{\partial}{\partial r} \right)^n \int_0^{\infty} F(t - \frac{r}{c_1} \cosh u) du \cos n\theta \\
\psi &= \sum_{n=0}^{\infty} r^n \left( \frac{1}{r} \frac{\partial}{\partial r} \right)^n \int_0^{\infty} G(t - \frac{r}{c_2} \cosh u) du \sin n\theta .
\end{align*}
\]

Considerable simplification can be effected in the solution by noting that Eqs. 3.29 can be written in the following form
\[
\begin{align*}
\varphi &= \left[ \sum_{n=0}^{\infty} \frac{(-1)^n}{c_1^n} \int_0^{\infty} r^n (t - \frac{r}{c_1} \cosh u) \cosh nu du \right] \cos n\theta \\
\psi &= \left[ \sum_{n=0}^{\infty} \frac{(-1)^n}{c_2^n} \int_0^{\infty} r^n (t - \frac{r}{c_2} \cosh u) \cosh nu du \right] \sin n\theta ,
\end{align*}
\]
where the superscripts on F and G indicate the order of the derivative.

The proof of the conversion from Eqs. 3.29 to 3.30 is shown in Section B.2 of Appendix B.

In terms of displacements, the stresses at any point in the medium may be expressed as follows:
\[
\begin{align*}
\sigma_{rr} &= \lambda \Delta + \frac{\partial u_r}{\partial r} \\
\sigma_{r\theta} &= u_r \gamma_{r\theta} \\
\sigma_{\theta\theta} &= \lambda \Delta + \frac{\partial u_\theta}{\partial r} \left( \frac{\partial u_\theta}{\partial \theta} + u_r \right)
\end{align*}
\]
where
\[
\begin{align*}
\Delta &= \frac{\partial u_r}{\partial r} + \frac{u_r}{r} + \frac{\partial u_\theta}{\partial \theta} \\
\gamma_{r\theta} &= \frac{\partial u_\theta}{\partial r} + \frac{1}{r} \frac{\partial u_r}{\partial \theta} - \frac{u_\theta}{r} .
\end{align*}
\]
By substituting into these equations the displacements given by Eqs. 3.19, one obtains the stresses in terms of displacement potentials.

\[
\sigma_{rr} = (\lambda + 2\mu) \frac{\partial^2 \varphi}{\partial r^2} + \frac{\lambda}{r} \frac{\partial \psi}{\partial r} + \frac{\lambda}{r^2} \frac{\partial^2 \psi}{\partial \theta^2} + \frac{2\mu}{r} \frac{\partial \psi}{\partial r} \frac{\partial \theta}{\partial \theta} - \frac{2\mu}{r^2} \frac{\partial \psi}{\partial \theta^2} \tag{3.32}
\]

\[
\sigma_{r\theta} = \mu \left( \frac{\partial^2 \varphi}{\partial r \partial \theta} - \frac{\partial^2 \psi}{\partial r^2} - \frac{1}{r^2} \frac{\partial^2 \psi}{\partial \theta^2} + \frac{1}{r} \frac{\partial \psi}{\partial r} \right) \tag{3.32}
\]

\[
\sigma_{\theta\theta} = \lambda \frac{\partial^2 \varphi}{\partial r^2} + (\lambda + 2\mu) \frac{\partial \psi}{\partial r} + \frac{(\lambda + 2\mu)}{r^2} \frac{\partial^2 \psi}{\partial \theta^2} - \frac{2\mu}{r} \frac{\partial \psi}{\partial r} \frac{\partial \theta}{\partial \theta} + \frac{2\mu}{r^2} \frac{\partial \psi}{\partial \theta^2} .
\]

Substitution of the general expressions for \( \varphi \) and \( \psi \) (Eqs. 3.30) into Eqs. 3.32 gives the general expressions for stress in the diverging wave.

\[
\sigma_{rr} = \sum_{n=0}^{\infty} \left[ \frac{(-1)^n}{c_n} \int_{0}^{u_1} r^{n+2}(\eta_2)((2\mu \cosh^2 u + \lambda) \cosh nu) \, du \right] \cos n\theta \tag{3.33}
\]

\[
- \frac{(-1)^n}{c_n} \int_{0}^{u_2} G^{n+2}(\eta_2) [\mu \sinh 2u \sinh nu] \, du \] \cos n\theta \]

\[
\sigma_{r\theta} = \sum_{n=0}^{\infty} \left[ \frac{(-1)^n}{c_n} \int_{0}^{u_1} r^{n+2}(\eta_1) [\mu \sinh 2u \sinh nu] \, du \right] \sin n\theta \tag{3.34}
\]

\[
- \frac{(-1)^n}{c_n} \int_{0}^{u_2} G^{n+2}(\eta_2) [\mu \cosh 2u \cosh nu] \, du \] \sin n\theta \]

\[
\sigma_{\theta\theta} = \sum_{n=0}^{\infty} \left[ \frac{(-1)^n}{c_n} \int_{0}^{u_1} r^{n+2}(\eta_1) [(\lambda - 2\mu \sinh^2 u) \cosh nu] \, du \right] \cos n\theta \tag{3.35}
\]

\[
+ \frac{(-1)^n}{c_n} \int_{0}^{u_2} G^{n+2}(\eta_1) [\mu \sinh 2u \sinh nu] \, du \] \cos n\theta \]

where

\[
\eta_1 = (t - \frac{r}{c_1} \cosh u) \quad \text{and} \quad \eta_2 = (t - \frac{r}{c_2} \cosh u). \tag{3.36}
\]
The integration limits on Eqs. 3.24 and therefore on Eqs. 3.30 extend to \( +\infty \) since there are point sources all along the \( z \) axis. The wave emanating from each point source is considered to have the same variation in time. Therefore, at any finite time only the point source waves out to a finite value of \( z \) have reached the point in question provided they all started at the same finite time. For a finite time the integration in \( u \) need only extend to the value corresponding to this value of \( z \).

By substituting Eqs. 3.30 into Eqs. 3.19, the general expressions for displacements may also be found.

\[
\begin{align*}
  u_r &= \sum_{n=0}^{\infty} \left[ -\frac{(-1)^n}{c_{n+2}^r} \int_0^{u_1} \sinh(\eta_n) \left( \frac{\sinh(1+n)u}{2(1+n)} + \frac{\sinh(1-n)u}{2(1-n)} \right) \sinh u \, du \\
           &\quad + \frac{(-1)^n}{c_{n+2}^r} \int_0^{u_2} \cosh(\eta_n) \left( \frac{\cosh(1+n)u}{2(1+n)} - \frac{\cosh(1-n)u}{2(1-n)} \right) \sinh u \, du \right] \cos n\theta \\
  u_\theta &= \sum_{n=0}^{\infty} \left[ -\frac{(-1)^n}{c_{n+2}^\theta} \int_0^{u_1} \sinh(\eta_n) \left( \frac{\sinh(1+n)u}{2(1+n)} - \frac{\sinh(1-n)u}{2(1-n)} \right) \sinh u \, du \\
           &\quad + \frac{(-1)^n}{c_{n+2}^\theta} \int_0^{u_2} \cosh(\eta_n) \left( \frac{\cosh(1+n)u}{2(1+n)} + \frac{\cosh(1-n)u}{2(1-n)} \right) \sinh u \, du \right] \sin n\theta .
\end{align*}
\]

These expressions for stress and displacement in a wave diverging from a line source are only suitable for elimination of the boundary stresses due to an incident wave of dilatation since the variation in \( \theta \) has the same form in the two cases.
3.4 Derivation of Equations for the Diverging Wave (Incident Shear Wave)

The displacements in the medium caused by a plane incident shear wave with a constant state of stress behind the front are odd in \( \theta \) in the radial direction and even in the \( \theta \) direction. In order that the displacements caused by the diverging wave (Eqs. 3.19) might have this same variation \( \tilde{\varphi} \) should be odd and \( \tilde{\psi} \) even in \( \theta \). The displacement potentials in this case are then the same as for an incident wave of dilatation except for the variation in \( \theta \), and may be written as follows by analogy with Eq. 3.29:

\[
\tilde{\varphi} = \sum_{n=0}^{\infty} r^n \frac{1}{r} \frac{\partial}{\partial r} \int_{0}^{\infty} F(\eta_1) \, du \, \sin n\theta \\
\tilde{\psi} = \sum_{n=0}^{\infty} r^n \frac{1}{r} \frac{\partial}{\partial r} \int_{0}^{\infty} G(\eta_2) \, du \, \cos n\theta ,
\]

These expressions may be written by analogy with Eq. 3.30

\[
\varphi = \sum_{n=0}^{\infty} \left[ \frac{(-1)^n}{c_1^n} \int_{0}^{\infty} F^n(\eta_1) \, \cosh nu \, du \right] \sin n\theta \\
\tilde{\psi} = \sum_{n=0}^{\infty} \left[ \frac{(-1)^n}{c_2^n} \int_{0}^{\infty} G^n(\eta_2) \, \cosh nu \, du \right] \cos n\theta ,
\]

Substitution of Eqs. 3.38 into the general expressions for stress in terms of displacement potentials (Eq. 3.32) gives,

\[
\sigma_{rr} = \sum_{n=0}^{\infty} \left[ \frac{(-1)^n}{c_1^{n+2}} \int_{0}^{1} F^{n+2}(\eta_1)[(2\mu \cosh^2 u + \lambda) \cosh nu] \, du \\
+ \frac{(-1)^n}{c_2^{n+2}} \int_{0}^{1} G^{n+2}(\eta_2)[\mu \sinh 2u \sinh nu] \, du \right] \sin n\theta
\]
The two equations resulting from these boundary conditions are to be solved for the functions $F_{n+2}(\eta_1)$ and $G_{n+2}(\eta_2)$.

For an incident wave of dilatation the boundary equations may be found by combining the first two of Eqs. 3.3 with Eqs. 3.33 and 3.34 and applying the resulting conditions at the radius $r = a$.

$$0 = \frac{a_n(t)}{2} + \sum_{n=1}^{\infty} a_n(t) \cos n\theta + \sum_{n=0}^{\infty} \left( \frac{(-1)^n}{C_{n+2}} \right) \int_{0}^{u_1} F_{n+2}(\eta_1)([2u \cosh^2(\frac{\eta_1}{2}) \cosh nu]) du$$

$$- \frac{(-1)^n}{C_{n+2}} \int_{0}^{u_2} G_{n+2}(\eta_2)[\mu \sinh 2u \sinh nu] du \cos n\theta$$
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$$0 = \sum_{n=1}^{\infty} b_n(t) \sin n\theta + \sum_{n=0}^{\infty} \left( \frac{(-1)^n}{C_{n+2}} \right) \int_{0}^{u_1} F_{n+2}(\eta_1)([\mu \sinh 2u \sinh nu]) du$$

$$- \frac{(-1)^n}{C_{n+2}} \int_{0}^{u_2} G_{n+2}(\eta_2)[\mu \cosh 2u \cosh nu] du \sin n\theta$$

In a similar manner the boundary equations for an incident shear wave may be found by combining the first two of Eqs. 3.12 with the first two of Eqs. 3.39.

$$0 = \sum_{n=0}^{\infty} \tilde{b}_n(t) \sin n\theta + \sum_{n=1}^{\infty} \left( \frac{(-1)^n}{C_{n+2}} \right) \int_{0}^{u_1} F_{n+2}(\eta_1)([2u \cosh^2(\frac{\eta_1}{2}) \cosh nu]) du$$

$$+ \frac{(-1)^n}{C_{n+2}} \int_{0}^{u_2} G_{n+2}(\eta_2)([\sinh 2u \sinh nu]) du \cdot \sin n\theta$$

$$0 = \frac{\tilde{a}_o(t)}{2} + \sum_{n=1}^{\infty} \tilde{a}_n(t) \cos n\theta + \sum_{n=0}^{\infty} \left( \frac{(-1)^n}{C_{n+2}} \right) \int_{0}^{u_1} F_{n+2}(\eta_1)([-\mu \sinh 2u \sinh nu]) du$$

$$- \frac{(-1)^n}{C_{n+2}} \int_{0}^{u_2} G_{n+2}(\eta_2)[\mu \cosh 2u \cosh nu] du \cos n\theta$$
The two equations resulting from these boundary conditions are to be solved for the functions \( F^{n+2}(\eta_1) \) and \( G^{n+2}(\eta_2) \).

For an incident wave of dilatation the boundary equations may be found by combining the first two of Eqs. 3.3 with Eqs. 3.33 and 3.34 and applying the resulting conditions at the radius \( r = a \).

\[
0 = \frac{a_n(t)}{2} + \sum_{n=1}^{\infty} a_n(t) \cos n\theta + \sum_{n=0}^{\infty} \left[ \frac{(-1)^n}{c_{n+2}} \int_0^{u_2} F^{n+2}(\eta_1)[(2\mu \cosh^2u + \lambda) \cosh nu] \, du \right] \cos n\theta
\]

\[
- \frac{(-1)^n}{c_{n+2}} \int_0^{u_2} G^{n+2}(\eta_2)[\mu \sinh 2u \sinh nu] \, du \right] \cos n\theta
\]

3.41

\[
0 = \sum_{n=1}^{\infty} b_n(t) \sin n\theta + \sum_{n=0}^{\infty} \left[ \frac{(-1)^n}{c_{n+2}} \int_0^{u_2} F^{n+2}(\eta_1)[(2\mu \cosh^2u + \lambda) \cosh nu] \, du \right] \sin n\theta
\]

\[
- \frac{(-1)^n}{c_{n+2}} \int_0^{u_2} G^{n+2}(\eta_2)[\mu \cosh 2u \cosh nu] \, du \right] \sin n\theta
\]

In a similar manner the boundary equations for an incident shear wave may be found by combining the first two of Eqs. 3.12 with the first two of Eqs. 3.39.

\[
0 = \sum_{n=1}^{\infty} \tilde{b}_n(t) \sin n\theta + \sum_{n=1}^{\infty} \left[ \frac{(-1)^n}{c_{n+2}} \int_0^{u_2} F^{n+2}(\eta_1)[(2\mu \cosh^2u + \lambda) \cosh nu] \, du \right] \sin n\theta
\]

\[
+ \frac{(-1)^n}{c_{n+2}} \int_0^{u_2} G^{n+2}(\eta_2)[\mu \sinh 2u \sinh nu] \, du \right] \sin n\theta
\]

\[
0 = \frac{\tilde{a}_n(t)}{2} + \sum_{n=1}^{\infty} \tilde{a}_n(t) \cos n\theta + \sum_{n=0}^{\infty} \left[ \frac{(-1)^n}{c_{n+2}} \int_0^{u_1} F^{n+2}(\eta_1)[(-\mu \sinh 2u \sinh nu)] \, du \right] \cos n\theta
\]

\[
- \frac{(-1)^n}{c_{n+2}} \int_0^{u_2} G^{n+2}(\eta_2)[\mu \cosh 2u \cosh nu] \, du \right] \cos n\theta
\]
The number of parameters involved in the solution of the problem may be found from Eq. 3.41. The last two terms in each equation, which give the stresses in the outgoing wave, contain only \( \lambda \) and \( \mu \) as parameters. But \( \lambda \) may be expressed as

\[
\lambda = \mu \frac{2\nu}{1-2\nu}.
\]

By making this substitution for \( \lambda \), one may factor \( \mu \) out of both terms, leaving \( \nu \) as the only parameter that cannot be factored out. The actual form of \( a_n(t) \), \( b_n(t) \), and \( d_n(t) \) may be seen by referring to Eqs. 3.6-3.10, where it is found that the only parameter within each term is \( \nu \), \( \sigma \), the incident stress, being a common factor of each term. Since \( \bar{\nu} \) is a function of \( \nu \) (Eq. 5.1), Poisson's ratio is also the only parameter which cannot be factored out of these terms. In the actual machine computations all terms were divided by \( \mu \) and the ratio \( \frac{\sigma}{\mu} \) set equal to unity, i.e. \( \mu \) was taken as the unit of stress. Then a single parameter appears in the solution, \( \nu \). In the derivation of equations which follows, \( \lambda \) and \( \mu \) are retained in the equations so that it is clear to what extent the variation of these constants alters the solution of the problem.

All the constants mentioned thus far occur in the equations for hoop stress and equations for the stress in the medium in precisely the same way as mentioned above. Therefore, the same comments may be made concerning the parameters involved in these computations.

The same observations may be made concerning Eqs. 3.42 for an incident shear wave, except that \( \bar{\gamma} \) is a common factor in each term for stress due to the incident wave (Eqs. 3.13 and 3.14) and \( \bar{\nu} \) does not appear.
The last two terms of each equation are the same as before and again, $\mu$ may be factored out leaving $\nu$ as the only parameter that cannot be factored out. In the computer solution $\nu/\mu$ was set equal to unity in this case.

In the numerical solution of the problem, the fundamental unit of length was taken as $a$, of velocity $C_1$ ($C_2$ for incident shear wave), and of stress $\mu$. These three units completely determine all the other units required. In Eqs. 3.41 the value of $C_1$ is unity while the value of $C_2$ is $\alpha$. Where $\alpha$ is defined to be the ratio $\frac{C_2}{C_1}$. $C_1$ and $C_2$ are nevertheless carried through the derivation.
IV. MODIFICATION OF EQUATIONS FOR COMPUTER SOLUTION

4.1 Equations for an Incident Wave of Dilatation

Consider the numerical solution of the boundary equations given by Eqs. 3.41 for an incident wave of dilatation. The first terms on the right involving $a_n(t)$ and $b_n(t)$ represent the stresses due to the incident plane wave. These terms are functions of time and may be evaluated by computing the time-dependent angle $\theta_1$ from Eq. 3.5 and substituting this angle into the appropriate expression for the Fourier coefficients given by Eqs. 3.6 - 3.10.

The last summations in Eqs. 3.41 represent the stresses in the diverging wave and contain integrals which must be evaluated to obtain the stress. It is important to note that these integrals are of the convolution type and therefore the integrations must be performed anew for each value of time considered. At any time for which the stress in the diverging wave is to be evaluated, the integration can be performed numerically provided all the previous values of $F^{n+2}(\eta_1)$ and $G^{n+2}(\eta_2)$ are known. It is these functions, however, which must be found from the boundary conditions. This is possible since Eq. 3.41 constitutes two equations with two unknowns.

In the numerical integration process it is convenient to take equal steps in the independent variable. However, if equal steps in $u_1$ and $u_2$ are taken, unequal steps in time and unequal steps in movement of the outgoing wave in space will result. To avoid this complication the variable of integration will be changed.
Referring to Fig. 3.6 and the equation following Eq. 3.25 one may write the limits on the integrals, \( u_1 \) and \( u_2 \) for the time \( t \),

\[
\begin{align*}
r \cosh u_1 &= \rho_1 = r + tc_1 \\
r \cosh u_2 &= \rho_2 = r + tc_2.
\end{align*}
\]

Solve for \( \cosh u_1 \) and \( \cosh u_2 \)

\[
\begin{align*}
\cosh u_1 &= 1 + \frac{tc_1}{r} = 1 + \tilde{t}_1 \\
\cosh u_2 &= 1 + \frac{tc_2}{r} = 1 + \tilde{t}_2.
\end{align*}
\]

Therefore Eq. 3.41 may be written, using the substitution

\[
\cosh u = 1 + \xi 
\]

with the limits \( \tilde{t}_1 \) on the integrals involving \( F^{n+2}(\eta_1) \) and \( \tilde{t}_2 \) on those involving \( G^{n+2}(\eta_2) \). These upper limits may be expressed as follows from Eq. 4.1 for the particular case \( r = a \),

\[
\tilde{t}_1 = \frac{tc_1}{a} \quad \text{and} \quad \tilde{t}_2 = \frac{tc_2}{a}.
\]

By using the substitution of Eq. 4.2, one may write the arguments of \( F^{n+2}(\eta_1) \) and \( G^{n+2}(\eta_2) \) given by Eq. 3.36

\[
\eta_1 = t - \frac{r}{c_1} (1 + \xi) \quad \text{and} \quad \eta_2 = t - \frac{r}{c_2} (1 + \xi).
\]

In performing the numerical integration it is convenient to have the limits on all the integrals the same. This will be accomplished by changing the upper limit on the integrals of \( G^{n+2}(\eta_2) \) to agree with that for \( F^{n+2}(\eta_1) \) i.e. both upper limits become \( \tilde{t}_1 \). To do this the variable of
integration for the integrals involving $G^{n+2}(\eta_2)$ must be multiplied by the ratio of the limits

$$\frac{r_2}{r_1} = \frac{C_2}{C_1} = a.$$  \hspace{1cm} (4.4)

For simplicity the subscript on the upper limits will be dropped. Then the upper limits for all the integrals is

$$\xi = \frac{tC_1}{r}$$  \hspace{1cm} (4.5)

or, for the particular case $r = a$,

$$\xi = \frac{tC_1}{a}$$

and the variable of integration $\xi$ for the integrals involving $G^{n+2}(\eta_2)$ will be replaced by $\alpha \xi$.

In the remaining explanation of the numerical solution of Eqs.3.41 it is convenient to consider a particular value of $n$ in order to simplify the equations involved. The case $n = 1$ will be considered, however, the derivations are quite similar for $n$ equal to any other value except for certain simplifications when $n = 0$.

Consider the integral portions of Eqs.7.41 representing stresses due to the diverging wave with $n = 1$ (these stresses are also given by Eqs.51 and 5.7a)

$$\sigma_{rr} = \left[ \frac{1}{C_1} \int_{\gamma}^{\gamma_1} F^{n+2}(\eta_2)[(2u \cosh u + \Lambda) \cosh u] du \right] \cos \theta$$

$$+ \frac{1}{C_2} \int_{\gamma}^{\gamma} G^{n+2}(\eta_2)[u \sinh u \sinh u] du \right] \cos \theta$$
\[ \sigma_{r\theta} = \left[ \frac{-1}{c_1} \right] \int_0^u \left[ F^{\prime\prime\prime}(\eta_1)[(\lambda - \mu) + \xi + \xi^2 - \zeta \xi] \right] du \]

\[ + \frac{1}{c_2} \int_0^u G^{\prime\prime\prime}(\eta_2)[(\lambda - \mu) \xi + \xi^2 - \zeta \xi] du \] \sin \theta

Also the hoop stress in the diverging wave may be written by setting \( n = 1 \) in Eq. 3.35:

\[ \sigma_{\theta\theta} = \left[ \frac{-1}{c_1} \right] \int_0^u \left[ F^{\prime\prime\prime}(\eta_1)[(\lambda - \mu) \xi + \xi^2 - \zeta \xi] \right] du \]

\[ - \frac{1}{c_2} \int_0^u G^{\prime\prime\prime}(\eta_2)[(\lambda - \mu) \xi + \xi^2 - \zeta \xi] du \] \cos \theta

By using the substitution for \( \xi, \mu, u \) in terms of \( t \) as given by Eq. 4.2 these equations for stress may be written with the same upper limits on all the integrals, \( \xi, \mu, u \), as previously discussed.

\[ \sigma_{rr} = \left[ \frac{-1}{c_1} \right] \int_0^\xi \left[ F^{\prime\prime\prime}(\eta_1)[(\lambda - \mu) + (\lambda - \mu) \xi + \xi^2 + \zeta \xi^2] \right] dt \]

\[ + \frac{1}{c_2} \int_0^\xi G^{\prime\prime\prime}(\eta_2)[(\lambda - \mu) \xi + \xi^2 + \zeta \xi^2] dt \] \cos \theta

\[ \sigma_{r\theta} = \left[ \frac{-1}{c_1} \right] \int_0^\xi \left[ F^{\prime\prime\prime}(\eta_1)[(\lambda - \mu) \xi + \xi^2 + \zeta \xi^2] \right] dt \]

\[ - \frac{1}{c_2} \int_0^\xi G^{\prime\prime\prime}(\eta_2)[(\lambda - \mu) \xi + \xi^2 + \zeta \xi^2] dt \] \sin \theta

\[ \sigma_{\theta\theta} = \left[ \frac{-1}{c_1} \right] \int_0^\xi \left[ F^{\prime\prime\prime}(\eta_1)[(\lambda - \mu) \xi + \xi^2 + \zeta \xi^2] \right] dt \]

\[ + \frac{1}{c_2} \int_0^\xi G^{\prime\prime\prime}(\eta_2)[(\lambda - \mu) \xi + \xi^2 + \zeta \xi^2] dt \] \cos \theta
Numerical integration of these equations is hindered by the fact that one term of each stress equation has an integrable singularity at η equal to zero. It is also necessary to assume the functions \( F^{'\prime\prime}(\eta_1) \) and \( G^{'\prime\prime}(\eta_2) \) to be well behaved, however this assumption is justified for small \( t \) by the short time solution which will be discussed in Section 5.1. Also there is an integrable singularity in \( F^{'\prime\prime}(\eta_1) \) at the value of the argument \( \eta_1 = \alpha/C_1 \), however it turns out that this does not affect the stresses obtained from the numerical integration. Consider as an example the numerical integration of the first term on the right of Eq. 4.6. The method of integration to be used assumes all of the integrand except \( \zeta^{1/2} \) in the denominator to be linear between discrete values of \( \zeta \). Weighting factors consistent with a linear variation in \( \zeta \) divided by \( \zeta^{1/2} \) are computed and applied to the ordinate at each end of the interval in order to find the value of the integral in the interval. The derivation of the integration formula is shown in Appendix A. This method of treating integrals of the type encountered here is similar to a method derived in Ref (10). If \( \zeta \) is divided into equal steps, \( \Delta \zeta \), and the above idea applied, the value of the integral between \( m \Delta \zeta \) and \( (m+1)\Delta \zeta \), for the first term on the right of Eq. 4.6 may be written

\[
\frac{1}{C_1} \int_{m\Delta \zeta}^{(m+1)\Delta \zeta} \left[ \frac{(\lambda + \lambda_{ss})(\lambda + \zeta_{ss})\zeta + \zeta_{ss}^2 + \zeta_{ss}^2}{\zeta^{1/2}} \right] d\zeta
\]

\[
= - \Delta \zeta \left[ (F^{'\prime\prime}(\eta_1)_{m+1} (R_{\Delta \zeta}^F)_{m} \left[ \frac{3}{2}(1+\lambda)(m+1)^{1/2} \right] \frac{2}{5}(m+1)^{1/2} \right] 
\]

\[
+ (F^{'\prime\prime}(\eta_1)_{m+1} (R_{\Delta \zeta}^F)_{m+1} \left[ \frac{3}{2}(m+1)^{3/2} \right. \frac{1}{2}(m+1)^{1/2} \right] ) + 9
\]
where $R_{AL}^F$ on the right is equal to

$$R_{AL}^F = \frac{(\lambda + \mu) + (\lambda + 2\mu)\zeta + \mu \zeta^2 + 2\mu \zeta^3}{c_1^{1/2} \sqrt{1 + \zeta/2}}$$  \hspace{1cm} 4.10$$

and $m$ is the numbering of steps in $\Delta \zeta$ starting with zero at $\zeta = 0$. For brevity the following symbols are used for the weighting factors in Eq. 4.9.

$$A_m = 2(1+m)[(m+1)^{1/2} - m^{1/2}] - \frac{2}{\beta} [(m+1)^{3/2} - m^{3/2}]$$  \hspace{1cm} 4.11

$$B_m = \frac{2}{\beta} [(m+1)^{3/2} - m^{3/2}] - 2m[(m+1)^{1/2} - m^{1/2}] .$$

It is shown in Appendix A that these weighting factors may be used for any of the integrals involved in the stress equations as long as the function to be integrated is well approximated by a linear relation in $\zeta$ divided by $\zeta^{1/2}$ in any interval.

It would only be necessary to use the special integration scheme for the first few steps near $\zeta = 0$; however, in the computer solution it is convenient to continue to use it throughout the range of integration. The total integral may be expressed as the summation of all the integrals in the interval $\Delta \zeta$ as given by Eq. 4.9.

The following abbreviations for quantities in Eqs. 4.6 to 4.8 are used:

$$R_{AL}^G = \left[ \frac{\mu(1 + \alpha \zeta)(1 + \alpha^{1/2})}{\sqrt{c_{\alpha}} \sqrt{1 + \alpha^{1/2} \zeta^2}} \right] \alpha$$

$$R_{BL}^F = \left[ \frac{-\mu(1 + \alpha \zeta)(1 + \alpha^{1/2})}{\sqrt{c_{\alpha}} \sqrt{1 + \alpha^{1/2} \zeta^2}} \right]$$  \hspace{1cm} 4.12

$$R_{BL}^G = \left[ \frac{-\mu(1 + \alpha \zeta + \alpha^{1/2} \zeta^2 + 2\alpha^{3/2} \zeta^3)}{\sqrt{c_{\alpha}} \sqrt{1 + \alpha^{1/2} \zeta^2}} \right] \alpha$$
The stress equations given by Eqs. 4.6 - 4.8 may be written as follows for any time, \( t = p \Delta t \), where \( p = 0, 1, 2, \ldots \), by using the summations of Eq. 4.9 for the integrals and the abbreviations of Eqs. 4.11 and 4.12.

\[
f^F_{D_1} = \frac{\gamma - (\gamma - 1) \mu \xi \zeta^2 + \frac{p^2 \xi^4}{2}}{\sqrt{2 \gamma \frac{1}{2}}} C_1^3
\]

\[
f^G_{B_1} = \frac{\gamma - (\gamma - 1) \mu \xi \zeta^2}{\sqrt{2 \gamma \frac{1}{2}}} \alpha
\]

\[
f_{rr} = \sum_{m=0}^{p-1} \sqrt{\Delta \zeta} \left[ (F^{r}''''(\eta))_{F-m} (R^F_{A1} \alpha)^m (F^{r}''''(\eta))_{F-m-1} (R^F_{A1} \alpha)^{-m} \right] \cos \theta
\]

\[
q_{rr} = \sum_{m=0}^{p-1} \sqrt{\Delta \zeta} \left[ (G^{r}''''(\eta))_{F-m} (R^G_{B1} \alpha)^m (G^{r}''''(\eta))_{F-m-1} (R^G_{B1} \alpha)^{-m} \right] \sin \theta
\]

\[
q_{\theta \theta} = \sum_{m=0}^{p-1} \sqrt{\Delta \zeta} \left[ (F^{r}''''(\eta))_{F-m} (R^F_{A1} \alpha)^m (F^{r}''''(\eta))_{F-m-1} (R^F_{A1} \alpha)^{-m} \right] \cos \theta
\]

In order that the values of \( F \) may be computed once and used each time the integrations are performed, equal steps in time are chosen and steps \( \Delta \zeta \) are used as
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\[ \Delta t = \Delta t \frac{G_1}{a} \]

The use of Eqs. 4.13 and 4.14 in numerical form permits the boundary conditions given by Eqs. 3.41 to be rewritten as follows for the case \( n = 1 \).

In these equations the unknown values, \( (F'\prime'(\eta_1))_p \) and \( (G'\prime'(\eta_2))_p \), are removed from the summations.

\[
0 = (a_1(t))_p + \sqrt{\Delta \xi} \left[ (F'\prime'\prime(\eta_1))_p (R_{A1})_o A_o + (G'\prime'(\eta_2))_p (R_{A1})_o A_o \right] \\
+ \sum_{m=0}^{p-2} \sqrt{\Delta \xi} \left[ (F'\prime'\prime(\eta_1))_{p-m-1}(R_{A1})_{m+1} + (G'\prime'(\eta_2))_{p-m-1}(R_{A1})_{m+1} \right] (B_m A_{m+1}) \\
+ \sqrt{\Delta \xi} \left[ (F'\prime'\prime(\eta_1))_o (R_{A1})_p + (G'\prime'(\eta_2))_o (R_{A1})_p \right] B_{p-1} \quad 4.16
\]

\[
0 = (b_1(t))_p + \sqrt{\Delta \xi} \left[ (F'\prime'\prime(\eta_1))_p (R_{B1})_o A_o + (G'\prime'(\eta_2))_p (R_{B1})_o A_o \right] \\
+ \sum_{m=0}^{p-2} \sqrt{\Delta \xi} \left[ (F'\prime'\prime(\eta_1))_{p-m-1}(R_{B1})_{m+1} + (G'\prime'(\eta_2))_{p-m-1}(R_{B1})_{m+1} \right] (B_m A_{m+1}) \\
+ \sqrt{\Delta \xi} \left[ (F'\prime'\prime(\eta_1))_o (R_{B1})_p + (G'\prime'(\eta_2))_o (R_{B1})_p \right] B_{p-1} \quad 4.17
\]

These equations are to be applied at \( r = \).

The stress caused by the incident wave, i.e., \( \eta_1(t) \) and \( \eta_1(t) \), is a known function of time and therefore may be evaluated at times \( p\Delta t \). If all the previous values of \( F'\prime'\prime(\eta_1) \) and \( G'\prime'(\eta_2) \) are known, then the values of the summations are computed except for the terms involving \( (F'\prime'\prime(\eta_1))_p \) and \( (G'\prime'(\eta_2))_p \). The values of these unknowns may then be found from the resulting equations.

Since the first value of time that can be considered with these equations is \( t = \Delta t \), it is necessary to find the values, \( (F'\prime'\prime(\eta_1))_o \) and \( (G'\prime'(\eta_2))_o \), by some other means. Then the values at \( t = \Delta t \) can be computed. Knowing the values of
the functions at \( t = 0 \) and \( t = \Delta t \), those at \( t = 2\Delta t \) may be computed, and so on.

The short time solution by which the initial values of \( F''''(\eta_1) \) and \( G''''(\eta_2) \) were found is discussed in Chapter V, where the values are given as

\[
(F''''(\eta_1))_0 = -2\sqrt{3}/(\pi(1+\alpha))
\]

\[
(G''''(\eta_2))_0 = 0.
\]

4.18

For machine solution Eqs. 4.16 and 4.17 may be written

\[
(F''''(\eta_1))_p (R^F_{A_1})_o A_o + (G''''(\eta_2))_p (R^G_{A_1})_o A_o = -\frac{(a_1(t))}{\sqrt{\Delta t}} - (S_{A_1})_p
\]

4.19

\[
(F''''(\eta_1))_p (R^F_{B_1})_o A_o + (G''''(\eta_2))_p (R^G_{B_1})_o A_o = -\frac{(b_1(t))}{\sqrt{\Delta t}} - (S_{B_1})_p
\]

where

\[
P=2
\]

\[
(C_{A_1})_p = \sum_{n=m}^{P-2} \left[ (F''''(\eta_1))_{p-m} (R^F_{A_1})_{m+1} + (G''''(\eta_2))_{p-m} (R^G_{A_1})_{m+1} (B_m A_{m+1}) \right. \\
\left. + (F''''(\eta_1))_{o} (R^F_{A_1})_o + (G''''(\eta_2))_{o} (R^G_{A_1})_o B_{p-1} \right]
\]

4.20

\[
P=2
\]

\[
(C_{B_1})_p = \sum_{n=m}^{P-2} \left[ (F''''(\eta_1))_{p-m} (R^F_{B_1})_{m+1} + (G''''(\eta_2))_{p-m} (R^G_{B_1})_{m+1} (B_m A_{m+1}) \right. \\
\left. + (F''''(\eta_1))_{o} (R^F_{B_1})_o + (G''''(\eta_2))_{o} (R^G_{B_1})_o B_{p-1} \right]
\]

Since all the values of \( F''''(\eta_1) \) and \( G''''(\eta_2) \) are known up to a given time, it is possible to find the hoop stress at this time. In order to perform the summation for \( a_{p,j} \) along with the other summations it is necessary to write Eq. 4.16 for the stress due to the diverging wave in the same form that Eq. 4.13 and Eq. 14 were written, moving the term involving \( (F''''(\eta_1))_{p} \) and \( (G''''(\eta_2))_{p} \) out of the summation. Once the summation is found, the term can be added.
the summation. Also the stress due to the incident wave, \( (d_1(t))_p \), is added to that caused by the diverging wave.

\[
g_{\text{d}} = (d_1(t))_p + \sqrt{\Delta x} \left[ (F''''(\eta_1))_p (G''''(\eta_2))_o A_0 + (F''''(\eta_1))_p (G''''(\eta_2))_p (R_{\text{DL}}^G)_o A_0 \right] \\
+ \sqrt{\Delta x} \sum_{m=0}^{\frac{p-2}{N}} \left[ (F''''(\eta_1))_p (R_{\text{DL}}^F)_{m+1} + (G''''(\eta_2))_p (R_{\text{DL}}^G)_{m+1} \right] (B_m A_m+1) \\
+ \sqrt{\Delta x} \left[ (F''''(\eta_1))_o (R_{\text{DL}}^F)_p + (G''''(\eta_2))_o (R_{\text{DL}}^G)_p \right] B_{p-1}
\]

To compute the incident stresses at any time it is desirable to have the variable, \( t \), in \( a_1(t) \), \( b_1(t) \), and \( d_1(t) \) written in terms of \( t = p\Delta t \). This may be done by dividing the time required for the wave to travel one radius into \( N \) steps and starting time when the plane wave first reaches the side of the opening. Then the ratio \( p/N \) is equal to \( tc/a \) where \( p \) is the step number corresponding to the time \( t = p\Delta t \), until the wave reaches the back of the opening. Therefore, Eq. 3.5 may be written

\[
\theta_1 = \cos^{-1} (1 - p/N).
\]

Once \( \theta_1 \) is known Eqs. 3.6 through 3.10 may be evaluated. For the case \( n = 1 \) and \( p \leq 2N \) these equations become

\[
a_1(t) = \frac{\sigma}{2\pi} \left[ (3 + \nu) \sin \theta_1 + \frac{(1-\nu)}{2} \sin 3\theta_1 \right] \\
b_1(t) = \frac{\sigma}{2\pi} \left[ (1 - \nu) \left[ \sin \nu_1 - \frac{\nu}{2} \sin 3\nu_1 \right] \right] \\
d_1(t) = \frac{\sigma}{2\pi} \left[ (3\nu - 1) \sin \theta_1 + \frac{(1-\nu)}{2} \sin 3\theta_1 \right],
\]

and for \( p \geq 2N \)

\[
a_1(t) = 0, \quad b_1(t) = 0, \quad d_1(t) = 0.
\]

The case \( n = 0 \) is considerably simplified by the absence of a shear wave throughout the computation. There is only one equation then to compute
For the case \( n = 2 \) the derivation is completely similar to that for \( n = 1 \).

The equations for \( n = 0 \) are as follows:

\[
(F^n(\eta_1))_p (R^F_{A\eta})_0 \quad A_0 + \frac{a_2(t)}{2} / \sqrt{\Lambda_3} - (s_{AO})_p
\]

\[
(S_{AO})_p = \sum_{m=0}^{P-2} \left[ (F^n(\eta_1))_{p,m-1} (R^F_{AO})_{m+1} \right] (B_{m,A_{m+1}})
\]

\[
+ (F^n(\eta_1))_o (R^F_{AO})_p B_{p-1}
\]

\[
s_{\phi\psi} = \left( \frac{a_2(t)}{2} \right)_p + \sqrt{\Delta} \left[ (F^n(\eta_1))_p (R^F_{DC})_o A_0 \right]
\]

\[
+ \sqrt{\Delta} \sum_{m=0}^{L-2} \left[ (F^n(\eta_1))_{p,m-1} (R^F_{DC})_{m+1} \right] (B_{m,A_{m+1}})
\]

\[
+ \sqrt{\Delta} \left( F^n(\eta_1) \right)_o (R^F_{DC})_p B_{p-1}
\]

\[
K^F_{A\eta} + \left[ \frac{A + \sqrt{\mu} (1 + \sqrt{\xi^2 + \xi^2})}{C^2 \sqrt{2} \sqrt{1 + \xi^2 \xi^2}} \right]
\]

\[
K^F_{DC} + \left[ \frac{A - \sqrt{\mu} (1 + \sqrt{\xi^2 + \xi^2})}{C^2 \sqrt{2} \sqrt{1 - \xi^2 \xi^2}} \right]
\]

\[
(F^n(\eta_1))_1 \quad \phi \text{ / } [\eta_{\phi\psi}]_1
\]

\[
\frac{1}{2} \left[ \frac{\eta \sin \gamma - \eta \sin \gamma}{\sqrt{\eta^2}} \right] + \left[ \frac{1}{2} \frac{\eta \sin \gamma - \eta \sin \gamma}{\sqrt{\eta^2}} \right]
\]
The equations for the case \( n = 2 \) are as follows:

\[
\begin{align*}
\sigma_{12}^E &= \left( \frac{1 + \xi \alpha \rho}{c^4} \right) \left( \frac{1 - \xi \alpha \rho}{c^4} \right)^{-1} \\
\sigma_{12}^B &= \left( \frac{1 + \xi \alpha \rho}{c^4} \right) \left( \frac{1 - \xi \alpha \rho}{c^4} \right)^{-1} \\
R_{A2} &= \left( \frac{1 + \xi \alpha \rho}{c^4} \right) \left( \frac{1 - \xi \alpha \rho}{c^4} \right)^{-1} \left( 1 + \alpha \rho \right) \\
R_{B2} &= \left( \frac{1 + \xi \alpha \rho}{c^4} \right) \left( \frac{1 - \xi \alpha \rho}{c^4} \right)^{-1} \left( 1 + \alpha \rho \right)
\end{align*}
\]
$$R_{DK}^j = -\left[ \frac{\alpha \left( \frac{4+8 \xi + 8 \xi^2}{\sqrt{2}} \right)^4}{\alpha^{4} \beta^{4} \sqrt{2 \xi} \sqrt{1+2 \xi/2}} \right] \alpha$$  \hspace{1cm} 4.26a$$

$$R_{DK}^F = \frac{\xi (1+2 \xi^2) \left( 1-2 \mu (1+2 \xi^2) \right)}{C_{1}^4 \sqrt{2} \sqrt{1+2 \xi/2}}$$  \hspace{1cm} 4.26b$$

$$R_{DK}^G = \frac{\xi (1+2 \xi^2) \left( 1+2 \xi^2 \right)^{1/2}}{C_{1}^4 \sqrt{2 \xi}}$$

$$(\mathbf{P}^{IV} (\eta_2))_o = +2 C_{1}^4 \sigma \left( \eta + \mu \eta \right), \quad (\mathbf{C}^{IV} (\eta_2))_o = 0$$  \hspace{1cm} 4.26c$$

For $1 \leq \xi_2$:

$$u_{2}(t) = \frac{\sigma_2}{C_2} \left[ (1-v) u_{2} + (1-v) \sin \theta_2 + \frac{1}{2} (1-v) \sin \theta_2 \right]$$

$$\dot{u}_{2}(t) = \frac{\sigma_2}{C_2} \left[ u_{2} - \frac{1}{2} \sin \theta_2 \right]$$

$$1_{2}(t) = \frac{\sigma_2}{C_2} \left[ (1-v) u_{2} + (1-v) \sin \theta_2 + \frac{1}{2} (1-v) \sin \theta_2 \right]$$  \hspace{1cm} 4.26f$$

For $1 \leq \xi_2$:

$$u_{2}(t) = \frac{\sigma_2}{C_2} (1-v) \frac{1}{2}, \quad \dot{u}_{2}(t) = -\frac{\sigma_2}{C_2} (1-v)/2, \quad 1_{2}(t) = -\frac{\sigma_2}{C_2} (1-v)/2$$  \hspace{1cm} 4.26g$$

**Figure 4.4** shows the results of the solution of Eq. 4.19 for $\mathbf{P}^{IV} (\eta_2)$ and $\mathbf{C}^{IV} (\eta_2)$ in the cases $\eta = 0$ (v = 0) and $\eta = 1/3$ (v = 1/3). At the time when the wave front reaches the region $\mathbf{P}^{IV}(\eta_2)$ begins to its initial value, $C_2 \sigma_2 = 0$. The wave in the plasticity is a sharp step entrance. The time step $\Delta t$ is chosen so that $t \approx 0$ and $t \approx \Delta t$ is taken as true when it is certain. The numerical integration

**Figure 4.5** shows the results of the numerical integration of Eq. 4.19 for $\mathbf{P}^{IV} (\eta_2)$ and $\mathbf{C}^{IV} (\eta_2)$ in the cases $\eta = 0$ (v = 0) and $\eta = 1/3$ (v = 1/3). At the time when the wave front reaches the region $\mathbf{P}^{IV}(\eta_2)$ begins to its initial value, $C_2 \sigma_2 = 0$. The wave in the plasticity is a sharp step entrance. The time step $\Delta t$ is chosen so that $t \approx 0$ and $t \approx \Delta t$ is taken as true when it is certain. The numerical integration

**Figure 4.6** shows the results of the numerical integration of Eq. 4.19 for $\mathbf{P}^{IV} (\eta_2)$ and $\mathbf{C}^{IV} (\eta_2)$ in the cases $\eta = 0$ (v = 0) and $\eta = 1/3$ (v = 1/3). At the time when the wave front reaches the region $\mathbf{P}^{IV}(\eta_2)$ begins to its initial value, $C_2 \sigma_2 = 0$. The wave in the plasticity is a sharp step entrance. The time step $\Delta t$ is chosen so that $t \approx 0$ and $t \approx \Delta t$ is taken as true when it is certain. The numerical integration

**Figure 4.7** shows the results of the numerical integration of Eq. 4.19 for $\mathbf{P}^{IV} (\eta_2)$ and $\mathbf{C}^{IV} (\eta_2)$ in the cases $\eta = 0$ (v = 0) and $\eta = 1/3$ (v = 1/3). At the time when the wave front reaches the region $\mathbf{P}^{IV}(\eta_2)$ begins to its initial value, $C_2 \sigma_2 = 0$. The wave in the plasticity is a sharp step entrance. The time step $\Delta t$ is chosen so that $t \approx 0$ and $t \approx \Delta t$ is taken as true when it is certain. The numerical integration

**Figure 4.8** shows the results of the numerical integration of Eq. 4.19 for $\mathbf{P}^{IV} (\eta_2)$ and $\mathbf{C}^{IV} (\eta_2)$ in the cases $\eta = 0$ (v = 0) and $\eta = 1/3$ (v = 1/3). At the time when the wave front reaches the region $\mathbf{P}^{IV}(\eta_2)$ begins to its initial value, $C_2 \sigma_2 = 0$. The wave in the plasticity is a sharp step entrance. The time step $\Delta t$ is chosen so that $t \approx 0$ and $t \approx \Delta t$ is taken as true when it is certain. The numerical integration

**Figure 4.9** shows the results of the numerical integration of Eq. 4.19 for $\mathbf{P}^{IV} (\eta_2)$ and $\mathbf{C}^{IV} (\eta_2)$ in the cases $\eta = 0$ (v = 0) and $\eta = 1/3$ (v = 1/3). At the time when the wave front reaches the region $\mathbf{P}^{IV}(\eta_2)$ begins to its initial value, $C_2 \sigma_2 = 0$. The wave in the plasticity is a sharp step entrance. The time step $\Delta t$ is chosen so that $t \approx 0$ and $t \approx \Delta t$ is taken as true when it is certain. The numerical integration

**Figure 4.10** shows the results of the numerical integration of Eq. 4.19 for $\mathbf{P}^{IV} (\eta_2)$ and $\mathbf{C}^{IV} (\eta_2)$ in the cases $\eta = 0$ (v = 0) and $\eta = 1/3$ (v = 1/3). At the time when the wave front reaches the region $\mathbf{P}^{IV}(\eta_2)$ begins to its initial value, $C_2 \sigma_2 = 0$. The wave in the plasticity is a sharp step entrance. The time step $\Delta t$ is chosen so that $t \approx 0$ and $t \approx \Delta t$ is taken as true when it is certain. The numerical integration
boundary are small and go to zero at one transit time. Since the stresses in the outgoing waves are determined by these incident stresses, it is reasonable to expect that they should also be small and die off quickly after one transit time similar to the stress for \( n = 1 \), which also goes to zero at the back of the opening. The final stresses computed by using the first three modes will be presented and discussed in Chapter VI.

4.2 Equations for Incident Shear Wave

The numerical solution of the boundary equations for an incident shear wave (Eqs. 3.42) is quite similar to the procedure discussed above for an incident wave of dilatation. It may be seen from Eqs. 3.13 and 3.14 that the incident stress on the cylindrical boundary does not depend on Poisson's ratio. It may be observed, however, from Eqs. 3.42 that the stresses caused by the waves which diverge from a line source do depend on Poisson's ratio since these equations contain both \( \lambda \) and \( \mu \).

It is again convenient to consider the solution for a particular value of \( n \) in order to simplify the explanation; the value \( n = 1 \) will be used. Also since the derivation is so similar to the case just considered, the discussion will be somewhat abbreviated.

Consider only the integral terms in Eqs. 3.42 which represent the stresses in the diverging wave, and let \( n = 1 \) (also given by the first two of Eqs. 3.39).

\[
\tilde{\sigma}_{rr} = \left[ -\frac{1}{c_1^3} \int_0^{u_1} \frac{\partial^3}{\partial \eta_1^3} (\eta_1') \frac{1}{(2\mu \cosh^2 u + \lambda) \cosh u} \right] \sin \theta
\]
\[
\tilde{\sigma}_{r\theta} = \left[ \frac{1}{c_1^2} \int_0^{u_1} F''''(\eta_1)(\mu \sinh 2u \sinh u) \, du \right] \cos \theta \\
+ \frac{1}{c_2^2} \int_0^{u_2} G''''(\eta_2)(\mu \cosh 2u \cosh u) \, du \right] \sin \theta
\]

Also the hoop stress in the diverging wave may be written by setting \( n = 1 \) in the last of Eqs. 3.39.

\[
\tilde{\sigma}_{\theta\theta} = \left[ \frac{1}{c_1^2} \int_0^{u_1} F''''(\eta_1)(\mu \sinh 2u + \lambda) \cosh u \, du \right] \cos \theta \\
+ \frac{1}{c_2^2} \int_0^{u_2} G''''(\eta_2)(\mu \sinh 2u \sinh u) \, du \right] \sin \theta
\]

Again the substitution for \( \cosh u \) in terms of \( \xi \) as given by Eq. 4.2 will be used, and the upper limits on the \( F''''(\eta_1) \) and \( G''''(\eta_2) \) integrals become

\[
\tilde{\xi}_1 = \frac{tc_1}{a} \quad \text{and} \quad \tilde{\xi}_2 = \frac{tc_2}{a}
\]

In this case it is convenient to have the upper limit on the integrals involving \( F''''(\eta_1) \) agree with that on the integrals involving \( G''''(\eta_2) \). In order to change the upper limit to \( \tilde{\xi}_2 \) on the \( F''''(\eta_1) \) integrals, the variable of integration must be multiplied by the ratio of the old to the new limits,

\[
\frac{\tilde{\xi}_1}{\tilde{\xi}_2} = \frac{c_1}{c_2} = \frac{1}{\gamma}
\]

For simplicity the subscript will be dropped on the upper limit; then the limit for the integrals becomes

\[
\tilde{\xi} = \frac{tc_2}{a}
\]

The above equations for stress may then be written as follows:
\[ \tilde{\sigma}_{rr} = \left[ \frac{1}{c^2} \int_0^\infty F^{(5)}(\eta_1) \left( \frac{\omega_0(1+\frac{\partial}{\delta})^2}{\sqrt{2\gamma \xi}} \right) \frac{1}{\sqrt{1+\eta_1^2}} \, d\xi \right] \sin \theta \]

\[ = \left[ \frac{1}{c^2} \int_0^\infty G^{(6)}(\eta_2) \left( \frac{\mu_0(1+\frac{\partial}{\delta})^2}{\sqrt{2\gamma \xi}} \right) \frac{1}{\sqrt{1+\eta_1^2}} \, d\xi \right] \sin \theta \]

\[ \tilde{\sigma}_{\theta\theta} = \left[ \frac{1}{c^2} \int_0^\infty F^{(5)}(\eta_1) \left( \frac{\omega_0(1+\frac{\partial}{\delta})^2}{\sqrt{2\gamma \xi}} \right) \frac{1}{\sqrt{1+\eta_1^2}} \, d\xi \right] \cos \theta \]

The same numerical integration procedure that was used earlier in this chapter and described in Appendix A may be applied. Equations 4.29 may be written using notations for the integrals as follows:

\[ \tilde{\sigma}_{rr} = \left[ \sum_{n=0}^{N-1} \sqrt{\Delta \xi} \left( F^{(5)}(\eta_1) \right)_{p-n} \left( \tilde{B}_{(n)}^{(5)} \right)_{p-n} \right] \sin \theta \]

\[ + \sum_{n=0}^{N-1} \sqrt{\Delta \xi} \left( G^{(6)}(\eta_2) \right)_{p-n} \left( \tilde{B}_{(n)}^{(3)} \right)_{p-n} \cos \theta \]

\[ \tilde{\sigma}_{\theta\theta} = \left[ \sum_{n=0}^{N-1} \sqrt{\Delta \xi} \left( F^{(5)}(\eta_1) \right)_{p-n} \left( \tilde{B}_{(n)}^{(5)} \right)_{p-n} \right] \cos \theta \]

\[ + \sum_{n=0}^{N-1} \sqrt{\Delta \xi} \left( G^{(6)}(\eta_2) \right)_{p-n} \left( \tilde{B}_{(n)}^{(3)} \right)_{p-n} \sin \theta \]
\[
\sum_{m=0}^{F-1} \sqrt{\Delta z} \left[ (F^{***}(\eta_1))_{p-m}(R^F_{Dl})_{p-m} A_m + (F^{***}(\eta_2))_{p-m-1}(R^F_{Dl+1})_{p-m+1} B_m \right] \\
- \sum_{m=0}^{F-1} \sqrt{\Delta z} \left[ (G^{***}(\eta_1))_{p-m}(R^G_{Dl})_{p-m} A_m + (G^{***}(\eta_2))_{p-m-1}(R^G_{Dl+1})_{p-m+1} B_m \right] \sin \theta
\]

where

\[
R^F_{Dl} = \left( \frac{2\mu(1+\xi^2+\delta^2)/(1+\xi^2)}{\sqrt{2} \sqrt{1+\xi^2}\sqrt{\gamma^3 \delta}} \right) \\
R^G_{Dl} = \left( \frac{\mu(1+\xi^2)^{1/2} \sqrt{1+\xi^2}}{\sqrt{2} \sqrt{1+\xi^2}\sqrt{\gamma^3 \delta}} \right) \\
R^F_{Al} = \left( \frac{2\mu(1+\xi^2+\delta^2)/(1+\xi^2)}{\sqrt{2} \sqrt{1+\xi^2}\sqrt{\gamma^3 \delta}} \right) \\
R^G_{Al} = \left( \frac{\mu(1+\xi^2)^{1/2} \sqrt{1+\xi^2}}{\sqrt{2} \sqrt{1+\xi^2}\sqrt{\gamma^3 \delta}} \right) \\
R^F_{Dl} = \left( \frac{2\mu(1+\xi^2+\delta^2)/(1+\xi^2)}{\sqrt{2} \sqrt{1+\xi^2}\sqrt{\gamma^3 \delta}} \right) \\
R^G_{Dl} = \left( \frac{\mu(1+\xi^2)^{1/2} \sqrt{1+\xi^2}}{\sqrt{2} \sqrt{1+\xi^2}\sqrt{\gamma^3 \delta}} \right)
\]

by replacing the integrals in Eqs. 3.42 with the summations of Eqs. 3.21 and modifying all the unknown terms \((F^{***}(\eta_1))_{i} \) and \((G^{***}(\eta_1))_{i} \), and

\[
\sum_{m=0}^{F-1} \sqrt{\Delta z} \left[ (F^{***}(\eta_1))_{i}(R^F_{Dl+1})_{i} A_2 + (G^{***}(\eta_1))_{i}(R^F_{Dl+1})_{i} A_2 \right] = \frac{\Delta e(t)}{(\gamma_{Dl})_{i}} - (\bar{E}_{B1})_{i}
\]

\[
\sum_{m=0}^{F-1} \sqrt{\Delta z} \left[ (F^{***}(\eta_1))_{i}(R^F_{Al+1})_{i} A_2 + (G^{***}(\eta_1))_{i}(R^F_{Al+1})_{i} A_2 \right] = \frac{\Delta e(t)}{(\gamma_{Al+1})_{i}} - (\bar{E}_{A1})_{i}
\]

where \(\Delta e(t) \) and \(\bar{E}_{(\cdot)} \) are given by setting \(n = 1\) in the first two of Eqs. 3.15 for \(c_\gamma \leq 1\) and by Eqs. 3.16 for \(c_\gamma < 2\).
\[
\tilde{\psi}(t) = \frac{1}{\pi} \left[ \sin \varphi - \frac{1}{2} \sin 2\varphi \right]
\]
\[
\tilde{u}(t) = \frac{1}{\pi} \left[ \sin \varphi + \frac{1}{2} \sin 2\varphi \right]
\]

or

\[
\tilde{\psi}(t) = 0, \quad \tilde{u}(t) = 0.
\]

The solutions, \(\tilde{\psi}(t)\) and \(\tilde{u}(t)\), in Eq. 4.52 may be expressed

\[
\langle \tilde{\psi} \rangle = \frac{1}{\pi} \left[ (F - G)(v_1)_{l = -1}(\tilde{r}_b^2)_{n+1} + (G' - H)'(v_1)_{l = -1}(\tilde{r}_b^2)_{n+1} \right] (B_{n+1} + A_{n+1})
\]

\[
+ \left[ (F - G)(v_1)_{l = -1}(\tilde{r}_b^2)_{n+1} \right] B_{n+1}
\]

\[
\langle \tilde{u} \rangle = \frac{1}{\pi} \left[ (F - G)(v_1)_{l = -1}(\tilde{r}_b^2)_{n+1} + (G' - H)'(v_1)_{l = -1}(\tilde{r}_b^2)_{n+1} \right] (B_{n+1} + A_{n+1})
\]

\[
+ \left[ (F - G)(v_1)_{l = -1}(\tilde{r}_b^2)_{n+1} \right] B_{n+1}
\]

Once the values of displacement potentials have been computed, the expression for total hoop stress is obtained by combining the last of Eqs. 3.13 and 3.14 with the last of Eqs. 4.52.

\[
\tilde{\sigma}_{xy}(t) = \langle \tilde{\psi}(t) \rangle + \sqrt{\Delta} \left[ (F - G)(v_1)_{l = -1}(\tilde{r}_b^2)_{n+1} + (G' - H)'(v_1)_{l = -1}(\tilde{r}_b^2)_{n+1} \right] A_{n+1}
\]

\[
+ \sqrt{\Delta} \left[ \sum_{n=0}^{\infty} \left[ (F - G)(v_1)_{l = -1}(\tilde{r}_b^2)_{n+1} \right] (B_{n+1} + A_{n+1}) \right]
\]

and by Eqs. 3.14 for \(G_2/a \geq 2\),

\[
\tilde{\psi}(t) = -\frac{1}{\pi} \left[ \sin \varphi - \frac{1}{2} \sin 2\varphi \right], \quad \text{or} \quad \tilde{u}(t) = 0.
\]

The results of the solution of the above equation for the hoop stress and the corresponding equations for the case \(n = 0\) are shown in Fig. 4.6 for
\( v = 0 \text{ and } u = 1/5 \). The mode, \( n = 0 \), does not contribute to the hoop stress at the boundary in an incident shear wave.

4.3 Equations for Stress in the Medium

Consider the stress field at some point away from the boundary but behind the incident wave front. The stress at this point consists only of the incident stress if the reflected wave has not reached the point, and the combination of the reflected and incident stresses if the reflected wave has reached the point. In Section 4.1 the equations found in Section 3.1 and 3.3 for an incident wave of dilatation were applied at the boundary in order to find the functions \( F^{n+2}(\eta_1) \) and \( G^{n+2}(\eta_2) \). Each of these is a function of a single argument given by Eqs. 4.3. These arguments are in turn functions of \( r \) and \( t \). In order to find \( F^{n+2}(\eta_1) \) and \( G^{n+2}(\eta_2) \), a particular value of \( r, r = a \), was taken where the stresses were known. Once these functions have been determined, any value of \( r \) may be considered in the arguments, and the variation with \( t \) can be directly computed.

For convenience the case \( n = 1 \) will again be considered to illustrate the method of computation. The general expressions for stress due to the diverging wave given by Eqs. 4.6 through 4.8 may be used to compute the stress at any point in the medium with the upper limit given by Eq. 4.5. This upper limit is inconvenient, however, because it leads to values of \( \eta_1 \) and \( \eta_2 \) less than \(-a/C_1 \) and \(-a/C_2 \), respectively, in the range of integration. These values represent time for which the reflected waves have not reached the radius in question. It is more convenient to use the upper limit which corresponds to the first value of \( F'(\eta_1) \) and \( G'(\eta_2) \) which is not zero. These limits may be obtained from the arguments \( \eta_1 \) and \( \eta_2 \). Consider first the integrals involving \( F'(\eta_1) \) when a new variable \( \tau_1 \) is introduced

\[
\tau_1 = t - \frac{(r-a)}{C_1}.
\]

4\textsuperscript{3}
Then $\tau_1$ is the time elapsed after the reflected wave reached the radius $r$, and $t$ is the total time elapsed. Solving for $t$

$$t = \tau_1 + \frac{r}{c_1} - \frac{a}{c_1}. $$

Substitute this into the first of Eqs. 4.3,

$$\eta_1 = \tau_1 - \frac{a}{c_1} - \frac{r}{c_1} \xi.$$  \hspace{1cm} 4.36

The upper limit on $\xi$, $\xi_1$, must be chosen so that $\eta_1$ becomes $-a/c_1$. Then

$$\tau_1 = \frac{r}{c_1} \xi_1, \hspace{0.5cm} \xi_1 = \frac{\tau_1 c_1}{r} \hspace{1cm} 4.37$$

The variable of integration $\xi$, then, has the upper and lower limits

$$0 \leq \xi \leq \xi_1 = \frac{\tau_1 c_1}{r}. $$

In the same way, the limits on the integrals involving $G''(\eta_2)$ may be found from $\eta_2$. The time variable $\tau_2$ may be defined as

$$\tau_2 = t - \frac{r-a}{c_2} \hspace{1cm} \text{or} \hspace{1cm} \tau_2 = \tau_2 - \frac{r-a}{c_2}.$$  \hspace{1cm} 4.38

Substituting this into the second of Eqs. 4.3 and recalling that $\xi$ becomes $\xi_2$ in these integrals, one obtains

$$\eta_2 = \tau_2 - \frac{a}{c_2} - \frac{r}{c_2} \xi_2.$$  \hspace{1cm} 4.39

The upper limit on $\xi$ becomes

$$\tau_2 = \frac{r}{c_2} \xi_2, \hspace{0.5cm} \xi_2 = \frac{\tau_2 c_2}{r}.$$  \hspace{1cm} 4.40

and $\xi$ varies in the interval

$$0 \leq \xi \leq \xi_2 = \frac{\tau_2 c_2}{r}. $$
\[
0 \leq \xi \leq \xi_2 = \frac{r C_1}{r'}.
\]

In the machine computations, where discrete time steps are used, the total time is given as before by \( t = \rho \Delta t \). Also the radius may be written

\[ r = a + r \Delta t C_1. \]

From Eqs. 4.30 and 4.38

\[
\xi_1 = (p - n) \Delta t \]
\[
\xi_2 = (p - n, a) \Delta t.
\]

In general the variable \( \xi \) may be written

\[ \xi = \frac{r C_1}{r} \quad 4.41 \]

where \( r \) varies from zero to \( \xi_1 \) or \( \xi_2 \) and may be expressed in general as \( r = \rho \Delta t \).

Using the above substitutions, Eqs. 4.30 and 4.39 become

\[
\eta_1 = (r - n) \Delta t - a/C_1 - r \Delta t
\]
\[
\eta_2 = (p - n, a) \Delta t - a/C_2 - r \Delta t
\]

where

\[ 0 \leq n \leq (p - n) \]

is the equation for \( \eta_1 \) and

\[ 0 \leq n \leq (p - n, a) \]

is the equation for \( \eta_2 \).

From Eqs. 4.37 and 4.40 the upper limits on the \( F_{r}^{3} (\eta_1) \) and \( G_{r}^{3} (\eta_2) \) integrals may be written

\[
\xi_1 = \frac{(r - n) \Delta t C_1}{a + 2 \Delta t C_2}, \quad \xi_2 = \frac{(p - n, a) \Delta t C_1}{a + 2 \Delta t C_1}.
\]

Since \( \xi \) varies with radius, the quantities \( R_{A1} F_{A1} ^{r}, R_{G1} F_{G1} ^{r}, R_{B1} F_{B1} ^{r}, R_{G1} F_{G1} ^{r}, R_{B1} F_{B1} ^{r}, \) and \( R_{B1} F_{B1} ^{r} \) must be recalculated at each radius using Eqs. 4.10 and 4.11. Once the new
values of $P$ have been computed for a particular radius, the equations for stress in the summation form given by Eqs. 4.13 through 4.15 may be used with the appropriate limits.

If the above computational procedure is adopted and if the same steps in time, $\Delta t$, that were used at the boundary are chosen, the set of values of the argument of $F''\prime\prime\prime(\eta_1)$ used in the computations is the same set as were used when the original computations were carried out at the boundary. Therefore, the limits of integration fall on known values of $F''\prime\prime\prime(\eta_1)$. This is not the case with $G''\prime\prime\prime(\eta_2)$, however, since the upper limit on $m$, as shown above, is $p-n/a$. Then if $m$ is allowed to vary as $m = 0, 1, 2, \ldots$ none of the values of $\eta_2$ will be the same as at the boundary (see expression for $\eta_2$ above). It is simpler to perform the integrations to known values of $\eta_2$ (the same values that were used to find the function at the boundary) realizing that these integrals involving $G''\prime\prime\prime(\eta_2), H_2(r,t)$, do not correspond to the same times as the integrals involving $F''\prime\prime\prime(\eta_1), H_1(r,t)$. After the integrations are performed and the integrals are to be combined in order to obtain the stress, $H_2(r,t)$ must be shifted in time so that values of $H_1(r,t)$ and $H_2(r,t)$ corresponding to the same total time are combined. This shift will in general involve interpolation in $H_2(r,t)$. A parabolic interpolation was used for this purpose.

The general expressions for stress due to the incident wave given by Eqs. 4.23 and 4.24 are valid at any radius except that $\eta_1$ must be redefined ($\eta_1'$). For $F_1 = 4.3$

$$C_1 t = a - r \cos \bar{\eta}_1$$
$$\bar{\eta}_1 = \cos^{-1} \left( \frac{a - tC_1}{r} \right)$$

or for machine use

$$\bar{\eta}_1 = \cos^{-1} \left( \frac{a - p\Delta t C_1}{a + n\Delta t C_1} \right).$$

4.43
Considering the changes in \( \bar{U}_1 \) and in the integration limits, one has the same basic equations for stress in the medium as were used at the boundary. The total stress is the sum of the stress in the diverging wave given by Eqs. 4.13, 4.14, and 4.15 plus the corresponding stress in the incident wave given by Eqs. 4.23 or 4.24.

\[
\sigma_{rr} = \left\{ (a_1(t))_{p-n} + \sum_{n=0}^{F-n-1} \sqrt{\Delta s} \left[ (F'''(\eta_1))_{p-n}(R_{A1}^{F})_n A_n + (F'''(\eta_1))_{p-n-1}(R_{A1}^{F})_{n+1} B_{n+1} \right] \right. \\
+ \sum_{n=0}^{p-n/2-1} \sqrt{\Delta s} \left[ (G'''(\eta_2))_{p-n}(R_{A1}^{G})_n A_n + (G'''(\eta_2))_{p-n-1}(R_{A1}^{G})_{n+1} B_{n+1} \right] \left. \right\} \cos \theta \\
+ \sum_{n=0}^{F-n-1} \sqrt{\Delta s} \left[ (G'''(\eta_2))_{p-n}(R_{B1}^{G})_n A_n + (G'''(\eta_2))_{p-n-1}(R_{B1}^{G})_{n+1} B_{n+1} \right] \sin \theta \\
+ \sum_{n=0}^{F-n-1} \sqrt{\Delta s} \left[ (G'''(\eta_2))_{p-n}(R_{D1}^{F})_n A_n + (G'''(\eta_2))_{p-n-1}(R_{D1}^{F})_{n+1} B_{n+1} \right] \cos \theta \\
+ \sum_{n=0}^{F-n-1} \sqrt{\Delta s} \left[ (G'''(\eta_2))_{p-n}(R_{D1}^{G})_n A_n + (G'''(\eta_2))_{p-n-1}(R_{D1}^{G})_{n+1} B_{n+1} \right] \sin \theta.
\]
V. DERIVATION OF THE SHORT TIME SOLUTION

5.1 Short-Time Solution for Hoop Stress at the Boundary

The short-time solution to be described is useful for several reasons: (1) it serves as a check on the machine solution of the problem for a short time after the plane wave reaches the opening; (2) it provides the initial values of the function \( F^{n+2}(\eta_1) \) and \( G^{n+2}(\eta_2) \); and (3) it determines the analytic character of the solution at short times, and gave insights useful in developing the integration process. The functions \( F^{n+2}(\eta_1) \) and \( G^{n+2}(\eta_2) \) which were obtained in Chapter IV by numerical integration are now found by a different technique, using the same basic integral equations. Therefore the method does not check the derivation of these equations; it checks only the solution of the equations for short time.

The same boundary equations given by Eqs. 3.41 for the case of an incident wave of dilatation are again used. The functions \( F^{n+2}(\eta_1) \) and \( G^{n+2}(\eta_2) \) are expanded in Taylor series (with unknown coefficients) about the initial values of \( \eta_1 \) and \( \eta_2 \). Then the integrand of each integral as well as the incident stresses are expanded in Taylor series and the integrations performed by satisfying the boundary equations for each power of \( t \) it is possible to evaluate the unknown coefficients in the series for \( F^{n+2}(\eta_1) \) and \( G^{n+2}(\eta_2) \) successively. Once the series for \( F^{n+2}(\eta_1) \) and \( G^{n+2}(\eta_2) \) are known, these functions may be used to find the hoop stress at the boundary of the stresses in the medium.

Consider Eqs. 4.6, 4.7 and 4.8 in which the stresses in the diverging wave are written in terms of \( \xi \) in a form suitable for combination with an incident wave of dilatation for the case \( n = 1 \).
If the value of stress is required at some time, \( t \), then the limits of integration of the \( F''''(\eta_1) \) and \( G''''(\eta_2) \) terms extend from

\[
0 \leq \xi \leq \xi \quad \text{where} \quad \xi = tc_1/a .
\]

5.1

However, \( \xi \) may be made to vary from zero to its upper limit by letting

\[
\xi = \beta \xi, \quad 0 \leq \beta \leq 1 .
\]

5.2

Then \( \xi \) is a constant and the variable of integration becomes \( \beta \) with the limits zero to one. In order to expand the function \( F''''(\eta_1) \) in a Taylor series, consider the argument \( \eta_1 \) (Eq. 4.3),

\[
\eta_1 = t - \frac{a}{c_1} (1 + \xi) = t - \frac{a}{c_1} - \frac{a}{c_1} \xi
\]

Then the limit of \( \xi \) is

\[
\frac{a}{c_1} \xi = \frac{a}{c_1} \frac{c_1}{a} = 1
\]

Using Eq. 5.2,

\[
\eta_1 = \frac{a}{c_1} \xi (1-\beta) - \frac{a}{c_1}
\]

Then \( F''''(\eta_1) \) may be expanded about \( -c_1 \) in powers of \( \frac{a}{c_1} \xi (1-\beta) \). In a similar manner the argument \( \eta_2 \) is

\[
\eta_2 = \frac{a}{c_1} \xi (1-\beta) - \frac{a}{c_1}
\]

and \( \frac{a}{c_1} \xi (1-\beta) \). Then the argument \( \eta_2 \) may be written

\[
\eta_2 = \frac{a}{c_1} \xi (1-\beta) - \frac{a}{c_1}
\]

and \( G''''(\eta_2) \) may also be expanded in powers of \( \frac{a}{c_1} \xi (1-\beta) \), but now about \(-c_1\).
In another section of the integration of Eqs. 4.6 through 4.8 may be 
expressed with the help of the series expansion for the square 
root term of the integrals. For the case

\( \sqrt{1 - \frac{y}{y_0}} \) this term may be written as follows:

\[
\left( \frac{y - y_0}{y_0} \right) \left( \frac{y - y_0}{y_0} \right)^{\frac{3}{2}} = \frac{y - y_0}{y_0^2} \frac{1}{2} \frac{y - y_0}{y_0^3} \frac{1}{3} \cdots
\]

\[
\left( \frac{y - y_0}{y_0} \right) \left( \frac{y - y_0}{y_0} \right)^{\frac{3}{2}} = \frac{y - y_0}{y_0^2} \frac{1}{2} \frac{y - y_0}{y_0^3} \frac{1}{3} \cdots
\]

\[
\frac{\sqrt{1 - \frac{y}{y_0}}}{\sqrt{y_0^2 - y^2}} = \left( \frac{y - y_0}{y_0} \right) \left( \frac{y - y_0}{y_0} \right)^{\frac{3}{2}} = \frac{y - y_0}{y_0^2} \frac{1}{2} \frac{y - y_0}{y_0^3} \frac{1}{3} \cdots
\]

\[
\frac{\sqrt{1 - \frac{y}{y_0}}}{\sqrt{y_0^2 - y^2}} = \left( \frac{y - y_0}{y_0} \right) \left( \frac{y - y_0}{y_0} \right)^{\frac{3}{2}} = \frac{y - y_0}{y_0^2} \frac{1}{2} \frac{y - y_0}{y_0^3} \frac{1}{3} \cdots
\]

\[
\frac{\sqrt{1 - \frac{y}{y_0}}}{\sqrt{y_0^2 - y^2}} = \left( \frac{y - y_0}{y_0} \right) \left( \frac{y - y_0}{y_0} \right)^{\frac{3}{2}} = \frac{y - y_0}{y_0^2} \frac{1}{2} \frac{y - y_0}{y_0^3} \frac{1}{3} \cdots
\]

\[
\frac{\sqrt{1 - \frac{y}{y_0}}}{\sqrt{y_0^2 - y^2}} = \left( \frac{y - y_0}{y_0} \right) \left( \frac{y - y_0}{y_0} \right)^{\frac{3}{2}} = \frac{y - y_0}{y_0^2} \frac{1}{2} \frac{y - y_0}{y_0^3} \frac{1}{3} \cdots
\]

\[
\frac{\sqrt{1 - \frac{y}{y_0}}}{\sqrt{y_0^2 - y^2}} = \left( \frac{y - y_0}{y_0} \right) \left( \frac{y - y_0}{y_0} \right)^{\frac{3}{2}} = \frac{y - y_0}{y_0^2} \frac{1}{2} \frac{y - y_0}{y_0^3} \frac{1}{3} \cdots
\]

4.7 and 4.8 and making the substitution \( \xi = \beta y \), we obtain the following 
expressions for stress due to the diverging wave.
\[ a_{rr} = -\frac{\sqrt{\pi}}{\sqrt{2}} \int_{-\infty}^{\infty} \frac{1}{\sqrt{\beta}} \left[ F'\left( \alpha \left( \beta \xi \right) + \frac{1}{\beta} \xi^2 \left( 1 - \beta \right) \right) \right] d\beta \]
\[ + A_1 \ln \left( \frac{1}{\beta} \right) \left( \beta \xi + \frac{1}{\beta} \xi^2 \right) \]
\[ + A_2 \left( \frac{\alpha}{\beta} \right)^3 \left( \beta \xi + \frac{1}{\beta} \xi^2 \right) \]
\[ + \frac{1}{\sqrt{\beta}} \int_{-\infty}^{\infty} \frac{1}{\sqrt{\beta}} \left[ G\left( \alpha \left( \beta \xi \right) + \frac{1}{\beta} \xi^2 \left( 1 - \beta \right) \right) \right] d\beta \]
\[ + A_3 \ln \left( \frac{1}{\beta} \right) \left( \beta \xi + \frac{1}{\beta} \xi^2 \right) \]
\[ + A_4 \left( \frac{\alpha}{\beta} \right)^3 \left( \beta \xi + \frac{1}{\beta} \xi^2 \right) \]

\[ a_{r\theta} = -\frac{\sqrt{\pi}}{\sqrt{2}} \int_{-\infty}^{\infty} \frac{1}{\sqrt{\beta}} \left[ F'\left( \alpha \left( \beta \xi \right) + \frac{1}{\beta} \xi^2 \right) \right] d\beta \]
\[ + A_1 \ln \left( \frac{1}{\beta} \right) \left( -\beta \xi + \frac{1}{\beta} \xi^2 \right) \]
\[ + A_2 \left( \frac{\alpha}{\beta} \right)^3 \left( -\beta \xi + \frac{1}{\beta} \xi^2 \right) \]
\[ + \frac{1}{\sqrt{\beta}} \int_{-\infty}^{\infty} \frac{1}{\sqrt{\beta}} \left[ G\left( \alpha \left( \beta \xi \right) + \frac{1}{\beta} \xi^2 \right) \right] d\beta \]
\[ + A_3 \ln \left( \frac{1}{\beta} \right) \left( -\beta \xi + \frac{1}{\beta} \xi^2 \right) \]
\[ + A_4 \left( \frac{\alpha}{\beta} \right)^3 \left( -\beta \xi + \frac{1}{\beta} \xi^2 \right) \]

\[ a_{\theta\theta} = -\frac{\sqrt{\pi}}{\sqrt{2}} \int_{-\infty}^{\infty} \frac{1}{\sqrt{\beta}} \left[ F'\left( \alpha \left( \beta \xi \right) + \frac{1}{\beta} \xi^2 \right) \right] d\beta \]
\[ + A_1 \ln \left( \frac{1}{\beta} \right) \left( \beta \xi + \frac{1}{\beta} \xi^2 \right) \]
\[ + A_2 \left( \frac{\alpha}{\beta} \right)^3 \left( \beta \xi + \frac{1}{\beta} \xi^2 \right) \]
\[ + \frac{1}{\sqrt{\beta}} \int_{-\infty}^{\infty} \frac{1}{\sqrt{\beta}} \left[ G\left( \alpha \left( \beta \xi \right) + \frac{1}{\beta} \xi^2 \right) \right] d\beta \]
\[ + A_3 \ln \left( \frac{1}{\beta} \right) \left( \beta \xi + \frac{1}{\beta} \xi^2 \right) \]
\[ + A_4 \left( \frac{\alpha}{\beta} \right)^3 \left( \beta \xi + \frac{1}{\beta} \xi^2 \right) \]
results:

\[ a_{rr} = \frac{\sqrt{2}}{2} \left[ (\frac{2}{3} \xi^2 + \frac{1}{3} \xi \Omega + \frac{1}{16} \xi^2 + \frac{1}{8} \xi \Omega^2 + \cdots) \right. \]

\[ \left. + A \left( \frac{1}{3} \right) \left( \frac{1}{3} \xi \Omega + \frac{1}{9} \xi \Omega^2 + \cdots \right) \right] \] 5.9

\[ a_{rr} = \frac{4 \sqrt{2}}{3} \left[ (\frac{2}{3} \xi^2 + \frac{1}{3} \xi \Omega + \frac{1}{16} \xi^2 + \frac{1}{8} \xi \Omega^2 + \cdots) \right. \]

\[ \left. + A \left( \frac{1}{3} \right) \left( \frac{1}{3} \xi \Omega + \frac{1}{9} \xi \Omega^2 + \cdots \right) \right] \] 5.10

\[ a_{rr} = \sqrt{2} \left[ (\frac{2}{3} \xi^2 + \frac{1}{3} \xi \Omega + \frac{1}{16} \xi^2 + \frac{1}{8} \xi \Omega^2 + \cdots) \right. \]

\[ \left. + A \left( \frac{1}{3} \right) \left( \frac{1}{3} \xi \Omega + \frac{1}{9} \xi \Omega^2 + \cdots \right) \right] \] 5.11

The stresses on the cylindrical boundary due to the incident wave may also be written in terms of powers of \( \xi \) by using the series form of the
trigonometric functions. For \( n = 1 \) the incident stresses are given by Eq. 4.23. In series form these become

\[
a_1(t) = -\frac{a\sqrt{2\kappa}}{3\pi} \left[ 6 - \frac{25}{6} \zeta + \frac{29}{16} \zeta^2 - \frac{19}{64} \zeta^3 + \ldots \right]
\]

5.12

\[
b_1(t) = +\frac{a\sqrt{2\kappa}}{3\pi} \left[ \frac{8}{3} \zeta - 2 \zeta^2 + \frac{1}{4} \zeta^3 + \ldots \right]
\]

5.13

\[
d_1(t) = -\frac{a\sqrt{2\kappa}}{3\pi} \left[ 2 + \frac{13}{6} \zeta - \frac{13}{16} \zeta^2 + \frac{15}{64} \zeta^3 + \ldots \right]
\]

5.14

In order to satisfy the conditions of a traction free boundary, the sum of corresponding boundary tractions for the incident and diverging waves must equal zero. The radial and shear stresses due to the \( n = 1 \) terms of the diverging wave are given by Eqs. 5.9 and 5.10, respectively. These stresses are given by Eqs. 5.12 and 5.13 for the incident wave. A series for the total radial stress at the boundary results from the sum of Eqs. 5.9 and 5.12. A similar series for shear stress at the boundary results from the sum of Eqs. 5.10 and 5.13. If these boundary stresses are to equal zero, each term of the series must equal zero. In this way the unknown constants in Eqs. 5.9 and 5.10 may be evaluated successively, resulting in the following:

\[
P''''\left(-\frac{a}{c_1}\right) = -\frac{c_3^3}{\mu} \frac{c_1^4}{\mu^4} \sigma = 0
\]

5.9

\[
P''''\left(-\frac{a}{c_2}\right) = 0
\]

5.10

\[
A_1 = +0.4231 \frac{c_1^4}{\mu^4} \sigma \quad B_1 = -0.2156 \frac{c_1^4}{\mu^4} \sigma
\]

5.11

\[
A_2 = -0.5956 \frac{c_1^5}{\mu^5} \sigma \quad B_2 = +0.2594 \frac{c_1^5}{\mu^5} \sigma
\]

5.12

\[
A_3 = +0.1716 \frac{c_1^6}{\mu^6} \sigma \quad B_3 = -0.3587 \frac{c_1^6}{\mu^6} \sigma
\]

5.13

By substituting these quantities into Eqs. 5.3 and 5.4, one obtains expressions for \( P''''(\eta) \) and \( G''''(\eta) \).
Finally, a power series for the hoop stress in the diverging wave is found by substituting the above constants into Eq. 5.11. The total stress at any point is the sum of the incident and diverging stresses, that is the sum of Eqs. 5.11 and 5.14.

\[ \sigma_{\theta} = \sigma \sqrt{\xi} \left[ -1.0670\xi + 0.9372\xi^2 - 0.2754\xi^3 + \ldots \right] \]  \hspace{1cm} 5.16

The procedure outlined above for \( n = 1 \) may be applied for other values of \( n \) in the same manner except for certain simplifications when \( n = 0 \). The expressions for the nodewise hoop stresses for other values of \( n \) are

for \( n = 0 \)

\[ \sigma_{yy} = \sigma \sqrt{\xi} \left[ -0.3331\xi + 0.1160\xi^2 + 0.00161\xi^3 + \ldots \right] \]  \hspace{1cm} 5.17

for \( n = 2 \)

\[ \sigma_{yy} = \sigma \sqrt{\xi} \left[ -1.0670\xi + 3.0561\xi^2 - 2.1352\xi^3 + \ldots \right] \]  \hspace{1cm} 5.18

for \( n = 3 \)

\[ \sigma_{yy} = \sigma \sqrt{\xi} \left[ -1.0670\xi + 6.6579\xi^2 - 7.1414\xi^3 + \ldots \right] \]  \hspace{1cm} 5.19

for \( \ldots \)

\[ \sigma_{yy} = \sigma \sqrt{\xi} \left[ -1.0670\xi + 15.2691\xi^2 - 30.7894\xi^3 + \ldots \right] \]  \hspace{1cm} 5.20

In Fig. 5.1 the results of the short time solution given by each of Eqs. 5.16 through 5.20 for the first five nodes are plotted along with the first three nodes as obtained in the computer solution. In the short time solution all
terms in $\zeta$ out to $\zeta^{7/2}$ were carried in the computations. From these curves it may be seen that a larger number of terms of the series must be used for higher than for lower values of $n$ to obtain comparable accuracy.

From the shape of $F'(\eta_1)$ as shown in Fig. 4.1 agreement would not be expected beyond one time of transit in view of the singularity at $\zeta = 2$. On Fig. 5.1 the sum of the first three modes for $\sigma_{00}$ as computed in the machine is compared with the sum of the first three and the first five terms as computed by the short time method. Also shown on Fig. 5.1 is the first three modes of the outgoing wave combined with the exact representation for the incident stresses. These stresses correspond to an angle around the opening of $\theta = 0^\circ$, $\cos \phi = 1.0$.

The procedure just described is quite similar in the case of an incident shear wave. The mode $n = 0$ does not produce a hoop stress. This may be shown by observing that the first of Eqs. 3.13 for $\tilde{u}_n(t)$ is always zero for $n = 0$. By placing this result into the first of the boundary equations (Eq. 5.42), one observes that $F'(\eta_1)$ is always zero for this case. Then the hoop stress in the outgoing wave given by the last of Eqs. 3.39 is always zero since $F''(\eta_1) = 0$ in the first integral and $\sinh nu = 0$ in the second. The dimensionless time, $\bar{\zeta}$, used in the incident shear computations is equal to $\zeta_0$ rather than $\zeta_t$, $\eta$ as used in the case of an incident wave of dilatation. The series form of the hoop stress in the diverging wave only, has been computed for $n = 1$ and $\alpha$. These stresses are,

\begin{equation}
\sigma_{00} = \sigma \frac{\sqrt{\zeta}}{\zeta (\zeta^2 - 1)} \left[ -0.8296\zeta + 4.8799\zeta^2 - 1.0197\zeta^3 + \ldots \right]. \tag{5.21}
\end{equation}

\begin{equation}
\sigma_{00} = \sigma \frac{\sqrt{\zeta}}{\zeta (\zeta^2 - 1)} \left[ -3.8588\zeta + 13.6326\zeta^2 - 1.0218\zeta^3 + \ldots \right]. \tag{5.22}
\end{equation}
The results of Eqs. 5.21 and 5.22 are shown in Fig. 5.2 with the corresponding results of the computer solution.

5.3 Short Time Solution for Stresses in the Medium

In Section 4.3 the method of computation used in the computer solution for stresses away from the boundary was discussed for the case \( n = 1 \). The short time solution derived in Section 5.1 will now be extended to obtain the stresses in the medium. As an example of the computation procedure, the hoop stress away from the boundary in the diverging wave will be considered.

The equation for this stress is given in general form by Eq. 3.35. By setting \( n = 1 \), substituting \( 1 + \xi \) for \( \cosh u \) as given by Eq. 4.2, and using the limits defined by Eqs. 4.1, one obtains the general expression for hoop stress

\[
q_{\theta \theta} = \left[ + \frac{1}{c_1^3} \int_{0}^{\xi_1} F''''(\eta_1) \left[ \frac{-\lambda - (\lambda + \mu_1) (1 + \xi \xi_2^2 + 2 \xi \xi_2^3)}{\sqrt{2\xi_1^1 \sqrt{1+\xi_1^1/2}}} \right] \, d\xi \right] \cos \theta
\]

5.23

It is convenient in this case not to use the dimensionless time variable \( \xi \) until the last step of the derivation.

It is apparent that Eqs. 4.3 may be written in the equivalent form

\[
\eta_1 = t - \frac{r}{c_1} \left( 1 + \frac{\tau_{0}}{r} \right) \quad \text{and} \quad \eta_2 = t - \frac{r}{c_2} \left( 1 + \frac{\tau_{0}}{r} \right)
\]

5.24

where the dummy \( \tau \) ranges from zero to \( t \). First consider the argument \( \eta_1 \). This argument may be written in the equivalent form

\[
\eta_1 = \bar{\tau}_1 - \frac{a}{c_1} - \tau
\]

where

\[
\bar{\tau}_1 = t - \frac{r-a}{c_1}.
\]
The time \( \tau \) represents the time after the reflected wave has reached the radius \( r \), and \( \tau \) varies from zero to \( \tau_1 \). This variation in \( \tau \) may be accomplished by setting

\[
\tau = \beta \tau_1, \quad 0 \leq \beta \leq 1.
\]

By using this substitution, \( \eta_1 \) may be written

\[
\eta_1 = \tau_1(1-\beta) - \sigma/C_1.
\]

From this form of \( \eta_1 \) it is seen that \( F'''(\eta_1) \) may be expanded about \(-a/C_1\) in powers of \( \tau_1(1-\beta) \). Therefore, by using the coefficients given in the first of Eqs. 5.15, \( F'''(\eta_1) \) may be written

\[
F'''(\eta_1) = \frac{C_1^3}{\mu} \sigma \left[ -0.2122 + 0.4421 \frac{C_1}{a} \frac{\tau_1}{\tau} (1-\beta)
\right.
\]
\[
- 0.5936 \frac{C_1^2}{a^2} \frac{\tau_1^2}{\tau^2} (1-\beta)^2 + 0.1716 \frac{C_1^3}{a^3} \frac{\tau_1^3}{\tau^3} (1-\beta)^3 + \ldots \right].
\]

In the remaining factors of the integrals involving \( F'''(\eta_1) \) the variable \( \xi \) may be written as follows using the substitution of Eq. 5.25

\[
\xi = \frac{\tau C_1}{r} = \frac{\beta \tau_1 C_1}{r}.
\]

In view of this substitution for \( \xi \) in the fifth series of Eqs. 5.5 and of Eq. 5.26, the first integral of Eq. 5.23, \( a_{\theta\phi}^F \), may be written in series form:

\[
\sigma_{\theta\phi}^F = \sigma \int_0^1 \frac{C_1^3}{\mu} \left[ -0.2122 + 0.4421 \frac{C_1}{a} \frac{\tau_1}{\tau} (1-\beta)
\right.
\]
\[
- 0.5936 \frac{C_1^2}{a^2} \frac{\tau_1^2}{\tau^2} (1-\beta)^2 + 0.1716 \frac{C_1^3}{a^3} \frac{\tau_1^3}{\tau^3} (1-\beta)^3 + \ldots \right]
\]
\[
\left\{ \frac{\mu}{C_1^2} \sqrt{\frac{r}{2\beta \tau_1 C_1}} \left[ -1 + \frac{13}{4} \left( \frac{\beta \tau_1 C_1}{r} \right) + \frac{1625 \beta \tau_1 C_1}{32} \left( \frac{\beta \tau_1 C_1}{r} \right)^2
\right.
\]
\[
+ \frac{105 \beta \tau_1 C_1^3}{128} \left( \frac{\beta \tau_1 C_1}{r} \right)^3 + \ldots \right\} \left( \frac{\tau_1 C_1}{r} \right) d\beta.
\]

5.27
This solution is restricted to the case $v = 1/3$ since this value was used in the series expansions of Eqs. 5.5 and the computation of the coefficients used in Eq. 5.26.

In a similar manner the series expansion for $G''(\eta_2)$ may be determined. From Eq. 5.24 the argument $\eta_2$ may be written

$$\eta_2 = \bar{\tau}_2 - \frac{a}{c_2} - \tau$$

where

$$\bar{\tau}_2 = t - \frac{r-a}{c_2}.$$ 

The time $\bar{\tau}_2$ represents the time after the reflected wave has reached the radius $r$, and $\tau$ varies from zero to $\bar{\tau}_2$. This variation may be accomplished by setting

$$\tau = \beta \bar{\tau}_2, \quad 0 \leq \beta \leq 1.$$  

The argument $\eta_2$ becomes

$$\eta_2 = \bar{\tau}_2 (1-\beta) - \frac{a}{c_2}$$

and the function $G''(\eta_2)$ may be expanded about $-a/c_2$ in powers of $\bar{\tau}_2 (1-\beta)$ by using the coefficients given by the second of Eqs. 5.15.

$$G''(\eta_2) = \frac{\sigma c_1^3}{\mu} \left[ -0.2150 \frac{c_1}{a} \bar{\tau}_2 (1-\beta) + 0.2594 \frac{c_1^2}{a^2} \bar{\tau}_2^2 (1-\beta)^2 
\right.$$  

$$- 0.3989 \frac{c_1^3}{a^3} \bar{\tau}_2^3 (1-\beta)^3 + \ldots \right].$$  

The variable $\xi$ in the integrals involving $G''(\eta_2)$ of Eq. 5.23 may be written in the following form,

$$\xi = \frac{\tau c_2}{r}.$$ 

By using Eq. 5.29 to vary $\tau$ from zero to $\bar{\tau}_2$ and, by letting $c_2 = \alpha c_1$, one may rewrite this expression.
\[ \zeta = \frac{\beta \overline{t}_2 \alpha \overline{c}_1}{r} \]

It follows from Eq. 5.30 and the above substitution for \( \zeta \) in the sixth series of Eqs. 5.5 that the second integral, \( \sigma_{\theta \theta}^G \), of Eq. 5.23 may be written in series form.

\[
\sigma_{\theta \theta}^G = \sigma \int_0^1 \frac{c_1^3}{\mu} \left[ -0.2150 \frac{c_1}{a} \overline{t}_2 (1-\beta) + 0.2594 \frac{c_1^2}{a^2} \overline{t}_2 (1-\beta)^2 \\
- 0.3989 \frac{c_1^3}{a} \overline{t}_2 (1-\beta)^3 + \cdots \right] \left\{ 0 \overline{c}_1 \mu \sqrt{\frac{r}{2\alpha \overline{c}_1}} \left[ \frac{\alpha \overline{c}}{r} \right]^2 \\
+ 5 \left( \frac{\alpha \overline{c}}{r} \right)^2 + \frac{7 \alpha \overline{c}}{8} \left( \frac{\alpha \overline{c}}{r} \right)^3 + \cdots \right\} \left( \frac{\overline{c} \alpha}{r} \right) d\beta \\
5.31
\]

The following equations result from performing the integrations on the right sides of Eq. 5.27 and 5.31, for the case \( \lambda = \mu, \nu = 1/4 \), yielding \( \alpha = \frac{1}{\sqrt{3}} \).

\[
\sigma_{\phi \phi}^F = \sigma \sqrt{\frac{\overline{t}_1 \overline{c}_1}{2r}} \left[ +0.4244 - 0.5894 \overline{t}_1 \frac{c_1}{a} + 0.4199 \overline{t}_1 \frac{c_1^2}{a^2} \\
- 0.1569 \overline{t}_1 \frac{c_1^3}{a^3} - 0.4598 \overline{t}_1 \frac{c_1}{r} + 0.3832 \overline{t}_1 \frac{c_1^2}{ar} \\
- 0.1949 \overline{t}_1 \frac{c_1^3}{ar^2} - 0.4377 \overline{t}_1 \frac{c_1^2}{ar} + 0.2605 \overline{t}_1 \frac{c_1^3}{ar^2} \\
- 0.04974 \overline{r}_1 \frac{c_1^3}{r^2} + \cdots \right] \\
5.32
\]

\[
\sigma_{\phi \phi}^G = \sigma \sqrt{\frac{\overline{t}_2 \overline{c}_1}{r}} \left[ -0.5227 \overline{t}_2 \frac{c_1^2}{ar} + 0.3604 \overline{t}_2 \frac{c_1^3}{a^2} \\
- 0.1617 \overline{t}_2 \frac{c_1^3}{ar^2} + \cdots \right]. \\
5.33
\]

The results obtained in Eqs. 5.32 and 5.33 may not be added directly. Equal
values of \( \bar{t}_1 \) and \( \bar{t}_2 \) correspond to different times \( t \), \( \bar{t}_1 \) being the interval after the reflected dilatation wave has reached \( r \) and \( \bar{t}_2 \) being the interval after the shear wave has reached the radius \( r \). For this reason the two parts of the hoop stress will be evaluated and compared with the machine solution separately. Equations 5.32 and 5.33 may be written in terms of the dimensionless times

\[
\zeta_1 = \frac{\bar{t}_1 c}{a} \quad \text{and} \quad \zeta_2 = \frac{\bar{t}_2 c}{a}
\]

as follows

\[
\sigma_{\theta \theta}^F = \sigma \sqrt{\frac{\zeta_1 a}{2r}} \left[ \frac{0.4244}{1} + 0.5899 \zeta_1 + 0.4199 \zeta_1^2 \\
- 0.1569 \frac{3}{1} - 0.4598 \zeta_1 \frac{a}{r} + 0.3838 \frac{2}{1} \frac{a}{r} - 0.194 \frac{3}{1} \frac{a}{r} \\
- 0.4377 \frac{2}{1} \frac{a}{r} + 0.2605 \frac{3}{1} \frac{a}{r} - 0.0497 \frac{3}{1} \frac{a}{r} \right]
\]

5.34

\[
\sigma_{\theta \theta}^C = \sigma \sqrt{\frac{\zeta_2 a}{2r}} \left[ \frac{-0.5227 \frac{2}{2} \frac{a}{r} + 0.3604 \frac{3}{2} \frac{a}{r} - 0.1617 \frac{3}{2} \frac{a}{r}}{...} \right].
\]

5.35

In Fig. 5.3 the stresses given by Eqs. 5.34 and 5.35 are shown along with the corresponding results from the computer solution for a value of \( \frac{r}{a} = 1.25 \). It may be seen from these curves that the difference in the two solutions is quite small out to \( \zeta_1 \) and \( \zeta_2 = 0.6 \).
6.1 Incident Wave of Dilatation

The results of the computer solution for hoop stress at the boundary due to three terms of the Fourier series representation of an incident wave of dilatation are shown in Figs. 6.1 and 6.2. The most important information which follows from an examination of these curves is summarized in the following table.

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>$\theta$</th>
<th>Maximum Stress</th>
<th>Time of Transit</th>
<th>Static Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0°</td>
<td>+1.29</td>
<td>4.8</td>
<td>+1.00</td>
</tr>
<tr>
<td>90°</td>
<td>-3.33</td>
<td>-3.00</td>
<td>3.3</td>
<td>-3.00</td>
</tr>
<tr>
<td>$1/3$</td>
<td>0°</td>
<td>+0.11</td>
<td>4.0</td>
<td>0</td>
</tr>
<tr>
<td>90°</td>
<td>-2.93</td>
<td>-2.67</td>
<td>3.7</td>
<td></td>
</tr>
</tbody>
</table>

In Sections 5.1 and 5.2 a method was discussed which provides a check on the machine solution of the basic equations at short time. After several transit times have passed the stresses should approach the static values as given above. This provides not only another check on the solution of the basic equations but to some extent, on the formulation of the solution to the problem. The static stresses in the case of plane stress are given by the well known Kirsch formulas, which are shown as follows in Ref. (11):

$$
\sigma_{rr} = \frac{\sigma}{2} \left(1 - \frac{a^2}{r^2}\right) + \frac{\sigma}{2} \left(1 + \frac{Z}{r} - \frac{L_2}{r^2}\right) \cos 2\theta
$$

$$
\sigma_{\theta\theta} = \frac{\sigma}{2} \left(1 + \frac{a^2}{r^2}\right) - \frac{\sigma}{2} \left(1 + \frac{Z}{r} \cos 2\theta\right)
$$

$$
\sigma_{r\theta} = -\frac{\sigma}{2} \left(1 - \frac{a^2}{r^2} + \frac{Z}{r} \sin 2\theta\right).
$$
These equations may be used to solve the plane strain problem by superimposing on the stress field $\sigma$ the stresses due to another stress field acting in the perpendicular direction and of magnitude $\nu \sigma$. By this means the static solution for $\sigma_{\theta\theta}$ around the opening as well as stresses in the medium can be found for all the problems considered, and in all cases the stresses approach the static values quite closely after 5 to 7 transit times.

The results shown in Figs. 6.1 and 6.2 are compared in Figs. 6.3 and 6.4 with the corresponding results from Refs. (3) and (4). The hoop stress on the boundary at $\theta = 90^\circ$ from Ref. (3) is shown in Fig. 6.3 to be quite different from that given by Ref. (4) and the present work. Also the hoop stress at $\theta = 90^\circ$ from Ref. (3) is shown in Fig. 6.4 to be less than that given by Ref. (4), but the difference is not as large as for $\theta = 0^\circ$. It is interesting to note that all three computations give quite close results for the maximum values of tensile and compressive stresses. In Ref. (4) the reason for the difference in stresses given by Ref. (3) is explained. In using the Duhamel integral for computation of the boundary tractions from the diverging step wave, singularities of the same type as in the present work occur at values of $t c_1/a = 0$ and 2.0. For this reason great care must be taken in the numerical integrations in this region. In Ref. (3) a constant time interval was used throughout this integration; however, as shown in Ref. (4) it is necessary to reduce the length of time interval in the region of the singularities. It is suggested that the integration technique discussed in Appendix A would have been useful for the computations of Refs. (3) and (4) since the singularities have the general form of $t^{-1/2}$. The method discussed in Appendix A is a more accurate means of accounting for the singularities than is provided by reducing the length of the integration interval.

The hoop stresses at $\theta = 0^\circ$ and $90^\circ$ from Ref. (4) agree with the present work as closely as the curves in Ref. (4) can be read, except during
the first transit time. With regard to this difference it should be recalled that the incident stress was represented by three terms of Fourier series and that diverging wave stresses were computed to correspond to these three terms. Once the diverging wave stresses are found, they must be combined with the incident stresses in order to find the total stresses. However, it must be decided whether the three modes of diverging wave stresses should be combined with the same three modes of the incident wave stresses or with the total incident stresses which may be represented exactly. In Figs. 6.3 and 6.4 the results of both methods of representing the incident stresses are shown. Both Refs. (3) and (4) apparently used the exact representation of the incident hoop stress; however, the hoop stresses shown in Figs. 6.1 and 6.2 as well as the stresses in the medium and the stresses caused by decaying waves found in the present investigation were computed using the first three modes of the series representation for the incident stresses. It was not possible to determine the cause of the disagreement between the results for hoop stress from Ref. (4) and the present work during the first transit time when the same incident stress was used. In view of the excellent agreement with the independently computed short-time stresses, the present computer solution acquires considerable credibility at least for early times. Moreover, if one considers the present method of solution, it hardly seems possible that the hoop stress could be considerably in error during the first quarter transit time without causing a large difference at one transit time.

The use of the total incoming wave causes the total hoop stress at \( \theta = 0^0 \) to have an improper initial value. This may be shown in the following way. For \( \bar{v} = 1/3 \), \( \theta = 0^0 \) and the incident stress \( \sigma = -1.0 \), the incident hoop stress is \( \bar{\sigma} = -1/3 \); however, at the same point the diverging radial stress must equal \( \sigma_{rr} = \sigma = +1 \) at \( t = 0 \) and therefore the diverging hoop stress \( \sigma_{\theta \theta} = \sigma_{rr} = +1 \).
since it may be argued that there is no strain in the $\theta$ direction for $\theta = 0$ at this time. Therefore the diverging wave should have an initial value of hoop stress equal to $+1/3$ if all the modes were considered, and the initial value of total incident and diverging stress at $\theta = 0^\circ$ combined should be zero.

In Figs. 6.3 and 6.4 the hoop stresses at $\theta = 0^\circ$ and $90^\circ$ are shown using the first 5 modes as given in Ref. (4). By comparison of these curves with those given for 3 modes, the magnitude of error may be estimated. The error appears to be quite large at $\theta = 0^\circ$ for the first two transit times as would be expected. At $90^\circ$ the addition of two more modes makes very little difference. Also the use of 5 modes gives the initial value of $\sigma_{\theta\theta}$ at $\theta = 0^\circ$ much closer to the required value of zero.

By comparing Figs. 6.1 and 6.2 it may be seen that a reduction in Poisson's ratio increases both the maximum tensile and maximum compressive stresses.

In Figs. 6.5 through 6.8 is shown the variation of stress with time at several radii for $\bar{\nu} = 0$ and for $\bar{\nu} = 1/3$ due to an incident wave of dilatation. These curves show the free field stress until the reflected wave reaches the point, at which time there is a sharp change. At some time after the reflected wave passes the point, however, the stress approaches the long time or static value consistent with the particular point. From these stress-time plots at various radii it may be seen that the dynamic effect on the peak stress is not as great away from the boundary as at the edge of the opening. The static variation of stress with radius as found from Eqs. 6.1 are shown in Fig. 6.9. Also shown in Fig. 6.9 is the variation of radial and hoop stresses with radius at several times.

In Fig. 6.7, which shows the radial stress vs. time curve for $\theta = 0^\circ$ and $\bar{\nu} = 1/3$, an indication of the mechanism which might cause spalling is
observed. The stresses should be considered only qualitatively during the transit of the wave across the opening since only three modes are used. At \( r/a = 1.25 \) for example the stress drops very sharply from -1.00 to -0.05 when the reflected tension reaches the point. If the incident stress wave had a decay behind the front, this drop in stress could easily produce a total tensile stress at the edge. A sufficiently large tension would cause failure of the medium. Since the slab bounded by the region of tensile failure and the free surface of the opening has a particle velocity equal to the sum of that in the incident compression wave plus that in the reflected tension wave (both in the inward direction) it would tend to fly inward. This slab remains continuous with the adjacent material in a circumferential direction, however, and the energy trapped in it must be sufficient to break it away to form a spall.

From the results of an incident step wave it is possible to find the stresses caused by an incident wave of any other form using the Duhamel integral.

\[
\sigma_{mn} = \sigma_{mn}(S)(t) + \int_0^t \frac{dP(t)}{dt} \left[ \sigma_{mn}(S)(t - \tau) \right] d\tau
\]  

where \( \sigma_{mn}(S) \) is any stress due to a unit step wave, and \( \sigma_{mn} \) is the corresponding stress due to an arbitrary stress wave \( P(t) \). To illustrate the use of the Duhamel integral and study the effect of a decaying stress wave the hoop stress was computed at \( \theta = 0^\circ \) and \( 90^\circ \) for \( \bar{v} = 1/3 \) and \( a = 17.5 \) ft. The variation of stress behind the wave front was assumed to be of the following form

\[
P(t) = P_0 (1 - \frac{t}{t_0}) e^{-Kt/t_0}
\]

where \( K \) is a constant and \( t_0 \) is the total positive duration of the wave. Hoop stresses are shown in Fig. 6.10 and 6.11 for \( P_0 = 4000 \) psi, \( t_0 = 1.8 \) sec.,
$C_1 = 17,300 \text{ ft./sec. and } K = 100, 250 \text{ and } 400$. Also shown is the stress due to a step wave with a stress of 4000 psi. By increasing $K$, the rate of decay behind the shock front is increased. The values of $K$ used represent a rather sharp decay which would be consistent with high stresses produced by a large-yield nuclear weapon. The peak compressive stress at $\theta = 90^\circ$ is reached within 3 transit times, or, in terms of the wave velocity, only the first 6 ms of the wave. In the case of the tensile stress the peak occurs within 5 transit times or within 10 ms after the wave reaches the opening. Therefore only the very early portion of the wave history is pertinent in determining the maximum stress. In 5 ms the pressure has decreased to 3020 psi for $K = 100$ and to 1316 psi for $K = 400$.

In general only the maximum tensile and compressive stresses have been shown since these stresses are critical in determining the failure of the medium. The computer code which was written to compute these stresses can also compute stresses at any number of evenly spaced angles around the opening and at any radius cut from the boundary so long as the radius is an integral number of distances $\Delta C_1$. This code is considerably less complex than that used by the authors of Refs. (3) and (4). To solve a problem in which the stresses are computed at 13 equiangular increments around half the opening and for sufficient time to reach the static solution requires approximately 20 minutes of machine time for 3 modes. For a problem in which the stresses are computed at $1/4$ radius spacing for 4 radii cut from the boundary and with the same angular increments requires approximately 50 minutes.

It is of particular interest to notice the effect of changing the length of time steps in the computations. The following table shows the hoop stress at the boundary for $\theta = 90^\circ$ and $V = 1/3$ at several times as the length of time steps are varied.
The effect of changing the length of time step on the peak stress is negligible. At earlier times the effect is larger, but still unimportant from a practical standpoint. The value of 40 steps per transit time was used for the computation of stresses due to an incident wave of dilatation. The incident shear problem was found to be somewhat more sensitive to changes in the length of time step, so 50 steps per transit time was used in those computations.

6.2 Incident Shear Wave

In Figs. 6.12 and 6.13 are shown the results of the computer solution for peak stress on the boundary due to three modes of an incident shear wave with magnitude of stress $\sigma_0$. The most important information shown by these curves is summarized in the following table.

<table>
<thead>
<tr>
<th>$\sigma_0/\sigma$</th>
<th>Max. Str.</th>
<th>Max. Str.</th>
<th>Transit Time</th>
<th>Static Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>-0.9557</td>
<td>-0.7907</td>
<td>1.0</td>
<td>-0.8336</td>
</tr>
<tr>
<td>0.75</td>
<td>-0.9550</td>
<td>-0.7939</td>
<td>2.0</td>
<td>-0.8336</td>
</tr>
<tr>
<td>1.0</td>
<td>-0.9505</td>
<td>-0.8362</td>
<td>3.0</td>
<td>-0.8336</td>
</tr>
</tbody>
</table>

The stresses around the opening due to a shear wave should approach the static values after a long time. These static values may be obtained using Eqs. 6.1 by superimposing each respective static stress field acting $90^\circ$ apart. In this way a field of pure shear is created around the opening. The maximum
static stresses obtained in this way are found to occur on the boundary at
45° and 135° measured from the direction of wave travel. These static values
of maximum hoop stress are shown in the above table.

Also shown in Fig. 6.13 is the hoop stress at θ = 45° due to an
incident shear wave as shown in Ref. (12) for \( \bar{v} = 1/3 \). In Ref. (12) the
authors of Ref. (3) use the same method that they used to solve the incident
dilatational wave problem to solve the incident shear problem. Therefore, a
constant time step in the Duhamel integral near the singularities at \( tC/a = 0 \)
and 2 was probably used as before. This would explain why the curve of
Ref. (3) does not agree with that from the present computation. The case of
an incident shear wave was not solved in Ref. (4).

Also Ref. (12) shows a hoop stress at θ = 0° which is not found by
the present theory and which, in fact, can be shown to be nonexistent by a
simple symmetry argument. For, by inspection

\[ \gamma_{xy} = \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \]

and \( v \) are even in \( y \).

Therefore

\[ \frac{\partial v}{\partial x} \text{ and } \frac{\partial u}{\partial y} \text{ are even in } y. \]

This requires that

\[ u, \quad \frac{\partial u}{\partial x} = x, \quad \frac{\partial v}{\partial y} \text{ odd in } y. \]

Since \( x \) and \( y \) are both odd in \( y \), they are zero at \( y = 0 \), and as a consequence
the stresses \( \sigma_{rr} \) and \( \sigma_{yy} \) are zero at \( y = 0 \).

The passage of a shear wave across an opening results in a higher
congestion factor for both tension and compression than the passage of a
wave of dilatation and therefore may cause the more critical situation.
However, the intensity of stress in a shear wave is much less than the stress
A wave of dilatation for an air induced ground shock, and may be absent altogether for the direct ground shock. The effect on the stress concentration factors of varying Poisson's ratio is small as shown by comparing the curves of Fig. 6.12 and 6.13.

The computer code written to solve the incident shear wave problem for keep stress at the boundary is quite similar to that discussed for an incident dilatational wave, and therefore requires approximately the same amount of time for solution on the machine. This code was found to be somewhat more sensitive to changes in the time interval than was that for an incident dilatational wave. The reason for this is probably the sharper slope of the Fourier coefficients, \( \tilde{a}_n(t) \) and \( \tilde{b}_n(t) \), in the series for incident shear stress when the wave front is near the front and rear of the opening.

**6.3 Use in Protective Construction**

The results of this investigation may be used as a guide in the study of effects of stress waves on openings in rock. Among the first things to be decided in such a study is the type of failure to be expected. For example, the maximum compressive stress, which occurs at the ends of the dilatation period to the wave front for incident waves of dilatation, may cause failure of the rock in these regions. The maximum tensile stress, which occurs at the point of the wave perpendicular to the wave front, may cause tensile failure in these regions. Cracking these rock which would fall into the opening. Since the tensile strength of materials such as rock is much less than the compressive strength, tensile failure may occur at a free field stress which is not sufficient to cause compression failure. Thus the ratio of maximum tensile stress to maximum compressive stress becomes important in deciding which of these types of failure will occur. Another type of damage
and possible failure may occur from spalling which was described earlier. If the free field stress is high enough, the material in the entire region of the opening may fail and close the opening. This would occur if the opening were sufficiently close to the center of burst of a nuclear weapon. Construction of a lining within the cavity would afford some protection against spalling or loose rock.

Though the maximum stresses in the region of a cylindrical opening have been determined for a homogeneous medium and ideal wave forms, there is still considerable uncertainty in the practical case. The results obtained may only be used as a guide. For example rock contains faults and/or joints and therefore is often weaker than the conventional strength tests would indicate. Furthermore rock may be so cracked or so damaged by the mining operation that it has no tensile strength near the opening. Also the wave form is surely altered in traveling through a nonhomogeneous medium and probably does not have a sharp front. The effect of a rise time would be to reduce the dynamic stress concentration factor and to reduce the possibility of spalling failure. From this discussion it may be seen that considerable judgment is required in making allowances for these uncertainties.

In Ref. (15) many of the practical problems encountered in the application of theoretical results of the type obtained in the present work are discussed. Also the various wave types are discussed and a method for combining the effects of waves of dilatation and shock waves when both are created by an air blast wave moving on the surface is presented.
V.1. CONCLUSIONS

Stresses in the vicinity of a cylindrical cavity due to two types of stress waves have been studied. Also the effect of changing the shape of the stress wave behind the front and of varying the properties of the material have been considered. From these studies certain conclusions may be made concerning the method of solution used to solve the problem under consideration.

1. The method of solution described in the present work can be used accurately and efficiently to solve the problem under consideration. Once the solution for a unit step pulse is known, it is possible to find the stresses for a stress wave of any shape by the Bessel integral.

2. The short time solution may be used to check the initial portion of the machine solution. By using a larger number of terms in the Taylor expansion, this solution will be extended to apply to longer times.

3. The short time solution of the solution appears to give maximum stresses in the vicinity of the cavity with sufficient accuracy for practical purposes. In order to study the spalling phenomenon, however, it is necessary that stresses be computed at shorter times.

4. Further study will be required either by solution of the equations for more realistic cracks in other problems. A study of the problem in a cylindrical cavity will be helpful.

5. It is felt that the results obtained in Appendix C could be written for a general case and sufficient steps used to obtain any accuracy required.
(2) By using a large number of modes either with the computer solution or the short time solution the stresses at early time could be obtained with sufficient accuracy to make a complete study of the spalling problem.

(3) A complete study of various wave forms such as effect of rise time and decay rate would be possible. If wave forms with rapid changes in stress were to be considered, it would be necessary first to obtain the solution with more modes included.

(4) The problem of a cylindrical opening with a lining could be solved by the method presented. Either the case of a thin lining or that of a thick lining could be considered.
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APPENDIX A

DERIVATION OF THE NUMERICAL INTEGRATION FORMULA

From the form of the stress equations for diverging waves written in terms of $\xi$, Eqs. 4.6 - 4.8 for example, it may be seen that the term of each expression has an integrable singularity at $\xi = 0$ due to the term $\xi^{1/2}$ in the denominator. It is apparent that a trapezoidal or parabolic approximation would not give a finite result in the first step of the numerical integration even though the integral converges. An integration procedure was derived to avoid this difficulty, and is described in this appendix. After this procedure had been in use for some time, it was found that a very similar procedure was described by Jeffreys and Jeffreys in Ref. (6).

Consider the second integral involved in the computation of $\sigma_{r\theta}$ in mode 1 given by Eq. 4.7,

$$\int_0^\infty \frac{\phi''(\xi)}{\sqrt{a\xi^2 + b^2 \xi^4}} \, d\xi$$

Let all the integrand except $1/\xi^{3/2}$ be approximated by a linear relation in the interval $2\xi^2$. Thus,

$$\phi''(\xi) \left[ \frac{a(1 + 3b\xi^2)}{\sqrt{a\xi^2 + b^2 \xi^4}} \right] = \phi'' + \frac{(a + b\xi^2)}{3b^2} (\xi - 2\xi)$$

in the interval $\xi = m\xi$ to $\xi = (m+1)\xi$. With this substitution, the integral in this interval becomes,


\[
\int_{n}^{(n+1)\Delta\xi} \frac{1}{\sqrt{\xi}} \left[ \xi \left( \frac{(\xi_{m+1} - \xi_{m})}{\Delta\xi} \right) \right] d\xi
\]

\[
= \left[ 2\xi^{1/2} + \frac{(\xi_{m+1} - \xi_{m})}{\Delta\xi} \left( \frac{2}{3} \xi_{m}^{3/2} \right) - \frac{(\xi_{m+1} - \xi_{m})}{\Delta\xi} m\Delta\xi \left( \xi_{m}^{1/2} \right) \right]^{(m+1)\Delta\xi}_{m\Delta\xi} \quad A.2
\]

Straightforward evaluation of this expression leads to the following value for the left side of Eq. A.2.

\[
\sqrt{\Delta\xi} \left[ \xi_{m} \left\{ 2(1+m)((m+1)^{1/2} - m^{1/2}) - \frac{2}{3} \left[ (m+1)^{3/2} - m^{3/2} \right] \right\}
\right.
\]

\[
\left. + \xi_{m+1} \left[ \frac{2}{3} \left[ (m+1)^{3/2} - m^{3/2} \right] - 2m \left[ (m+1)^{1/2} - m^{1/2} \right] \right\} \right] \quad A.3
\]

This expression gives the value of the integral between \(m\Delta\xi\) and \((n+1)\Delta\xi\) as long as the values of \(\xi_{m}\) and \(\xi_{m+1}\) are defined according to Eq. A.1.

The functions of \(n\) by which each ordinate is multiplied differs for each step, since \(n\) changes, but will be the same for integration of \(F''''(\eta_{1})\) and \(G''''(\eta_{2})\) terms. Also, this expression is not limited to \(n = 1\); it is a general integration formula for which \(g\) is any function. From Eq. A.3 let

\[
A_{m} = \left[ 2(1+m)((m+1)^{1/2} - m^{1/2}) - \frac{2}{3} \left[ (m+1)^{3/2} - m^{3/2} \right] \right] \quad A.4
\]

\[
P_{m} = \frac{2}{3} \left[ (m+1)^{3/2} - m^{3/2} \right] - 2m \left[ (m+1)^{1/2} - m^{1/2} \right]
\]

With these abbreviations the integral to be evaluated may be written

\[
\int_{c/2}^{(c+1)c/2} g''''(\eta_{2}) \left[ \frac{\mu(1+c)\xi + \xi^{2} + \xi^{3} \xi}{\sqrt{2\xi^{2} \sqrt{1+c} \xi^{2}}} \right] d\xi
\]

\[
+ \sqrt{\Delta\xi} \left[ (g''''(\eta_{2}))_{p=\infty} R_{G} A_{m} + (g''''(\eta_{2}))_{p=\infty \rightarrow p=\infty \rightarrow p=\infty} R_{G}^{G} A_{m+1} E_{p} \right] \quad A.5
\]

where \(R_{G}^{G}\) is the factor.
evaluated at $\xi = \mu \Delta \xi$ and $G_{m+1}^G$ is the same factor evaluated at $\xi = (\mu + 1) \Delta \xi$.

In computing the factors $A_m$ and $B_m$, the small difference between large numbers are involved when $m$ gets fairly large if the computation is made in a straightforward manner. Therefore these weighting factors were also written as asymptotic series which were used after $m$ reached a certain value. These series are as follows

$$A_m = \frac{1}{2 \sqrt{m}} \left[ 1 - \frac{1}{6m} + \frac{1}{16m^2} - \frac{1}{32m^3} + \ldots \right]$$

$$B_m = \frac{1}{2 \sqrt{m}} \left[ 1 - \frac{1}{3m} + \frac{1}{16m^2} - \frac{1}{8m^3} + \ldots \right]$$
APPENDIX B

SOME PROPERTIES OF THE DISPLACEMENT POTENTIALS

B.1 General Solution of the Wave Equation in Cylindrical Coordinates.

In Section 3.3 it is shown that two hyperbolic partial differential
equations in two independent variables result from substituting Fourier series
for $\varphi$ and $\psi$ into the wave equations. These differential equations are Eqs. 3.21.
The relevant parts of the general solutions of these equations were stated as
Eqs. 3.22. It will now be shown that these solutions satisfy the differential
equations. Since both differential equations and both solutions are of the
same form, it is only necessary to show the validity of one of the solutions.

Then it is to be shown that for $n = 0, 1, 2, \ldots$

$$r_n = \left(\frac{1}{r} \frac{\partial}{\partial r}\right)^n r_0$$  \hspace{1cm} B.1

satisfies the equation

$$c_1^2 \left(\frac{\partial^2 r_n}{\partial t^2} + \frac{2n+1}{r} \frac{\partial r_n}{\partial r}\right) = r_n$$  \hspace{1cm} B.2

It is first assumed that $r_n$ is a solution to Eq. B.2. Then it will be shown
that $r_{n+1}$ given by Eq. B.1 is also a solution, and therefore the general
solution for any value of $n$ is given by Eq. B.1 provided $r_0$ is a solution with
\newpage

The expression for $r_{n+1}$ is given by Eq. B.1 as

$$r_{n+1} = \left(\frac{1}{r} \frac{\partial}{\partial r}\right)^{n+1} r_n$$  \hspace{1cm} B.3

and the differential equation becomes (by replacing $n$ by $n+1$ in Eq. B.2)

$$c_1^2 \left(\frac{\partial^2 r_{n+1}}{\partial t^2} + \frac{2(n+1)+1}{r} \frac{\partial r_{n+1}}{\partial r}\right) = r_{n+1}$$  \hspace{1cm} B.4

Substitute Eq. B.3 into Eq. B.4.

$$c_1^2 \left[\left(\frac{1}{r} \frac{\partial}{\partial r}\right)^n \frac{\partial r_n}{\partial r} + \frac{2n+1}{r} \frac{\partial r_n}{\partial r} \left(\frac{1}{r} \frac{\partial r_n}{\partial r}\right)\right] = \frac{\partial^2}{\partial t^2} \left(\frac{1}{r} \frac{\partial r_n}{\partial r}\right)$$
Therefore Eq. B.5 may be written

\[
C_l \left[ \left( \frac{1}{r} \frac{\partial^2 f_n}{\partial r^2} + \frac{2}{r^2} \frac{\partial^2 f_n}{\partial r^2} + \frac{2}{r^2} \frac{\partial f_n}{\partial r} \right) + \frac{2n+1}{r} \left( \frac{1}{r} \frac{\partial^2 f_n}{\partial r^2} - \frac{1}{r^2} \frac{\partial f_n}{\partial r} \right) \right] = \frac{1}{r} \frac{\partial^3 f_n}{\partial t^3 \partial r} .
\]

It is apparent that this is an identity since the same expression may be obtained by taking the partial derivative of both sides of Eq. B.2 with respect to \( r \) and dividing through by \( r \). Therefore Eq. B.3 satisfies the differential equation and as a consequence Eq. B.1 is a general solution for any value of \( n \) provided \( f \) is a solution.

It was shown in Chapter III by a physical argument that \( f_c \) has the form given by Eq. 3.26. It is of interest to show directly that \( f_c \) in this form satisfies the differential equation given by Eq. B.2 with \( n = 0 \). That is

\[
f_c = \int_0^{\infty} F(t - \frac{r}{C_1} \cosh u) \, du
\]

is a solution of

\[
C_l \left( \frac{\partial^2 f_c}{\partial r^2} + \frac{1}{r} \frac{\partial f_c}{\partial r} \right) = \frac{\partial^2 f_c}{\partial t^2} ,
\]

B.7
provided that all derivatives which appear are continuous in \( u \) and \( r \).* Take the derivatives of Eq. B.6

\[
\frac{\partial f}{\partial r} = \frac{-1}{c_1} \int_{0}^{\infty} F'(t - \frac{r}{c_1} \cosh u) \cosh u \, du
\]

\[
\frac{\partial^2 f}{\partial r^2} = \frac{+1}{c_1^2} \int_{0}^{\infty} F''(t - \frac{r}{c_1} \cosh u) \cosh^2 u \, du
\]

\[
\frac{\partial^2 f}{\partial t^2} = + \int_{0}^{\infty} F''(t - \frac{r}{c_1} \cosh u) \, du.
\]

Substitute these derivatives into Eq. B.7.

\[
c_1^2 \left[ \frac{1}{c_1^2} \int_{0}^{\infty} F''(t - \frac{r}{c_1} \cosh u) \cosh^2 u \, du
\]

\[- \frac{1}{r c_1} \int_{0}^{\infty} F'(t - \frac{r}{c_1} \cosh u) \cosh u \, du \right] = \int_{0}^{\infty} F''(t - \frac{r}{c_1} \cosh u) \, du
\]

The second term on the left may be integrated by parts as follows.

\[
- \frac{1}{r c_1} \int_{0}^{\infty} F'(t - \frac{r}{c_1} \cosh u) \cosh u \, du = + \frac{1}{r c_1} F'(t - \frac{r}{c_1} \cosh u) \sinh u \bigg|_{0}^{\infty}
\]

\[
+ \frac{1}{c_1^2} \int_{0}^{\infty} F''(t - \frac{r}{c_1} \cosh u) \sinh^2 u \, du
\]

The first term on the right equals zero since \( \sinh u = 0 \) at \( u = 0 \) and 

\( F'(t - \frac{r}{c_1} \cosh u) = 0 \) as \( u \) tends to infinity, for a disturbance which starts

* In the computations of Chapters IV and V, the function \( F''(\eta_1) \) is not continuous through \( \eta_1 = -u/c_1 \). In this case it is not difficult to alter the proof so that the result will hold.
at a finite time. Then

\[- \frac{1}{rC_1} \int_0^\infty F'(t - \frac{r}{C_1} \cosh u) \cosh u \, du \]

\[= - \frac{1}{C_1} \int_0^\infty F''(t - \frac{r}{C_1} \cosh u) \sinh^2 u \, du \]

By making this substitution into Eq. B.8 and observing that \((\cosh^2 u - \sinh^2 u) = 1\), one obtains an equality.

\[c^2_1 \left[ \int_0^\infty F''(t - \frac{r}{C_1} \cosh u) \cosh^2 u - \sinh^2 u \, du \right] \]

\[= \int_0^\infty F''(t - \frac{r}{C_1} \cosh u) \, du \]

B.2 General Form of \(\phi \) and \(\psi \) for Arbitrary \(n\).

The general expression for the displacement potentials \(\phi \) and \(\psi \), as given by Eq. 3.29, may be written in the much more convenient form of Eq. 3.30. The derivation is shown for the function \(\phi \). For \(\psi \) the proof is the same.

From the first of Eqs. 3.29, the \(nth\) term of the series for \(\phi \), say \(\phi_n \), may be written

\[\phi_n = \hat{\omega}_n (r,t) \cos n\theta \]

where

\[\hat{\omega}_n = r^n \left( \frac{\partial}{\partial r} \right)^n \int_0^\infty F(t - \frac{r}{C_1} \cosh u) \, du. \quad \text{Eq. 9} \]

The term \(n + 1\) takes the form

\[\omega_{n+1} = r^{n+1} \left( \frac{\partial}{\partial r} \right)^{n+1} \int_0^\infty F(t - \frac{r}{C_1} \cosh u) \, du \]
\[ \Omega_{n+1} = r^n \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial}{\partial r} \right)^n \int_{0}^{\infty} F(t - \frac{r}{C_1} \cosh u) \, du. \]

This expression may be written in the equivalent form

\[ \Omega_{n+1} = \left\{ \frac{\partial}{\partial r} \left[ r^n \left( \frac{1}{r} \frac{\partial}{\partial r} \right)^n \right] - \frac{n}{r} r^n \left( \frac{1}{r} \frac{\partial}{\partial r} \right)^n \right\} \int_{0}^{\infty} F(t - \frac{r}{C_1} \cosh u) \, du. \]

By comparing this expression with Eq. B.9 it may be seen that

\[ \Omega_{n+1} = \frac{\partial}{\partial r} \Omega_n - \frac{n}{r} \Omega_n. \]  \hspace{1cm} \text{B.10} \]

The derivation of Eqs. 3.30 from Eqs. 3.29 may now proceed by mathematical induction. Let it be assumed that the first of Eqs. 3.30 is correct for \( \Omega_n \). Then it will be shown that Eqs. 3.30 hold for \( \Omega_{n+1} \) with \( n = 0, 1, 2, \ldots \). Once this is shown it only remains to notice that the expression is correct for \( n = 0 \). From the first of Eqs. 3.30, \( \varphi_n \) may be written

\[ \varphi_n = \Omega_n (r, t) \cos n\theta, \]

\[ \Omega_n = \frac{(-1)^n}{C_1^n} \int_{0}^{\infty} F^n(t - \frac{r}{C_1} \cosh u) \cosh nu \, du. \]  \hspace{1cm} \text{B.11} \]

By performing the operation indicated by Eq. B.10, one obtains

\[ \Omega_{n+1} = \frac{(-1)^n}{C_1^{n+1}} \int_{0}^{\infty} F^{n+1}(t - \frac{r}{C_1} \cosh u) \cosh nu \cosh u \, du \]

\[ - \frac{n}{r} \frac{(-1)^n}{C_1^n} \int_{0}^{\infty} F^n(t - \frac{r}{C_1} \cosh u) \cosh nu \, du. \]  \hspace{1cm} \text{B.12} \]

The second integral on the right may be written as follows by integrating by parts
\[
\frac{n}{\gamma} \left( -1 \right)^n \int_0^\infty F^n(t - \frac{r}{C_1} \cosh u) \cosh nu \, du = \\
\left[ \frac{n}{\gamma} (-1)^n F^n(t - \frac{r}{C_1} \cosh u) \left( \frac{1}{n} \sinh nu \right) \right]_0^\infty
\]

\[
= \frac{n}{\gamma} (-1)^n \int_0^\infty F^{n+1}(t - \frac{r}{C_1} \cosh u) \left( \frac{1}{n} \sinh nu \sinh u \right) \, du .
\]

The first term on the right is zero, however, since \( \sinh nu = 0 \) at \( u = 0 \) and \( F^n(t - \frac{r}{C_1} \cosh u) = 0 \) as \( u \) tends to infinity. By using Eq. B.13, one may write Eq. B.12 in the following form

\[
\vartheta_{n+1} = \frac{(-1)^{n+1}}{C_1^{n+1}} \int_0^\infty F^{n+1}(t - \frac{r}{C_1} \cosh u) \cosh nu \cosh u \, du \\
= \frac{(-1)^{n+1}}{C_1^{n+1}} \int_0^\infty F^{n+1}(t - \frac{r}{C_1} \cosh u) \sinh nu \sinh u \, du ,
\]
or by combining terms

\[
\vartheta_{n+1} = \frac{(-1)^{n+1}}{C_1^{n+1}} \int_0^\infty F^{n+1}(t - \frac{r}{C_1} \cosh u) \left[ \cosh nu \cosh u \\
+ \sinh nu \sinh u \right] \, du .
\]

The quantity in brackets is, however, equal to \( \cosh (n+1)u \). With this substitution, the expression for \( \vartheta_{n+1} \) is identical to Eq. 3.30 with \( n + 1 \) replacing \( n \). The conclusion holds even for \( n = 0 \) since only the first term on the right-hand side of Eq. B.12 appears in that case. It has thus been shown that the first of Eqs. 3.30 holds for \( n + 1 \) if it is assumed to be correct for \( n, n = 0, 1, 2, \ldots \).
To complete the demonstration, it is only necessary to note that the first of Eqs. 3.30 is correct for $n = 0$, since it is identical to the first of Eqs. 3.29.
APPENDIX C
DESCRIPTION OF THE COMPUTER PROGRAM

A program was written in FORTRAN language to solve the problem on an electronic digital computer. The computer used was a CDC 1604. The sequence of operations performed by the computer in the solution of the problem is shown in the following diagrams. The computations are indicated together with the appropriate equations to be solved.

Start

Read in Data:
1. Number of time steps per radius (N)
2. Total number of time steps (T)
3. Time interval at which stresses in the medium are computed (I)
4. Number of radial steps out from the boundary that stresses are computed (R)
5. Number of equally spaced angles around opening that stresses are computed (S)
6. Poisson's ratio

Compute \( F''(\eta_1), F'''(\eta_2), G''''(\eta_3), \ldots \) from the boundary conditions, and compute the hoop stress at the boundary for \( n = 0, 1, 2 \). Combine the medewise stresses and compute their variation with angle round the opening. Print these stresses.

Compute the radial, tangential, and hoop stresses in the radial away from the boundary using \( F''(\eta_1), F'''(\eta_2), G''''(\eta_3), \ldots \) from the above computations. Print these stresses.

Stop
Compute \( A \) and \( B \) and store all the values.
If \( m < 60 \) use Eqs. 4.11.
If \( m \geq 60 \) use Eqs. A.6.

\[ m = 0, 1, 2, \ldots \]

Compute \( K_A^F, K_A^G, K_A^F, \ldots \) and store.
Eqs. 4.25d, 4.10, 4.12, and 4.26a.

\[ \xi = m\Delta\xi, \quad m = 0, 1, 2, \ldots \]

Compute initial values of \((F'(\eta_1))_0\), \((F''(\eta_1))_0\), \((G''(\eta_2))_0\), \ldots .
Eqs. 4.25c, 4.18, 4.26c.

Compute summations \((s_{20}^F)_{p0}, (s_{21}^F)_{p0}, (s_{22}^G)_{p0}, \ldots \).
Eqs. 4.25b, 4.20, 4.26b.

\[ m = 0, 1, 2, \ldots \]

Compute incident stresses \((a_0)_{p0}, (a_1)_{p0}, \ldots \).
\[ p < 2N, \quad \text{Eqs. 4.25f, 4.23, 4.26f} \]

\[ p \geq 2N, \quad \text{Eqs. 4.25g, 4.24, 4.26g} \]

Compute \((F'(\eta_1))_{p0}, (F''(\eta_1))_{p0}, (G''(\eta_2))_{p0}\).
Eqs. 4.25a, 4.19, 4.26a.

Compute mode-wise hoop stresses in the diverging wave \((a_{00})_{p0}, (a_{01})_{p0}, (a_{02})_{p0}\) and store.
Eqs. 4.21a, 4.21, 4.26c.

Compute the total hoop stress at the boundary for the three modes and variation of hoop stress with \( v \).
\[ (a_{y})_{p0} = (a_{00})_{p0} + (a_{01})_{p0} + (a_{02})_{p0} \]
\[ + [(a_{01})_{p0} + (a_{11})_{p0}] \cos \varphi + [(a_{02})_{p0} + (a_{21})_{p0}] \cos 2\varphi \]
Print these stresses.

* The superscript indicates the mode \((n = 0, 1, 2)\). The radial and shear stresses in the diverging wave were also computed at this time so they could later be combined with the corresponding incident stresses to verify that the sums were zero at the boundary.
Compute a new radius

\[ r = \frac{a + L(1)\Delta\alpha}{a} \]

Compute the new \( \Delta \alpha \), say \( \Delta \alpha' \)

\[ \Delta \alpha' = \frac{a}{r} \Delta \alpha \]

Compute \( R_A^F, R_A^G, R_A^1, \ldots \ldots \)

Eqs. 4.28d, 4.10, 4.12, 4.26d

\( S = m\Delta \alpha' \), \( m = 0, 1, 2, \ldots \ldots T \)

Compute each summation separately in the expressions for stress given by Eqs. 4.44 for \( n = 1 \), and similar expressions for \( n = 0 \) and 2.* Store these summations.

\( p = 1, 21, 31, \ldots \ldots T \)

To obtain the stress in the diverging wave combine the summations involving \( F'''(\eta_1) \) with those involving \( G'''(\eta_2) \) in each expression for stress in Eqs. 4.44 (for \( n = 1 \)).* Do the same for \( n = 0 \) and 2.

For each radius, \( L = 1, 2, 3, \ldots \ldots R \)

Compute the incident stresses.

Compute \( \theta \) from Eq. 4.45. Compute \( (a_0)_P, (a_1)_P, (b_1)_P, (a_2)_P, \ldots \ldots \) from \( p < 2\pi + I(L) \), Eqs. 4.28f, 4.23, 4.26f

\( p \geq 2\pi + I(L) \), Eq. 4.26f, 4.24, 4.26g

Combine outgoing and incident stresses for each mode and derive the total stresses by combining the three modes for each stress component. Compute the variation of stress with angle around the opening. Print these stresses.

*As discussed in the text, the upper limit on the summations involving \( G'''(\eta_2) \) actually used in the machine was not \( p - n/\alpha \), but \( p - n \). Therefore a shift in time must be made when these summations are combined with those involving \( F'''(\eta_1) \) in Eqs. 4.44 and similar equations to obtain the stresses.
Fig. 3.1 Sign convention for stresses at a point.

Fig. 3.2 Geometry of envelope of a cylindrical boundary by a plane wave of dilatation.

- $\sigma_{ij} = a(1 - \cos \theta)$
Fig. 3.5 Variation with time of the Fourier coefficients for stress on a cylindrical boundary during engulfment by an incident wave of dilatation, $v = 1/3$. 
Fig. 5.4 Comparison of actual stress on the boundary during development by the incident plane wave of dilatation with the Fourier representation, \( \nu = 1/3 \).
Fig. 3.5 Geometry of development of a cylindrical boundary by an incident shear wave.

Fig. 3.6 Coordinate system and point-source waves reaching point p at time t.
Fig. 4.1 Results of the numerical solution for $F'''(\eta_1)$ and $G'''(\eta_2)$ in the case $n = 1$ ($\bar{v} = 0$ and $\tilde{v} = 1/3$).
Fig. 4.2 Results of the computer solution for key stress in mode 0, \( v = 0 \), due to an incident wave of amplitude \( (V = 0) \).
Fig. 4.3 Results of the computer solution for hoop stress in modes 0, 1 and 2 due to an incident wave of dilatation ($\gamma = 1/3$).
Fig. 4.4: Results of the computer solution for hoop stress in modes 0, 1 and 2 due to an incident shear wave ($\bar{v} = 0$ and $1/3$).
Fig. 4.5 Geometry associated with computation of stress in the medium.
Fig. 7.1 Comparison of the short-time and the computer solutions for total tensile hoop stress at the boundary in an incident wave of deflection. The short-time solution is also shown for cases $m = 3$ and $4$. 
Fig. 5.2 Comparison of the short-time and the computer solutions for hoop stress at the boundary in the diverging wave due to an incident shear wave.
Fig. 5.3 Comparison of the short-time and the computer solutions for hoop stress at \( r/a = 1.25 \) due to an incident wave of dilatation (\( n = 1, \nu = 1/3, \theta = 0^\circ \)).
Fig. 6.1 Hoop stress at the boundary due to an incident wave of dilatation using $n = 0, 1, 2$ ($\psi = 0$).
Fig. 6.2  Hoop stress at the boundary due to an incident wave of dilatation using \( n = 0, 1, 2 \) (\( \nu = 1/3 \)).
Comparison of the present computations with those of Refs. (3) and (4) for hoop stress at $\theta = 0^\circ$ due to an incident wave of dilatation ($\gamma = 1/3$).
Fig. 6.4 Comparison of the present computations with those of Refs. (3) and (4) for hoop stress at \( \theta = 90^\circ \) due to an incident wave of dilatation \( (v = 1/3) \).
Fig. 6.5 Radial stress vs. time at various radii due to an incident wave of dilatation ($\gamma = 0, \phi = 0^\circ$).
Fig. 6.6  Hoop stress vs. time at various radii due to an incident wave of dilatation \((\bar{v} = 0, \text{ } \theta = 90^\circ)\).
Fig. 6.7 Radial stress vs. time at various fluid due to an incident wave of dilatation ($V = 1/3, \psi = 0^\circ$).
Fig. 6.8 Hoop stress vs. time at various radii due to an incident wave of dilation ($\gamma = 1/3$, $\theta = 90^\circ$).
Fig. 6.9 Stress vs. radius at several times due to an incident wave of dilatation ($\psi = 1/3$).
Fig. 6.10 Hoop stress at the boundary vs. time due to an incident wave of dilatation with 4000 psi at the front and various rates of decay behind the front ($\bar{V} = 1/3$, $\nu = 0^0$).
Fig. 6.11  hoop stress at the boundary vs. time due to an incident wave of deflagration with 4000 psi at the front and various rates of burn behind the front ($\theta = 1/3, \theta = 90^\circ$).
Fig. 6.12 Loop stress at the boundary due to an incident shear wave using \( u = 0, 1, \ldots (\bar{v} = 0) \).
\[ T(t) = \frac{1}{\kappa^2} \int_0^\infty \frac{e^{-\eta^2/4\kappa^2}}{\rho^2 + \kappa^2} \, \mathrm{d}\eta, \]

where \( \kappa \) and \( \rho \) are constants, and \( T(t) \) represents the stress at the boundary due to an incident wave at time \( t \). Figure 3 shows the graph for the function \( T(t) \) with \( \kappa = 1/2 \).
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### Unclassified Report

A method is presented for computing stresses in the vicinity of a long cylindrical cavity in an infinite, elastic, isotropic, homogeneous medium when the cavity is enveloped by a plane stress wave traveling in a direction perpendicular to its axis. The stresses around the cavity boundary were computed for the passage of a wave of dilation and a wave of pure shear. The stresses at the boundary away from the cavity were computed for a wave of dilation. Initially the stresses behind the incident wave front was considered to be constant.
The effect of a stress decay behind the front was then computed by using the Dushman integral for the case of an incident wave of dilatation.

The method of solution of the problem involves superposition of the stress field of an incoming plane step wave and a stress field corresponding to waves which diverge from a line source.

The effect of a stress decay behind the front was then computed by using the Dushman integral for the case of an incident wave of dilatation.

The method of solution of the problem involves superposition of the stress field of an incoming plane step wave and a stress field corresponding to waves which diverge from a line source.