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PREFACE

This theory got its start in 1959 when I became

engrossed in Egon Brunswik's Theory of Probabilistic
Functionalism (1956). As my familiarity with his the-

ory increased, however, it became apparent that while

it provided a profitable and unique way of viewing be-

havior it was not a formal theory. Rather, because of

his premature death, Brunswik's approach was an incom-

plete framework within which further theorizing and

research were needed before an adequate theory could
evo lye.

That this feeling was shared by others was evi-

denced by Bruner, Goodnow, and Austin's A Study of

Thinking (1956) and Sarbin, Taft, and Bailey's Clini-

cal Inference and Cognitive Theory (1960). Both of
these books extend and develop the Brunswikian line
of thought while underscoring the essential continuity

underlying perception, cognition, and inference. The

present theory is in the same vein.

At the time the theory was beginning to approach

a stable form the book by Sarbin, et al., was publish-

ed. Their Theory of Modular Organization and my own
thinking were highly similar, which is not surprising

in view of their common origins in Brunswik's work.

However, the theories were not identical and the dif-

ferences between them increased when a new tack was
selected for development of the present theory. In

order to extend the range of theoretical coverage an
.attempt was made to trvat in detail some of the as-

pects of inference :hich were only touched upon by
Sarbin, et al. TiMs thL, emphasis in the present work

is upon the role of inference in the acquisition of

kno -ledge about obje cts. In the other theory the
emphasis is upon the use of inference in planning in-
teractions with th object, particularly in the clin-

ical situation. It woutd appear, however, that the

origin of the knowledge used in subsequent interaction
has a claim to prior theoretical importance.

In tei present work an attempt has been made to

ii



utilize fully the mathematical properties of the cog-
nitive space. In doing so it was necessary to adopt
a more stringent definition and analysis of classes
than was presented in the Modular Organization Theory.
This emphasis on the metric properties of the cogni-

tive space also permits the present theory more pre-
cise predictions about subjects' inference behavior
and has allowed rather detailed elaboration of vari-

ous theoretical mechanisms and their hypothetical

relationships to other of the constructs.

Perhaps the greatest difference between the two
theories is in how they handle the individuality of
the object. If I understand correctly, in the Modu-
lar Organization Theory the object's known attributes
are used to relegate it to a class, i.e., are used to

determine what kind of object it is. Then, however,
these unique attributes are ignored and the inference

about the object is based upon the properties of the
class as a whole. For example, a particular object
exhibits certain symptoms and is classified as a

schizophrenic. Then his behavior is predicted en-

tirely upon the knowledge the subject possesses about

the class of objects called schizophrenics. I doubt,
however, if this is actually wait people do. In the

present theory the object's cldss is important in de-

termining the inferences about it but its own individ-

ual properties also influence the final decision.

This difference between the two theories has not

yet been successfully tested but it is indicative of

the fact that testable differences do exist. The the-
ories are not wholly alike but, rather, they are com-

plimentary. Where they overlap some differences exist,

differences which can be empirically decided and which

will thereby contribute to a stronger, broader theory
of inference and knowledge.

Pensacola, Florida Lee Roy Beach
March 1963
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TILE CONCEPT OF INFERENCE

The course of a man's lifd is intricately in-
terwoven with the objects--persons, things, and

events--which he encounters and with which he inter-

acts. Over a lifetime millions of different objects
are experienced, some repeatedly and some only once.

In view of their number and variety, the feat of suc-
cessful identification or recognition of these objects

and the appropriate interaction with them deserves
the close attention of students of human behavior.

Interaction with objects (Os) presumes knowledge

about them, knowledge which allows the subject (S) to
plan his part of the interaction properly and to have
some notion of how the 0 will react to his actions.
It is only through the proper use of knowledge about
Os in the planning of interactions that S can obtain
the social, physical, and intellectual goals which

sustain life and which make it agreeable and inter-
esting.

Knowledge about Os can be divided into two gen-
eral categories. The first is knowledge about the

kind of 0 it is, i.e., the general class of Os to
which it belongs--a house, a dog, a book, a man, or
the like. The second is knowledge about the nature
of the 0, i.e., the O's properties or characteris-

tics--its intelligence, color, size, friendliness,

texture, and so on. When an 0 is first encountered,
S obtains some information about it through imnmeui-
ately apparent characteristics, such as contour,
color, and sound. From this scanty information he
attempts to determine the kind of 0 it is. Then the
knowledge about what it is, together with the knowl-
tudge about its immediately apparent characteristics,
can be used to make educated guesses about the nature
of the 0. The present work is interested in how Ss
utilize information about the know attributes of Os

in order to make inferences about the Os' unknown
attributes.



Inference, as a psychological concept, has too
frequently been limited solely to the realm of cogni-
tive functioning. As Ye shall see, however, the wider
application of this concept, with concomitant specifi-
cation of the mechanisms involved, can prove valuable.
The continuity from the chaos of multiple sensory
events to orderly knowledge about Os can be viewed as
a series of inferences. Since there is no single sen-
sory event signifying an O's intelligence, for exam-
ple, it must be an inference based upon multiple sen-
sory events and upon other, previously inferred,
knowledge about the 0. Inference can account for the
fact than an 0 can be recognized repeatedly, even
though the 0 seldom presents exactly the same patterns
of sensory stimulation. The concept of inference can
also account for S's ability to determine the identity
of an 0 that he has never seen before. It can also
account for how Ss can make fairly shrewd judgments
about the nature of an 0 solely on the basis of know-
ing what kind of 0 it is. In short, the broader ap-
plication of this concept provides a common strand
through a number of different psychological events
and thereby may aid in placing these events within a
unifying theoretical framework.

This article is devoted to the construction of a
theory of inference. The general paradigm for the
theory is that S encounters Os which possess various
attributes. These attributes are values on various
cue dimensions and class memberships. On each en-
counter some of the O's cue values are given as im-
mediately apparent aspects of the 0. From these S
must make inferences about what kind of 0 he has
encountered (i.e., the O's class) and, subsequently,
about those cue values for which no information has
yet been received.

In brief, the theory assumes that each S pos-
sesses a multidimensional cognitive space which is
defined by the cue dimensions to which he attends.
AU of the cu valme 8 ksnmo to be poesse by the
0 deflne a location Lu this space which come to be
the cognitiveD e presenatio of the 0, esUed 0,
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which lasts over time. If, when an 0 is referred to
tilt. space, _ a lready exists at or near the location,
the 0 is said to be "recognized" as the previously
0Xple riCtcid 0 corresponding to the 8_. Then the cue
vat ues and thLe class associated with the 9 can be
assunitd to be appLicahi to the recognized 0. If the
loc tjon d(finod by tht, fncontered O's cuc values
falls ne-ar but not at a _ in the space, S can still
assume tht (4 and 0 to be highly similar in class mem-
bershiip and in covert cue, Values. Here the class and
Covert C'li va lues associated with the similar @ can
be '"assimilated'" for thle newly encountered 0 and
assuMeLd to bc sufficient until further information
indicat.s the contrary. If the location defined by
th tcountered 0's cuc values does not fall close to
a in te, spacc, S can fall back on a third method
of inkerring tit 0's class and cue values. This third
mIIuLod, cal ld "identification", relies on the statis-
tica I proprtics of g;roups of Ws which possess cue
valtis similar to the ones the 0 is known to possess.
This process, togt,thcr with the other two, comprises
the' maj"or portion of the following discussion. The
rtmai nIer of the paper concerns the methods by which
thl, inferences are checked against subsequent infor-
E.lation and how revisions are: made in an effort to

,,a intain cognitive accuracy.

ATTRIBUTES OF OBJECTS

In their Study of Thinking, Bruner, Goodnow and
Austin (195b) define an attribute of an 0 as "any dis-

criminable feature of an 0 that is susceptible of
somet discriminable variation from 0 to 1 0 ." These
authors also quote Boring's (1942) similar definition:
"A stont, is shape, color, weight, and kind of sub-
stance in complicated relation. When such descrip-
tiveLI uIt mates are general properties which can vary
contintously or discretely, when they are, in short,
paral, ttrs, they may, if one chooses, be called at-

tributS of the object described."

A.\, tileSC definitions indicate, Os are defined by

tle ir itLtribt.s and attributes are those aspects of



Os which permit discriminations among them. It is
assumed that there are two types of attributes acco-
ciated with Os, classes and cue values.

Classes

The formal definition of a class is that it is

an attribute of Os which permits only dichotomous
(presence or absence) judgments about its association
with any one 0. As such, a class is a nominal attri-
bute of an 0 which does not permit discriminations
among the Os which possess it. For example, knowing

that two Os are members of the class "cow" does not
aid in discriminating between them--discriminations
are based upon other attributes such as color, size,
and markings. The discriminating attributes are cue
values.

On a less formal level the definiation of an O's
class can be stated as what kind of 0 it is as op-
posed to what its properties are. An 0 is a man
(class) who is of exceptional height (cue value).
Classes are impalpable attributes of Os--attributes
which exist as a function of the psychological oper-
ation of putting Os together into various groups and
of assigning these groups specific names. This does
not mean that classes cannot be subdivided on the
basis of discriminations made on cue dimensions,
e.g., red houses and white houses, it merely means
that the class remains the group of Os to which the
discrimination refers. At no time, however, can the
members of one class be discriminated from one an-
other on the basis of knowledge of the class alone.

As we shall see in the course of the subsequent
discussion, the theory assumes S uses an O's immedi-
ately given cue value to infer its class and then
goes from the class to further inferences about the
O's unknown cue values. It is clear that it is log-
ically possible to construct a theory in which the
inference goes directly from the O's known cue values
to the unknown cue values. Psychologically, however,
the validity of the second approach can be questioned.
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Inferences are always about things--which implies that

the Q is part of a limited group which has a name.
It is only when S knows what the 0 is that it becomes

clear which covert cue values are relevant to the en-

suing interaction--certainly the known height of an 0

means different things depending on what the 0 is.

(To cite an extreme example, a man who is five feet

tall will prompt a set of inferences about his prop-

erties and a course of interaction which are quite

different from those prompted by a cat of equal
height.) The psychologically meaningful function of

classes zs intermediaries in the inference of unknown

cue values can be taken as evidence for the necessity
of differentiating between classes and cues in the

present theory.

The Class Hierarchy. It is obvious that an 0 is

associated with many different classes. Moreover, it

is equally true that knowledge of its membership in

one class reveals its membership in a number of other

classes. This is because classes exist in a hierarchy.

The hierarchy runs from an infinite number of small

classes (each containing only one 0) at the bottom on
up through classes which are fewer and fewer in number

but increasingiy larger in size. At each level of the

class hierarchy the classes are all mutually exclu-

s ive.

Any particular 0 is the member of a "chain" of
classes extending from the lowest levels of the hier-

archy to the highest. At each levl the class, or

part of ti._ class, combines with cher classes, or

parts of classes, on the same le 1 to form another,

higher level, class. For example, an 0 may be a
"cottage" which can be combined with the classes,
"apartment", "house", "mansion", etc., and subsumed

under the higher-order class "residence". This in

turn can be combined with "store", "depot", "bank",

and the like to form the higher-order class "build-

ing". "Building", "stadium", "fort", etc., form the

yet higher-order class "structure", and on and on.

Inference and the Class Hierarchy Level. When

5



one of the O'S class memberships is known, its member-
ships at many of the higher levels in the hierarchy
are also known; however, the O's class memberships for
lower levels are still unknown. Thus, if S knows an 0
is a residence lie also knows it is a building and a
structure. But, he does not know if the residence is
a cottage, an apartment house, or a mansion.

Consequently, when an unfamiliar 0 is encoun-
tered S must select a level in the class hierarchy at
which to make the inference. While the lowest level
possible would be best, because this would usually re-
veal its membership in a number of higher-order class-
us, this is seldom possible. To classify an 0 as a
member of a very low level class it is necessary to
know a good deal about the O's attributes and S seldom
possesses much information at the moment he is forced
to make hi: decision. Given a limited amount of in-
formation, the selection of a higher level at which to
work will usually increase the likelihood of a correct
inference. For example, there, is a smaller possibil-
ity of error in assigning an 0 to the broad class
"structure" than in deciding it is a member of the
sma 11er, more tightly dfined class. "cottage".

On the other hand, after S decides what the 0 is
he usually intends to make further inferences about
its cue values. These cue inferences are based on
knowledge S has about the O's fellow class members,
and, as a result, hie does best to select a lower-order
class initially bccause such classes are smaller and
are composed of more homogeneous Os. In general then,
the higher the order of the class the more likely is
the identification of the 0 to be correct; the lower
the order of the class the more likely are subsequent
cue inferences to he correct. The class level at
which these two factors balance one another will be
the one s, lected for the identification of an unfam-
iliar 0.

6



Classes and the Cognitive Space. In order to

fit classes into the framework of the cognitive space
it is necessary to make a special assumption about
them. This assumption is that at each level of the
class hierarchy the elements which make up the cogni-
tive space are partitioned into classes. This is

accomplished by a class function which is merely a
counting measure on the space. The hypothetical
structure of thc nartitioned cognitive space for each

level in the class hierarchy is illustrated in Fig. 1.
As this diagram sho,.'f, higher-order classes are com-
posites of wholes and parts of lower-order classes.
(There is no empty class at any level because every 0
must belong to one of the classes.)

The set of classes which comprise the class func-
tion are the "presence" ends of the previously dis-
cussVd dichotomous class dimensions. Any existing
order among the classes is imposed by the higher-order
classes, the members of subsumed classes are ordinar-

ily somewhat similar because the origin of classes in
social. agreement and linguistic naming practices usu-
ally is predicated upon the similarity among Os.
(See Bruner, Goodnow and Austin, 1956, and Miller and
Dollard, 1941, for a discussion of the origin of
classes.) 111T neLcCssity for the assumption of this
class function will become apparent as the discussion
progresscs, particularly when the structure of the
cognitive space is examined.

7
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Fig. I. The hypothetical structure of the cognitive space
at various levels of the class hierarchy. At the lowest
level each class contains one E and at the highest level
one class contains all es.

Figure 1
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Cue Dimensions

The classes are formally defined as attributes
for which only two values exist, presence or absence.
For some attributes, however, it is possible not only
to discriminate among Os on the basis of merely the
presence or absence of an attribute, but it is also

possible to discriminate among them on the basis of
the degree to which the attribute is present. For
example, some Os not only possess the attribute of
weight but some are heavier or lighter than others.
Similarly, some Os are happier than others, or hard-
er, or less friendly, or wider, or smaller, or of

rougher texture, etc. When such discriminations can
be made among Os possessing an attribute it qualifies

as a cue dimension and the degree to which each 0
possesses one of these attributes is the O's value

on the cue dimension.

Cue dimensions, like other continuous measuring
scales, potentially possess an infinite number of

values, that is, each cue value can be subdivided
into a number of smaller segments of the dimension,
and each of these can in turn be subdivided, etc.
It is doubtful, however, whether Ss actually fully
utilize this property of tile dimensions. In the
first place the S's receptor threshold places lower
bounds on his ability to divide a dimension into

small segments. In the second place Ss tend to use

a coarser metric than they are actually capable of
discriminating; when you meet a man on tile street he

is not 6'3", he is "tall". It would appear that,
given the limits imposed by the receptor threshold

and the situation (and the latter also influences the
former, Swets, 1961), Ss are able to consolidate and
differentiate the values on Lhe cue dimensions there-
by suiting the coarseness of the metric to demands of
the situation.

Psychologically, cues are differentiated from

classes by the fact that, on one hand, they are tile
attributes of Os which are immediately apparent when

an 0 is encountered, the bases for tile inference

9



process. Onl the other hland, those attributes of the
0 which arc unknown .'hen thle 0 is first encountered
and which are directly relevant to thle succcss of the
ensuing interation are also cues. That is, knowing
anl 0 is aI chair (its class) is not directly relevant
to interact ion with thle 0, but knowing that chairs
uIsually hIave the properties Of beCing solid, are 1 1/2
feet from floor to seat, that theL Seat is parallel
with tile floor, etc ., are' all CdIeI values which guide
S's interaction with the 0. In Other words thle 0 is
aI chair and has various attributes -- attributes which,
hy the waare not nceLssarily the same for all mem-
bers oIf theL Class . (A rule of thumb for distinguishl-
ing cueCs and. classes is to construct an English sen-
tenIce about themh. PropeLr nIouns, common nouns , colI-

lective nouins, andh personal pronouns are classes of
Os while abstract nouins, aidjectives, participles, and
adverbs are usually cueL Va luCS associated with the Q's .)

The C11e Dimens ion Hlierarchy,. Just as classes ex-
is t in a hicrarchy so is there a I hierarchy of cue di -
mens i (ns .The cuec dimension Iiierarchv extends from
the h ighier-orde r, culItuirallIy dtermnined attribultes,
l ike friendtICss , on downi to the sensory level. (At
.Ill levels, however, the Cue0 d imenvsions are mailtival-
tied .) Clearly, few of thle attributes we associate
w ih 0iis are, senisor ily dete-cted . For m.)st meaningful
cueC d ienIS ionIs He Os 1 valu tes are only rem,.otely re -
Li ted to the original senisory stimulation. From thle
pre'sent puntH of view, stimuli (sound, light, temper-
a iture , tLc .) emanating from the. 0 st imu late S's re -

ceptors and produIce sensations oif various (legrovs of
louidness, dark, l ighit, color, heat, etc. These low
est-order cues aire then used to in fer sl ighitly high-
er-order cues such as edge, texture, surface, size,
and thc I i kc . Next, these. cues lead to the in ferenck,
Of e-venl Iiglier-orde r cuCS - -square corners, planes of
stirfaice, orientation inl space, extension, and so on
uip thc cue d imcns ion Iiirairchyv Inl a sense * S 'en
t'rai t s in forna tion a bout L he. 0 in te m,; of inferences
Aboii t increasingly higher-ordecr ctie vatlus.



In the course of inference from lower-order to

higher-order cue Values S arrives at a point at which
he has enough information to permit inference of the
O's class. While the accuracy of the class inference

is likely to increase with increased information about
the 0, the S is usually at great pains to infer the
O's class as soon as possible. T17his is because until
the O's class is known S cannot proceed to make high-
er-order inferences. Cue values such as friendliness,

distance, size, etc., are dependent not only upon
sensory stimulation from the 0 but also upon knowl-
edge of what the 0 is. (See, for example, Ames, 1955;

Bruner and Minturn, 1955; Bruner, Postman, and Rodri-
gues, 1951; Ittleson and Slack, 1958.) Therefore, S

must make his class inference before proceeding to
infer higher-order cue values. The class inference
will occur when S possesses the minimum safe amount
of lower-order cue information about the 0, i.e.,

when he is relatively confident that his inference
will be correct. lien he is able to utilize the
class in subsequent inferences about the O's higher-

order cue values.

The Class and the Cue Dimension Hierarchy. The
similarity between the class hierarchy and the cue
dimension hierarchy is not so great as it at first
appears. 'llte class hierarchy, as illustrated in
Fig. 1, is composed of sets of Os which are reparti-
tioned at every level of the hierarchy. As a result,
knowledge of an O's lower-order class often reveals
its membership in a number of the classes on the
higher lovels. illie cue hierarchy does not consist of
a redefined set of the same elements at each level.
The levels of this hierarchy only indicate the ab-
stractiness or "remoteness" (Brunswik, 1956) of the
various ctue dimensions. The O's value on each
succeeding higher-order cue dimension must be in-
le-rred from the lower-order cue values.

TIHE CtNITIVE SPACE

Thu assumed structure of the cognitive space is
simiiar to that of analagous concepts proposed by
Kely (1955); Osgood, Suci, and Tannenbaum (1957);

II



Overall and Williams (1961); Sarbin, Taft, and Bailey
(1960), and others. It is a multidimensional space
which is defined by the cue dimensions. Cells are

formed by the intersection of the cue values with
other cue values.

The cognitive space provides an information stor-

age and "retrieval" system for tile Os which S encoun-
ters. Each cue value associated with an 0 can be

located on a cue dimension bounding a's cognitive
space. All of these values define a particular cell
in the space which is the key both to retention of
information about tile 0 and to retrieval of this
knowledge when it is needed. The cell serves to re-
tain knowledge because its location is a succinct
summary of everything S knows about an 0. It serves
in the retrieval of this knowledge because, through
its location, specification of the cell reveals all
of tile cue values which S knows for tile 0.

Because it represents each of the O's cue values,
the cell is unique to that 0 and the cell is its
"cognitive representation" (if two Os have exactly
the same attributes they cannot be discriminated and
are functionally tile same 0). This cell is desig-
nated by the symbol 0 (Theta).

The class hierarchy fits into the concept of the
cognitive space as a set of measure functions which
partition tile universe of Qs into sets or classes.
The number of classes is, of course, determined by
the level (U in Fig. 1) of tile hierarchy at which S
has decided to operate (cf. p. 6). This means that,
in addition to tile cue values which locate it in the
cognitive space, the 0 also has associated with it
the class to which it belongs. And, just as its _
serves as a retrieval system for tile O's cue values,
so too can tile 0 be used to gain access to tile 0's
class membership.

The structure of the cognitive space makes it
amenable to many of the rmathemtical operations which
are familiar to psychologists. For example, it is

12



possible to sum over dimensions to obtain distribu-
tions of _s for other, specified dimensions. Or, the
_s in a particular area of the space can be singled
out for scrutiny, as for example a single class of _s,
or only those _s which belong to a given class and
also possess given values on specified cue dimensions.
These properties of the space underlie S's utiliza-
tion of the Os which lie within it as the basis for
inferences.

INFERENCE AND THE COGNITIVE SPACE

S bases his interaction with an 0 upon knowledge
about its class and its cue values. As a result, a
good deal of effort is devoted to acquiring this
knowledge and to storing it away in the cognitive
space for future use. We now turn to the various
ways of using this knowledge for making inferences
upon which the interaction can be based.

INFERENCE OF CLASS MEMBERSHIP

Recognition. When an O appears before a, only a

few lower-level cues are apparent. Using these cues,
S's first task is to decide whether or not this 0,
whatever it may be, has ever been experienced before;
i.e., if it is familiar or unfamiliar. If it is rec-
ognized as familiar, a great deal may already be

known about it and this knowledge can be utilized in
the ensuing interaction. Because of changes in sit-
uational conditions, however, as well as changes in
an 0 over time, the basic cue values associated with
an 0 may be slightly different from one encounter to
the next. S's innediate problem is to decide whether
the difference in cue values exhibited by the 0 being
encountered at tile moment and those possessed by an 0
seen previously is large enough to indicate that they
are not the same 0. Or, stated in terms of the cog-
nitive space, recognition boils down to deciding
whether the cue values associated with a 0 in the
space are sufficiently similar to those associated

with the present 0 to permit the assumption that the
0 derives from a previous encounter with this same 0.

13



To ike the recognition inference the O's inunle-
dliatcly apparent cue vaILues are LeSed to define a cell
in thle cognitive spaIce, called 0. Next a measure is
made(I Of the distance hetwveci thle 0 and every 9 int thle
Cogn i t iv Space. 1 The( smaller thle dlistance between
the 0 and the nearest Q, the more likely S is to as-
SU1ime that they both derive from the same 0. There
is, however, some critical d istaice beyond which S
will. reject tile hypothes is that both the 9 and thle
nevarest 0 derive from the same 0 aind therefore the
0 is not recognized. 2 (See Ame-s, 1949, and Arnoult,
1956, for research concerning Ss ' issuImption of
identity between suff iciently similar Os.)

The size of the critical distance is determined
by S's motivation to be co,,rrLect in his recognition
inference. If it is very important to be! correct,
the size o' Lite critical distance will be very small
a!nd Lt ncar-sL t will. h.ive. to bet nearly identical to

Sto be acceptevd. Onl the other hiand, if accuiracy is
lesirportant., the critical di stance' Will. be large

Jind the twa rest 0 can have cue val.1Ues whichi are rather
tin Ii ike 1's and still bet acepted .3

flu- re i s , in addition to the distance boti.'en
the Ws and thle 0, a second de termi nanlt of whe'ther or
not k1:1e of the ;s %, I I bit accepted as hav ing derived
f rom ni t(e) in (hue-s tion . Th is is Lte frequenicy with
whi ich tOe W.,; n rcviilIy have bee-tn e eriecdby S,

thevir ''Camili iitv'' (Arnoti It, 1 950; NoheI, 1.0541
Vic Ws ,iclih litvt oc currced m1s t Ireqttilnt I in the, past
can lit expected to I,, in'rc I i kte Ivo aippear in the fit-

t irt . Th. me fore , i f one. 0 , or raichr thle 0 for %.ii e
thev P Ja iid s, hias beeii n ore ,req,(uen I Ivencountecred

than~, .noLliv'r. v ven thbough thiir di stances from t are
eqI , S shiou id be more inc: I i ncd to acceptl the former

aIs lhay i 1 derived fromlic h resen 1 0. Tb is in fluecet.
of C rvqiOlecv Of p.1st encounters u ;won recognition i s

w Idociuen ted by a s i.ai bI odv if0 IiIc ra Iii e
(e.g.. Arnot'ItL, 1950; lBruncr. 11q57; King-El lison and
Jenkins, 1954; Postman and Rosenweig, 1950; Solomon
and PostIman , 1952).

IIS dcjidt-, that .i pairt ictilr 0 is faiI iar
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enough and that its cue values are similar enough to
those which define the g, he can assume that they both

derive from thi 0 in question and the 0 is recognized.
This clears the way for S to attribute to the 0 the
class membership and all of the cue values which are
associated with the 9 and to proceed with the inter-
action. If the 0 is not recognized, its class can be

ascertained by either of two processes, assimilation
or identification.

Assimilation. When the distance between the 0
and the nearest 0 in the cognitive space is greater
than the crucial value, S can assume that they do not
derive from the same 0; however, the matter does not

end there. If the 9 and 9 are reasonably similar,
it is prudent to consider whether this similarity is
not paralleled by a similarity in class membership
and in as yet uninferred cue values. Thus, even
thougIh S knows that the 0 is probably not the same
on, wh icli he has encountered before, he can still

assme the O's cLass to be appropriate because the
0 and tlhe are so similar in other respects. When

S is asked to give the appropriate class for an 0
which has never been encountered before but is very
similar to a familiar 0, the exhibited behavior is
identical to Lhiat w hich wou ld result from recognition

(4,alch, 19h1, 1962). When S can clearly discriminate
bet : n the 0 and 0 and yet lie adopts the Q's class
for the t, and there.fore for the 0, the process is

called assimilation.
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.00

Cri tical Increase
Distance Distances between e and0

(Similarity)

Fig. 2. Probability of use of each inference method as
a function of the distance between _@and ).

Figure 2

Th e hypothetical curves in Fig. 2 describe the
effect of the distance between the ) and thle most sim-
ilar O_ upon S's choice of an inference method. First,
when familiarity is held high and constant, up to the
critical distance, the t and 9 are assumed to derive
from the same 0 and the present 0 is recognized as
belonging to the claiss associated with thle 0_. Just
beyond the critical value, the ! and _O are still ex-
tremely similar and, even though he does not recognize
the 0_, _- s likely to go ahead and assimilate the O's
class for the 0. As the distance increases, the adop-
tion of the most similar 9's class for the 0 becomes
less likely until at large distances it becomes ex-
tremely unlikely. At the same time, as the size of
the distance increases S is more likely to obtain the
0's class membership by the use of the identification
procedure, which will be discussed presently.
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In Fig. 3 are presented the hypothetical rela-
tionships between the frequency of past encounters

with the Q and the probability of S using recognition,
assimilation, or identification to make his inference.
These two curves are from a family of curves which

change as a function of the difference between P and
0 defined in Fig. 2. (Placing the right margin of
Fig. 3 against the left margin of Fig. 2 would pro-

duce a 3-dimensional graph which would define the
family of curves.)

1.00

0 0

.00
Increase Critical

Frequency of Encounter Frequency

(Familiarity)

Fig. 3. Probability of use of each inference method
as a function of the frequency of past encounters with
the e.

Figure 3

When the distance between 9 and I is held small
and constant, an increase in the frequency with which

S has experienced the _ results in an increase in the
probability that S will use assimilation or recogni-
tion to infer the O's class membership and a decrease
in tht probability that he will use identification.
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On the other hand, a largr distance between 9 and 0
results in a lower assimilation-recognition curve and
a higher identification curve with corresponding
changes in probabilities at any given frequency. 4

It is important to note that there are as yet no
data aVailable to de fine the functions in Figs. 2 and
3 and that if the functions do exist, they probably
vary in their !xict shape and slope from one S to an-
other a.; well as i th an individual S's motivation to
be correct in his classification of an 0.

Identification. When an O's cue values define a
in the cognitive space which does not lead to rec-

ognition and which is too different from the nearest
0 for assimilation of the lattcr's class, S must ob-
tain the class through identification. Unlike assim-
i laion, identification is based u, pon a large number
of Os which are similar to the 0, rather than upon
just one. As every researcher knows, inferences based
on generalizations derived from large samples have
greater chances of being correct than those based on
small samples. Similarly, when S's inferences for an
unfamiliar 0 requires a high degree of accuracy, and
when tile 0 is too different from any _ in the space,
assimilation i.; abandoned and identification is used
to infer O's class.

The identification process, like the recognition
and assimilation processe~s, depends upon the immedi-
atcly apparent cue values associated with the 0 to be

identified. Each of these values has been experi-
enced by the S in the course of his past experience
with other Os, Os which were members of classes and
which are represented by Qs in the cognitive space.

Given a specific level of the class nierarchy at
which to work, each cue valet' associated with the 0
defines a relative frequency distribution on the
classes. The distribution is composed of the Gs
which possess the cue value, d1, and which are mem-
btrs of each of the different classes, k = a
throgh i. The proportion of Ws in each class,
writtc'n PJk/d , will vary in si:,c from one class to
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another. If the past relative frequency of occurrence
of events is assumed to be an indication of their fu-
ture relative frequency of occurrence, the proportion
for each class indicates the relative likelihood of
the class being the one to which the 0 belongs. The
best choice for the inference is the class with the

largest P(k/d).

For one cue value this is a relatively straight-

forward process. When a number of the O's cue values
are known, however, the decision becomes more compli-
cated; the relative frequency distributions defined

by the various cue values may not all indicate that

the same class is the best choice for the O's class
membership. Thus, in the situation in which he ob-
tains the O's cue values on more than one cue dimen-
sion S must make a compromise among the indicated

choices. This compromise can be made by using the
proportions yielded by the cues for each class as
weights which determine the expectation, E(k), that
the class may be the best chuice for the inference.
These proportions, each of which constitutes 1/nth

of the information for each class, are indicative of

the soundness of the assumption that the class in
question is the best choice for S's inference about
the 0 in view of his past experience with Os possess-
ing the same cue values as the present 0 possesses.

The simplest way of reaching a compromise among
the different cue values, and their associated rela-
tive frequency distributions, is to treat each of the
cue values as independent factors influencing the
choice for the inference. Then by summing the P(k/d)

n

over ail cue values for each class one obtains an

indication of the amount of "evidence" yielded by the
n cue values for each of the classes, k = a through i.
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n P(k/d)
E(k) = n

d=l

P (k/l1) + P(k/2) + P(k/3)+...+ P(k/n)
n n n n

= P(k/l) + P(k/2) + P(k/3)+. .. + P(k/n)
n (1)

k = a specific class under considera-
tion as a possibility for O's
identity. k=g through j.

d = a dimension on which the O's cue
value is known. d = I through n.

Where E(k) is the total "evidence" indicating that
each class, L, is the best choice for S's inference
about the O's class membership. In spite of its
rather unorthodox derivation, E(k) can be regarded
as the likelihood that class k is the best choice
for the inference, i

SE(k) = 1.00.
k-a

The simple additive form of equation (1) was
deliberately selected because, while it is possible
that other, more complex forms will prove to be
more adequate, it is probably best to start with
the simplest assumptions and then complicate the
theory where need be. (Anderson, 1962, has suc-
cessfully used a similar additive equation to pre-
dict Ss' impressions of Os based on descriptive
adjectives.) Equation (1) has two particularly

interesting properties. First, if any of the
P(k/d) = 0, the equation does not reduce to E(k)=On

=-t-rwould if the equation were multiplicative.
This seems to agree with common sense. Just be-
cause the cue value has never before been associ-
ated with a member of a particular class does not
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mean that it is impossible that the present 0 be-

longs to the class; this may just be the first time
S has encountered this situation. A second inter-
esting property of the equation i h t it is not

necessary to weight the various a- according to
the ability of their corresponding cue dimensions
to discriminate among the classes. Such a weighting
procedure would be necessary if we used a correla-
tional analysis (Hoffman, 1960 Todd, 1954) but is
unnecessary here because the £X---i) will be nearly
the same for every k for a nondis-criminating cue

dimension. For discriminating cue dimensions
(i.e., highly correlated with the classes- e.g.,
Summers, 1962) the various values of Ii4 ) will be

grossly different for different ks; t is-Ts, after
all, what produces the correlation. However, the
equation does leave open the possibility of adding
weights to the P(k/d)in order to take into account

the salience of e E various cue dimensions. In the
present treatment we will ignore this possibility
to simplify discussion.

An example may clarify how this equation can
be used to identify Os. Let us assume that there

are four classes of Os defined on the S's cognitive

space; S, IS, A and 1i. Next, assume an unfamiliar
2 appears before S and that on each of five dimen-
sions it has the cue values; 1, 2, 3, 4, and 5.
Each cue defines a distribution of Gs on the class-

es; for cue value 1, .25 of the Gs in the cognitive

space are members of class e, .30 of them are in

class f, .35 are in class &, and .10 are in class h.
For cue value 2, .15 of the Gs are in class £, .40

in class f, .25 in class &, and .20 in class h. Cue

value 3 has a class distribution of .40 for I, .30
for f, .20 for &, and .10 for h. Cue value 4 has

.20 for R, .25 for f, .30 for &, and .25 for h. And
cue value 5 has .20 of its Os in class e, .50 in
class f, .15 in class &, and .15 in class h. Sub-
stituting these proportions into the equation, we
get:
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E (c) = P (lI+ (I2+ ul3+ o4+ eS
n

- .25 + .15 + .40 + .20 + .20
5

- 1.20
-7--

= .24

E(f) = P(f / l)+P(f/2)+P(f/3)+P (f/4)+P(f/5)
n

= .30 + .40 + .30 + -25 + .50
5

- 1.75
5

- . 35

E(g) = PG ( / +P(g/2)+P (g/3)+P (g/4)+P (/5)
n

.. 35 + .25 + -20 + -30 + -15
5

- .25

E(h) = P (h/1 )+P (hi/2 )+P (h/ 3)+P (h/4)+P (h/5)

= .10 + -20 + 10 + -25 + JS5
5

=.80
5

- .16



The 0 possessing these cue values therefore should
be identified as a member of class f, the class
with the highest value for the equation. When the

O's class has been inferred, the 0 takes on the
class as an attribute and becomes a permanent 9 in
the cognitive space.

Relevant Research. The hypothesized nature of
the class inference methods, as well as the contents
of Fig. 2, is based upon the results of recent re-

search by Beach (1961, 1962). In these studies
large sets of cards served as populations of Os.

Each card had on its face a cue value from each of
three dimensions (five consecutive values on a let-
ter dimension, number dimension, and a pointer po-

sition dimension in one experiment and twelve con-

secutive values on each dimension in the other ex-
periment.) Written on the back of each card was
tile name of the class to which it belonged (equal

numbers of cards belonged to each of the classes,
Red, Yellow, or Blue in one experiment and to each

of the classes, Red, Yellow, Blue, Green, or Orange
in tle other). The cue values on the cards were

selected so that associated with each was a rela-
tive frequency distribution similar to t.,.t in the

example given above. This permitted the applica-
tion of equation (1) to each card and the deriva-
tion of an E(k) for each possible class. The class
for which tihe Lk) was highest was assumed to be

the class to which should assign the card if the

theory was correct.

To test the applicability of the theory some
of the cards were deliberately assigned to classes
which did not have the highest E(k). If the theory

could predict inferences correctly, it was expected
that Ss' inferences for these "trick" cards would

b, tile class withi the highest E(k) from equation
(1) and, as a result, consistently would be in er-

ror. In addition to the trick cards some test
cards were constructed to be shown to the Ss at

the, end of training.
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The training procedure consisted of showing the
Ss each card in the set (120 cards for one experi-
ment and 200 cards for the other) and having them
infer to which class each card belonged. After the
inference was made the experimenter read the correct
answer from the back of the card. This procedure
was repeated for a number of training sessions and
then the Ss were shown tile test cards. By using
this method, data were obtained for repeated, cor-
rected inferences (for the trick and nontrick cards
in the training set) and for one trial, noncorrec-
ted inferences (for the test cards).

The results for both experiments were that,
for nontrick cards, i.e., those for which the high
theoretically derived E(k) corresponded to the cor-
rect answer, Ss' inferences were highly accurate.
For the trick cards, however, Ss tended to give the
high E(k) class as their inference and thereby to
be incorrect. This tendency for the trick cards
was particularly strong in the early stages of
training but as training progressed about as many
Ss gave tile correct class as their inference as

gave the high E(k) class. This result implies that
as training progressed, and the frequency of con-
tact with the cards increased, some other mechanism
took over and allowed tile Ss to begin to detect the
trick cards and to give the correct answers.

For each of the test cards equation (I) pro-
duced an E(k) for each possible class. As with the

cards in tile training set, it was predicted that
the §s would assign tile test cards to the classes
having the highest E(k). This was found to be true
only when the test card was markedly dissimilar
from all of the cards in the training set. When
the test card's cue values were similar to one of
the previously experienced card's, the Ss' inference
for the test card's class was the class associated
with the card (either trick or nontrick) from the
training set.

These results have had a strong influence on

the form of the present theory. In the first place
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the test card results indicate that Ss depend heav-
ily upon the similarity between a previously exper-
ienced 0 and the one for which the inference is to
be made in order to reach a decision about the lat-
ter's class. The trick card results imply, however,
that before recognition or assimilation can take
place it is necessary for the old 0 to have been
experienced a number of times (or perhaps for a
fairly long stretch at one time). The latter con-
clusion is based upon the fact that Ss utilized the
identification method in the early stages of train-
ing and only came to depend upon the alternative
method, which we assume to be recognition of the
individual cards each time they appeared, after hav-
ing seen the cards a number of times.

It is assumed, therefore, that Ss first attempt
to infer an O's class by the recognition method, ac-
cepting as possible candidates only those Os which
have been repeated experienced. If no repeatedly
experienced 9 is sufficiently similar to the A de-

fined by the O's cue values, S resorts to assimila-
tion--still requiring that a repeatedly experienced
9 be the basis of the assimilation. If no Os are

sufficiently similar to the 0 in question, S turns
to the identification method, a method which appar-
ently utilizes every 2 in the cognitive space
rather than just the most frequently experienced.
The results of these experiments will be discussed
further in relation to inferences about O's cue

values.

Inference of Cue Values

When an 0 is encountered, it can be considered
the possessor of two kinds of cue values, known and
unknown. The known cues include all of the immedi-

ately apparent aspects of the 0 which are used to

make inferences at the lower levels of the cue di-
mension hierarchy and which form the basis for the
inference about the O's class. After the class is
inferred all of the cue values associated with the
0 are considered known cue values and all other cue
values are considered unknown cue values. Chief
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among the unknown cues are the higher-order cue
values upon which Ss' interactions with Os are
based, e.g., intelligence, distance, size, and
friendliness. These higher-order cue values more
so than an O's class, are tile end point in Ss search
for knowledge about the 0. It is only by knowing
these attributes of the 0 that S can properly plan
his interaction and attain his long range goals.

While many cue inferences have taken place be-
fore S infers an O's class, i.e., at the lowest

levels of the cue dimension hierarchy, let us first
discuss those cue inferences which are made after
tile class has been inferred. This order of discus-
sion will simplify tile explanation of the mechanics
of the lower-order, pre-class, inferences.

Recognition and Cue Values. Just as recogni-

tion of an 0 reveals its class membership, so too
does it reveal many of the O's heretofore unknown
cue values. When tile 0 is first encountered, the
only attributes it exhibits are lower-order cue
values. When these cues permit recognition of the
0, much more is immediately known about it; all of
tile cue values and tile class associated with the 9
in the cognitive space can be attributed to the 0.
These cue values and class have been gleaned through
past experience with the 0 and are retrieved from
the cognitive space through knowledge of the O's
location in the space. In this way recognition
permits the utilization of past experience in the

planning and execution of interaction with the 0.
5

The cue values associated with the 9 are, how-

ever, only those which past experienced has provided.
If other, as yet unknown, cue values are required

for the interaction, S must fall back on either as-
similation or identification in order to infer them.

Assimilation and Cue Values. When an 0 is not

recognized, or when specific attributes of a recog-
nized 0 have never been experienced, S can utilize

assimilation to provide the unknown cue values. The
procedure is essentially tile same as for assimila-
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tion of classes; the needed cue values can be as-
similated from the most similar _ in the cognitive
space. There is one difference between class and
cue assimilation, however. Class assimilation is
usually based on only one 0 but it is possible
that cue value assimilation may be based on a rum-
er of Os. This is because the most similar Q may

not possCss a cue value on the cue dimension needed
for the 0 in question. If, however, a somewhat

less similar 0 possesses a value on the dimension,
it may be assimilated. When a number of cue values
are needed, it is possible that they could all de-

rive from different Os in the space. Of course,
the hypothetical function in Fig. 2 would still
govern whether or not any particular 0 was too dis-
similar to be utilized for assimilation of a given
cue and, in addition, S's motivation to be correct,

governed by the importance of the assimilated cue
value to the coming interaction, as well as the
frequency with which the 0 has been previously ex-
perienced, would also influence the acceptance or
rejection of the 0 for cue value assimilation.

Identification and Cue Values. When neither
recognition nor assimilation provides the required
cue values for an 0, they can still be inferred in
much the same way that classes arc identified.
When the cue inference is begun, the O's class is
already known through recognition, assimilation,
or identification. Moreover, some of its lower-
order cue values are known and sometimes, if it has
been recognized or if cue values from other Gs have
been assimilated, some of its higher-order cue val-
ues are also known. Knowledge of the class to-
gether with each of the known cue values provides
the foundation for inferring the necessary cue
values.

Knowledge of an O's class is seldom an end in
itself. The class is super-ordinate to the cues
and its value lies in the fact that, by and large,
the Os which are its members are more similar to
each other than they are to the rest of the Os in
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the space. This fact makes knowledge of an O's
class important, it defines a group of Os upon
which the inferences about an O's unknown cue val-
ues can be based (Bolles and Bailey, 1956). How-
ever, these inferences are dependent not only upon
knowledge of what the 0 is, its class, but also
upon knowledge of its particular attributes, its
known cue values. Each of the known cue values
defines a subclass within the larger class, a sub-
class composed of class members which possess that
specific cue value. It is these subclasses, one
for each of the O's cue .:alues, upon which the in-

ferences are based.

In terms of the cognitive space, the 0 pos-
sesses both known cue values and a known class; the
goal is to infer a cue value on a specific cue di-
mension for which the value is unknown. The reason-
ing underlying this inference is parallel to that
upon which the class identification method is based.
Here, however, S need not deal with all of the Os
in his cognitive space. He can begin by consider-
ing only the Os that belong to the O's class as
relevant to the inference; if the 0 is a chair,
only previously experienced chairs need be consid-
ered in determining the inference. Then each of
the O's cue values defines a relative frequency
distribution upon the unknown cue dimension. This
distribution yields the proportion of Gs (I) that
belong to O's class, k, (2) that possess the same
cue value, as the 0 possesses, d, and (3) that
possess each of the possi. le values of the unkno .,
cue dimension, c = 1 through J. This proportio
P(c/kd), indicates the likelihood that a value,.,
on the unknown cue dimension is the best choice for
the inference given the O's class and its value on
one of the known cue dimensions. As in the infer-
ence of O's class, the cue value associated with
the highest proportion is the best choice for the
inference about the O's unknown cue value.

When, as is usually the case, S knows more
than one of the O's cue values there may be con-
flicting inferences yielded by the different dis-
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tributions. As in the inference of classes, a -om-
promise can be made among these conflicting infer-
ences by summing, for each unknown cue value, the
proportions contributed by each known cue value
(keeping in mind that each proportion is only L/nth
of the evidence for that specific value of the un-
known cue dimension).

E(c) -- P(c/k,d)
- n

d=l

= P(c/kal)+P(c/k,2)+(c/kL3)+...+P(c/k n)
n n n n

= P(c/k. l)+P(c/k,2)+P(c/k.3)+...+P(c/k,n)
n (2a)

c = a cue value under consideration as O's unknown
cue. c = I thru j.

d = a dimension upon which the O's cue value is

known. d = 1 thru n.
k = O's class.
n = the total number of dimensions upon which O's

cue values are known.

where E(C is the total "evidence" indicating that
each cue value, c, from the unknown cue dimension
is the best choice for S's inference.

As with Ejk) from equation (1), E(c) can be re-
garded as the likelihood that cYe value, c, is the
best choice for the inference, E(c) - 1.00, and

c-I
S's inference should be the cue value associated

with the highest value of E(c).

LOWER-LEVEL CUE INFERENCES. For inferences of
the basic, lower-level cue values, those inferred
from sensation and used to infer classes, equation
(2a) must be m3dified. At this stage S knows only
the very basic sensation cues--which are multidi-
mensional at tile level of the nerve if not at the
level of the neuron--and perhaps a few other basic
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cue values which have already been inferred. The
class is not known and therefore it must be dropped
from equation (2 a), which becomes:

n P (c/d)
E(c) = N: /d

d=l n

= Pcc/1) + P(c2) + P(c3) Pc)
n n n n

= P(c/l) + P(c/2) + P(c/3) +...+ e(c/n)
n (2b)

where each proportion consists of those Gs which pos-
sess both the known cue value, d, and each cue value,
c, from the dimension being inferred. As in equa-
tion (2a), the cue value with the highest E(c) is
the best choice for S's inference of O's unknown cue
value •

Through the inference process described by
equation (2b) the O's basic cue values are built
up and stored in the cognitive space in terms of
the location of the 0. After enough values are

known, or when no more are forthcoming, the O's
class is determined through recognition, assimila-

tion, or identification. Then, higher-order cues
can be inferred through their association with the
recognized 9, through their assimilation from a
similar 2, or, now that the class is known, through
identification inferences and equation (2a).

Relevant Research. When an 0 is recognized,
its cue values are immediately revealed for a large
number of cue dimensions. This is a iamiliar and
obvious happetling which is exactly what we mean in
the everyday use of the word "recognize". For as-
similation and identification, however, the cue
inference process is less apparent. These require

experimental investigation in order to test the
adequacy of the present theoretical formulation.
As yet, little appropriate research has been done.

Some light is cast upon the assimilation and iden-
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tification processes by data from the previously
described study by Beach (1961). In this study,
you will remember, Ss repeatedly made inferences
about the class memberships for each card in a
large training set. Then they were shown a num-
ber of test cards, which they had never seen be-
fore, for which they also made inferences. The
aspect of the study which is of interest here
concerned S's inferences about the values for
cues which were missing from some of the test
cards. In most cases the inferences about the
unknown cue values were dictated by assimilation;
the cue value possessed by a training card which
possessed cues similar to the test card's known
cues was given as the test card's missing cue. In
some cases, however, identification played a role

and the inference was predicted by equation (2a).

Which method best predicted the Ss' inference for
a given test card appeared to be governed by the
degree of dissimilarity between the test card and
the most similar card from the training set. While
tl,, results are not sufficient to yield specific
infornation about how the judgments were made, they
do show that assimilation and identification play a
role in Ss' inferences of unknown cue values.

Aside from the results just cited--which are
themselves much too vague to be seriously consid-
cred as evidence for the theory--there are two
studies which are relevant to the role of the

identification process in cue inference. These
studies indicate the importance of knowledge of
the 0's class in the inference of unknown cue
values. In the first of these (Goodnow, 1954),
which i:i comparable to the study cited above, Ss
were taught to classify Os on the basis of three
di chotonious cue dimensions. Then they were shown
test Os, each of which had one missing cue, and
asked to infer the missing value. It was found

that the two known cues apparently were used to
detertnine the Os' classes and then the inferences

of the iissing cues were based on the classes.
Unfortunately, the results do not yield informa-

tion about whether or not the Os' two known cues



influenced the inference in the manner described
by equation (2a) or whether the inferences were de-
termined by the class alone. Nevertheless, these
results indicate that inference of the O's class
is a first step in the inference of unknown cue
values and that these unknown cue inferences are
influenced by S's knowledge of the O's class mem-
bership.

The second relevant study is by Bolles and
Bailey (1956). Here five Ss were told 54 Os' class
memberships together with some of their cue values
(e.g., "I have an ashtray, it is a ceramic ashtray
with V-shaped notches in it.") and asked to infer
the Os' sizes. The average correlation between the
inferences and the Os' actual sizes was .994. In
addition it was found that Ss' errors were larger
for the classes of Os with which they had had less
experience and for the classes which had large size

variance among their members. The authors interpret
these results as showing the importance of prior
knowledge of the O's class upon unknown cue infer-
ences. Tle additional cues given about the Os are
confounded, however, with the knowledge of the
class, and it seems safer to conclude that the ac-
curacy is the result of knowing both the class and
the additional cues. Consequently, the relative
roles of these two factors are not known and it
is impossible to tell whether or not equation (2a)
could account for the results.

These three studies are not a very impressive
display of support for the theory. At present the
author is undertaking research which will attempt
to examine the cue inference processes more thor-
oughly.

INFERENTIAL ACCURACY

The Revision Process

As we have seen, inferences about an O's at-
tributes, its class and its cue values, can be made
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by any of three methods: recognition, assimilation,
or identification. Whichever method is used, how-
ever, the S needs his inferences to be accurate,
first, because they must stand up when they are used
in interactions with the 0 and, second, because they
become associated with the 9 in the cognitive space
and form the basis for future interactions when the
O is encountered again. To assure the utmost accur-
acy for the class and cue values associated with a
O each inference is constantly being re-evaluated
in light of information gained in the course of in-
teraction with the 0.

The revision process consists of re-inferring
each attribute of the 9 by the identification meth-

od and of comparing the new inference with the old
one, no matter which method originally produced the
latter. If the old and the new inferences agree,
it is an indication of the stability of the O's at-
tribute and of the accuracy of the previous infer-
ence. When such agreement occurs, the inference is
retained as an attribute of the 0 and the fact that

it was affirmed is recorded for future reference.
In terms of the cognitive space, recording a cue
value's affirmation is accomplished by "frequency
of affirmation dimensions" which are associated
with each 0 in the space and which represent the
array of classes and each of the cue dimensions.
Upon each affirmation dimension is tallied the

frequency with which each class and each value on
the corresponding cue dimension has been experi-
enced as an attribute of the 0.

Affirmation frequency and inference. When an
o is encountered for which a 0 exists in the cogni-
tive space, the O's affirmation distributions are
used to decide about any of the O's attributes for
which, on that encounter, no information is immedi-
ately available. This would be a very straightfor-
ward process if S merely assigned the attribute
value (class or cue value) most recently associated
with the 0. It is probably not this simple however.
If it jere, S would completely change his estimation
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of the 0 every time it evidenced even a temporary
change in any of its attributes. (If, for example,
S's wife, who is usually pleasant, was particularly
short tempered yesterday, he would have to change
completely his entire estimation of her disposition.
This, of course, would be quite an unreasonable thing
for him to do.) On the other hand, S could always as-
sume the attribute value which has been most frequent-
ly associated with the Q to be tile best inference each
time the 0 is encountered. While this is probably a
better strategy than always assigning the most recent

value of tile attribute, it still is not satisfactory.
Always assigning tile most frequent value of the attri-
bute completely ignores all changes in the 0 until
one of the other values occurs so frequently as to
outweigh the old most frequent value. It would ap-
pear, therefore, that some compromise is in order;
both tile most frequently occurring value of the at-

tribute (the mode of the affirmation distribution)
and the most recently occurring value of the attri-
bute should jointly determine the selection of tile
value which is to be assigned to the 0. While the
exact formulation for the determination of the com-
promise has yet to be done, the compromise probably
should lie somewhere between the mode of the affirma-
tion distribution and the value of the attribute
which has been most recently associated with the 0.
Due to the mode's higher relative frequency of occur-

rence, the compromise should, perhaps, be somewhat
nearer to tile mode than to the most recent class or
cue value.

6

The concept of affirmation frequency is vital to

tile theory because it is used every time S "recalls"
the cue values associated with a recognized or assimi-
lated 0. In addition, as the following discussion
will reveal, it serves to tie together many apparently
unrelated parts of the theory.

Affirmation frequency, recognition, and assimi-
lation. In the discussion of the factors which in-
fluence the selection of a 0 for recognition or as-
similation it was stated that one important determi-
nant was the frequency with which S had previously

34



experienced the 9 (cf., Fig. 3). The affirmation di-
miension for the classes provides the method by which
this experiential frequency is recorded in the cogni-
tive space. Because every 9 is classified on each en-
counter the sum of the frequencies on the affirmation
dimension for classes indicates the frequency of S's
encounters with the corresponding environmental 0.
Of course, whether or not this sum, together with the
distance' between the Q and the 0, is sufficient for S
to utilizc 9 for recognition or affirmation is dic-
tated by the S's motivational level at the moment.
This matter was previously discussed in some detail
and no further conmment is necessary here.

Affirmation frequency and revision. When a O's
attribute is re-evaluated and affirmed, it is retained
as one of the classes or cue values and its frequency
of affirmation is increased. In this case therL is no
revision of the Q's attribute; indeed, the existing
attribute is strengthened as a part of the 9.

If, however, the new inference disagrees with the
old one, a decision must be made about which of the
two is correct. This decision is made by comparing
two factors, the frequency with which the old infer-
ence has been affirmed and the magnitude of the E(k)
or !LL) for the new inferonce. Obviously, if the old
inference has been frequently affirmed, it is not pru-
dent to replace it with the new inference unless the
latter is shown to bc very probable in light of new
information about the P. On the other hand, an old
value, which has been affirmed only a few times is not
necvsarily a better choice than the new inference.

Inferential confidence. To compare frequency of
affimation and the nlagnitude of (jk) or E(c) it is
necessary to introduce another concept into which they
can both be transformed. This concept is degree of
infert.-ntial confidence. It is positively related to
both frequency of affination and to magnitude of E~k)
and E(c) . 1hus, to decide which of the two inferences
to assign to the 0, the S must compare the confidence
valie, corresponding t, the old inference, determined



by frequency of affirmation, to that of the new in-
ference, determined by magnitude of Ek) or Ec).
The inference with the higher confidence value is the
one assumed to be correct for the 0.

The concept of inferential confidence ties to-
gether many of the mechanisms which have been intro-
duced throughout the previous discussion. It is de-
fined as the degree to which S believes that a deci-
sion or an inference is accurate and it can be
measured in a number of ways, although each method
has its drawbacks. The most candid method, and one
with apparently high validity, is merely to ask S how
confident he feels about a decision or inference (see,
for example, Irwin, 1953; Pollack and Decker, 1958;
Anderson and Walen, 1960). The drawback here is that

the response scale chosen by S may not relate linearly
to confidence. A more complex method is to ask S to
place bets on his decisions or inferences (Edwards,
1961); however, this method is complicated by the val-
ue of the reward. Another method, which to the au-
thor's knowledge has never been used, is to utilize
the degree of specificity or generality in S's inter-
actions with an 0 to determine his confidence in the
inferences upon which the interaction is based. If S
is confident about the accuracy of his inferences
about an 0, those aspects of the interaction which are
based on the inferred attributes should reflect the
confidence. In this situation, high inferential con-
fidence should be revealed in the form of fairly spe-
cific predictions about the 0 and the O's reaction to
S's behavior toward it. Because S knows about this
particular aspect of 0 he can confidently and accur-
ately predict the course of the interaction. If, on
the other hand, S lacks confidence in his inferences
about the relevant attributes of the 0, he can make
more cautious ("cagey") predictions about 0. Less
specific, general, predictions will permit interac-
tion--and thus new knowledge with which to re-evaluate
the questionable inferences--without jeopardizing S's
goals through a faux pas. This sort of behavior is
frequent in social situations in which S's interaction

with the 0 is dictated solely by social form until he
has an opportunity to "size-up" the 2. Proper exami-

36



nation of the generality and specificity of behavioral
interactions with Os could possibly lead to a method
of estimating S's confidence in the inferences under-
lying the interaction.

Inferential confidence is essentially a scale of
subjective probabilities about the correctness of an
inference. Each inference is associated with a value
from this scale, and the critical value for acceptance
or rejection of the inference is determined by S's mo-
tivation to be correct. Thus, for example, in Fig. 2,
the critical distance is the degree of difference be-
tween Q and 0 beyond which S's inferential confidence
is too low to accept that they derive from the same 0.
Similarly, in the same figure, the rejection of assimi-

lation and the switch to identification is governed by
S's confidence about assimilation inferences when large
distances exist between the 9 and 0 or when the fre-
quency of contact with the 9 is small.

Inferential confidence also plays an important
role in the selection of the level in the class hier-
archy where an O's class will be inferred. If the
E(k) for the most likely class on one level is not

large enough to warrant sufficient inferential con-
fidence, S can move up the hierarchy until a level is
found which possesses a class with a satisfactory
E(k). While S's motivation to make a correct class

inference will tend to make him select a high level
in the hierarchy at which to work, his mativation to
be correct on subsequent cue inferences will tend to
make him select a low level. The hierarchy level at
which the class inference is finally made will be
where S's degree of confidence for the class infer-
ence balances the degree of confidence for subse-
quent cue inferences.

As these examples indicate, inferential confi-
dence provides a common link for many of the concepts
introduced throughout the theory. Through this con-
cept motivation can be linked to the choice of infer-
ence method, to probabilities yielded by the identi-
fication equations, to frequency of inference affir-
mation, and to the selection of the level in the
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class hierarchy at which a class inference will be
made. In addition to all of this, however, inferen-
tial confidence also governs another aspect of S's
inference behavior--the search for new information
about the 0.

Cue search. When inferential confidence is
below the degree required by the existing level of

motivation, the inference is assumed to be of ques-

tionable validity. When this happens some sort of

action is required to remedy the situation. The

action usually consists of a search for further in-

formation upon which the inference can be re-evaluated
and either affirmed or revised. This search for in-
formation, called cue search (Bruner, Goodnow, and
Austin, 1956), may be either active probing of the

environment through questions, manipulation, read-

ing, or the like, or it may be passive reception of

information in the course of cautious interaction
with the 0. In either case, it consists of behavior

in which S obtains totally new information about an
0 or in which he receives information he already
possessed. The former is used to expand his know-

ledge about the 0 and to re-evaluate, and perhaps
revise, previous inferences. The latter adds to the

various affirmation frequencies and, consequently,
raises S's inferential confidence about those parti-

cular attributes of the 0. If S is not wholly con-

fident that lie recognizes an 0 he can search for in-

formation about the 0. In this situation cue search
will be initiated when the distance between the Q and

the 0 is very near the crucial distance. If the 0 is
indeed familiar to S, the additional information will

usually decrease the size of the distance and thereby
permit recognition. If it is unfamiliar, the dis-

tance will usually increase and the 0 will not be

recognized.

Inferences based upon identification will lead

to cue search if no E(k) or EJE) is sufficiently high
to warrant confidence in the accuracy of the inference.
Indeed, whenever a number of inference alternatives

art, approximately equally likely, whether they are
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based on recognition, assimilation, or identification,

CuC search will usually be undertaken to break the
dead lock.

The long run importance of cue search, and the

revision which results from it, is to provide S with
accurate and reliable knowledge about the Os with

which he interacts. This not only assures more suc-
cessful interactions with these Os but it also pro-
vides a solid foundation of knowledge for inferences
about Os which are encountered for the first time.
Although Irwin, Smith, and INayfield (1956) found

that Ss' inferential confidence was greater when they

possessed more information about an event than when

they possessed less, a quantitative statement of the
relationship is not available. It is clear, however,

thL because they are measurable, these two concepts

are important keys to the investigation of the re-
mainder of the theory. By appropriate manipulation
of motivation and opportunity for cue search, as well

as by the proper selection of cue values associated

with experimentally controlled Os, it should be possi-
le to learn about the empirical relationships which

are assumed to exist between these and other theoreti-
cal concepts

GENERAL REMARKS

The theory is an attempt to provide a framework
within which various aspects of behavior can be ex-
amined and interrelated. Specifically, it is an at-
tempt to delineate the role of past experience with
Os in the determination of inferences on subsequent

encounters with the' same or different Os. The term
"past experience" has always been psychologists'

refuge from ignorance. When called upon to explain

why Ss' behavior fails to demonstrate a 1:1 rela-

tionshiip with complex stimuli, we glibly attribute it

to the influence of "past experience." As the Gestal-
Lists pointed out at length, the indiscriminate use of

this explanation amounts to no explanation at all. It
is not until we can begin to specify the manner in
which past experience influences responses to complex
stimuli that the term comes to have much scientific

va tue.
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In the present theoretical treatment of the ef-
fects of past experience upon inference behavior, we
have chosen to view stimuli as conglomerates of cues.
For recognition and assimilation, nonlinearity between
the O's immediately apparent cue values and the Ss'
behavior is attributed to Ss' additional knowledge
about the 0, knowledge retained by the location of a
O in the cognitive space. For identification the
theory is a bit more complex. Here it is necesssary
to assume a linear relationship between each of the

O's immediately apparent cue values and the possible
inference alternatives, i.e., between each P(k/d)
and E(k) or each P(c/kd) and E(c), then nonlinearity
in the responses to the complex of immediately appar-
ent cues which comprises the 0 is attributed to the
combination of all of these linear inferences in the

manner described by equations (I), (2a) or (2b).

The theory is a decision theory, but it is more.
It is an attempt to place inference behavior within a
framework in which a number of factors ("subjective
probabilities," motivation, inferential confidence,

past experience with Os, etc.) can interplay. The aim
is to produce an experimentally testable theory which
will lead to a greater understanding of inference, its
laws, and its relationships to other areas of psycho-
logical functioning. Equally important, an attempt
has been made to make the general approach of the

theory, although not necessarily its specific mecha-
nisms, conform to a common sense view of how inference
behavlir takes place.

lie specific roles of recognition, assimilation,
and i. ntification in the attaining of knowledge about
Os, and the effects of these inference methods upon

subsequent inferences, fit well with common sense no-

tions about cognitive functioning. Indeed, recogni-
tion is the equating of a present 0 with a previously
experienced one, and the conmon behavioral pattern is
to utilize previously obtained knowledge to interact
with the 0. This is precisely what we mean when we
say we recognize our car ("the carburetor is out of
whack"), or our boss ("he prefers to be called J.R."),
or our house ("I can walk in without ringing the
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bell"). The process which we have called assimila-
tion is also commonly experienced. The techniques
used to operate one typewriter work for a similar

one even though the two are not identical; behavior
toward a person perceived as highly similar to a per-
son whom you know well is a cautious version of the
behavior which would be appropriate to the latter,
etc. Tle identification process takes care of the
left-over Os, those which are too dissimilar to any
Os to be either recognized or assimilated. Whether
or not the specific mechanisms proposed in the theory
are entirely correct, these three kinds of inferences
make sense and apparently cover the field.

The cue and class hierarchies are also common
sense. When it is realized that Os must be, so to
speak, "reconstructed" from sense data, the hier-
archical structure of the cues becomes a necessity.
It is clear that there are very real differences among
cues; some are closely akin to sensory events (in-
tensity of sounds, retinal contour, temperature),
others are more abstract (friendliness, three-
dimensional shape, senility). Granted that they all
derive from sensation rather than from innate ideas,
the abstract cues must be generated by the sensory
events and they in turn generate other knowledge
about the Os. It is equally clear that what an 0
is influences our interpretation of its properties;
therefore, the O's class must be known before many
of its attributes can be properly evaluated.

The class hierarchy is common sense if we
realize that every class of Os can be subdivided by
segregating its members according to specified simi-
larities among their properties and giving the result-
ing subgroups new generic names. Assuming that all
classes result from this process of differentiation
and renaming, it is easy to see how a class hierarchy
comes to exist as S has increased contact with Os and
is required to be increasingly discriminate and cor-
rect in his interactions with them. For example, the
broad class "aircraft" becomes increasingly differ-
entiated by an aviator as lie gains more and more ex-
perience with them. "Aircraft" become either "jets"
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or "props," and the "props" are differentiated into

"reciprocating engines" and "turboprops." These

two classes are further subdivided into smaller
classes which are also subdivided, etc. The result

is a hierarchy which extends from "aircraft" (which
is itself subsumed under some higher-order class)
down to the particular planes with which the aviator

has had personal experience.

Another comlon aspect of our experience with Os

is their apparent individuality. Even though they
are usually similar to other Os, we experience them
as unique individuals which differ, no matter how

slightly, from their fellows. In psychological
theorizing, on the other hand, there is a tendency to

forget this fact. In the present theory an effort

has been mide to acknowledge and to utilize an O's
individuality as an important part of the inference
process. In the. first place it is assumed that Ss'

inferences are normally made for individual Os and
are unique for that 0 rather than for runs or highly
repetitive occurrences of the 0. Each inference is

ordinarily aimed toward maximum accuracy for the
effort involved; if all else is equal and increased

accuracy is available only with strenuous cue search,
S will settle for less accuracy.

An O's individuality is also reflected in recog-

nition and in its temporal priority in the class in-

ference process. Recognition is the quintessence of
dependence upon an O's individuality and constancy

over time. Similarly, cue inference through the
identification process emphasizes the O's individu-
ality by stressing the role played both by the O's
class and by its unique cue values. The 0 is not

merely relegated to a class and, once there, merged
into the mass of (9s which are its members. Rather,
inferences about its cues are based on only those
f llow class members which share its unique cue
va I ues.

And, fina lly, the integrity of the individual 0
i ref lected in the theory's emphasis on affirnition
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and revision of knowledge about each of them. In this
way the onward flow of interaction with an 0 is aided

as the O's eccentricities and peculiarities become
known and as old incorrect knowledge is revised.
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NOTES

1. A procedure for measurement of the distances
between a 0 and the Os in the space has not been form-
ulated but a few suggestions are possible. For exam-
ple, one might use a D2 (Cronbach and Glaser, 1953;
Osgood and Suci, 1952) computed for the cue values and
dimensions common to the 0 and each 0. Or, a tech-
nique of measuring subjective similarity recently de-

veloped by Ekman, Goude, and Waern (1961) might pro-
vide the necessary method.

2. The resemblance between this process and

statistical decision theory is obvious. The decision
paradigm, as well as the concept of the critical val-
ue fluctuating as a function of motivation, is based
on a theory proposed by Tanner and Swets (1954) for
sensory thresholds. (See also, Swets, 196L)

3. The question arises about the special case
in which a number of Os are all the same distance
from the Q and all lie within the critical range
around it. Ss apparently resolve this situation by

matching the relative frequency of their choices of
each 0 with the relative frequency with which they
have previously seen each 0 (Binder and Feldman,
1960). Of course this is an extremely artificial
situation. Ordinarily, when faced with more than

one correct 0, another cue value will be sought in
order to break the deadlock. In the laboratory,
however, the obtaining of additional cues is not
permitted and S must fall back on another system,

probability matching.

4. Wile familiarity is undoubtedly influenced
by the duration of each encounter and the amount of
elapsed time between encounters, we will consider
frequency as its main determinant. Familiarity has
been demonstrated to be a monotonic, negatively ac-
celerated function of frequency of past encounter.
(Arno.It, It1956; Nobel, 1954; and Solomon and Post-

man , I~5



5. Note that, if S erroneously accepts that the

0 and a particular 0 derive from the same 0, he will
also err in attributing the O's cue values to the 0.
Like the trick cards in the experiments by Beach
(1961, 1962) this source of error may provide a meth-
od for systematically investigating the influence of
the distance between gs and Os upon Ss' choice of in-
ference method. For example, if S mistakenly attri-
butes Q1's set of unknown cue values to 02, it can be

assumed that the distance between Q and 02 on the
known cue dimensions is small enou ghto aTTow the S
to Luse either recognition or assimilation rather th n
identification.

6. This discussion concerns the case in which S

makes one judgment for the value of the Q's attribute.
If the situation is altered, as is done in probability
learning experiments, and S is required to make a
large number of corrected responses with the most re-
cent value randomly varied on every trial, we would
expect that the response distribution would generally
resemble the objective frequency distribution for the
various values of the attributes, except that the re-
sponse distribution should be slightly lower than the
objective frequency distribution for the less fre-
quent values and slightly higher around the modal
value, (Attneave, 1953; Gardner, 1957). For simpli-
city we have discussed only the mode and the most
recent value of the attribute in determining the
compromise. Research by Hake and IHyman (1953) indi-
cates, however, that the previous two most recent
events should probably be considered, with the old-
est one weighted less. Any attempt to develop this
notion further will have to take this fact into
account.
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