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This report considers an efficient method for utilizing the redundancy of the transmittable language to improve the reliability of a digital communication system disturbed by additive non-white gaussian noise. Namely, the reliability of digital systems using orthogonal and binary digit codes\textsuperscript{1,2} is improved by introducing an uncertainty region at the receiver. This method is an extension and generalization of null-zone reception\textsuperscript{3} previously applied to the improvement of binary transmission in the presence of white gaussian or peak-limited noise. It is shown that, by permitting a small percentage of nulls to be printed, considerable improvement in reliability is achieved. In addition, it is shown that communication links using orthogonal digit coding afford greater reliability than corresponding links using binary digit coding. Performance results are given for several different codes for the case in which the demodulated gaussian noise power density spectrum increases with increasing frequency. Such a noise power density spectrum acts as a weighting function which confines the generated signals to the available band of frequencies. A geometric interpretation of the results is given in terms of n-dimensional Euclidean space. Applications to feedback systems will be discussed in a future report.
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I. BACKGROUND

The transmission of information through single link unidirectional communication systems requires both the selection of an appropriate set of signals, \( s_i(t) \), \( 0 \leq t \leq T \), and the design of a suitable detection process at the receiver. When the channel interference is additive white gaussian noise the key results are:

1. The optimum receiver should use correlation techniques (or the equivalent) in which the received signal is multiplied with each of the possible signals that could have been sent. The product signals are then averaged over the signal duration. That averaging process yielding the greatest output at the end of the signal duration indicates which signal is most likely to have been the one sent.

2. The design of optimum signals of average power \( S^2 \) is based on the distance parameter

\[
D_{ij} = \frac{1}{4TS^2} \int_0^T [s_i(t) - s_j(t)]^2 dt
\]  

The distance parameter indicates the distinguishability between pairs of the signals as an equivalent amount of energy per message.

3. One optimum set of signals can be constructed as follows:

Under an average power constraint, \( S^2 \), when \( m \) bits of information are to be transmitted in the time \( T \) with the least error
probability, a basic waveform \( q_1(t) \) of duration \( T/(2^m - 1) \) is chosen, subject only to the normalization that the r.m.s. value is unity. The transmitted signal consists of strings of \( \pm q_1(t) \).

If \([+q_1(t)]\) denotes a one and \([-q_1(t)]\) denotes a zero, the strings resemble in structure a Slepian \((2^m - 1,m)\) group code. At the receiver correlation detection of the entire string is used.

This signal structure is considered an equidistant code because the distance between all code words is the same. If the equidistant code is slightly modified by permitting small inequalities in the distances, while the total distance

\[
D_T = \frac{1}{2} \sum_{i=1}^{2^m} \sum_{j=1}^{2^m} D_{ij},
\]

remains at its maximum, then either the transmission rate can be increased or the bandwidth of the system can be reduced with only a small increase in the error probability.\(^1\)

An alternate procedure is to select a set of orthonormal waveforms \( \{q_k(t)\} \) each of which is of duration \( T \). The optimum signals are then of the form
\[ s_i(t) = \sum_{k=1}^{2^m-1} \epsilon_{ik} \Phi_k(t) \quad (3) \]

in which \( \epsilon_{ik} = \pm 1 \). Note that this is a parallel transmission of the basic waveforms rather than a sequential transmission. An optimum signal structure again resembles a Slepian \( (2^m - 1, m) \) group code if the \( k^{th} \) orthogonal waveform is identified with the \( k^{th} \) digit and the corresponding two values of \( \epsilon_{ik} \) are identified with the binary digits. The optimum distance parameter is

\[ D_{ij} = \frac{2^{m-1}}{2^m - 1}, \quad i \neq j \quad (4) \]

when \( m \) bits are transmitted in the time \( T \).

When the interference is additive gaussian, but not white (i.e., the noise power per unit bandwidth is not the same at all frequencies), correlation techniques are again found to be optimum, but the received signal is correlated not with the possible message signals, but with modified signals. These modified signals are obtained from the characteristics of the message signals and the noise power spectrum. The form of these modified signals is not obvious, although the results obtained for specific cases agree with intuitive notions. For those not familiar with this background material a brief discussion is presented in Appendix A. The key results are as follows:
1. The optimum receiver should use correlation techniques (or the equivalent) in which the received signal, \( y(t) \) is correlated with each signal of the set \( \{f_i(t)\} \). The members of the set have a one to one correspondence with the set of transmitted signals, \( \{s_i(t)\} \) based on the relation

\[
s_i(t) = \int_0^T R(t-\tau)f_i(\tau)d\tau
\]

in which \( R(\tau) \) is the autocorrelation function of the noise. Two forms of the optimum receiver are shown in Figure 1.

2. If the set of signals, \( \{s_i(t)\} \), satisfies the homogeneous integral equation

\[
\sigma_i^2 s_i(t) = \int_0^T R(t-\tau)s_i(\tau)d\tau
\]

\( f_i(t) = s_i(t) \) for each \( i \), as in the case in which the interference is additive white noise. This set of signals, which is basic to the system, will be designated by \( \{\varphi_k(t)\} \).

This signal set has two important properties. First, the set is complete and orthonormal so that any reasonable (finite mean square value, finite number of discontinuities) set of signals \( \{s_i(t)\} \) can be expressed as linear combinations of the orthonormal set \( \{\varphi_k(t)\} \) - i.e.,
FIG. 1

TWO FORMS OF AN OPTIMUM RECEIVER FOR THE DETECTION OF KNOWN SIGNALS WHEN THE INTER-ERENCE IS ADDITIVE (WHITE OR COLORED) GAUSSIAN NOISE.
\[ s_i(t) = \sum_{k=1}^{\infty} a_{ik}\varphi_k(t) \]  

(7)

in which

\[ a_{ik} = \int_{0}^{T} s_i(t)\varphi_k(t)dt. \]  

(8)

Second, for any set of signals \([s_i(t)]\), if the received signal \(y(t)\),

\[ y(t) = s_i(t) + n(t) \]  

(9)

is correlated with a member of the orthogonal set \(\varphi_k(t)\), the mean output is \(a_{ik}\), while the output noise is additive gaussian of variance \(\sigma_k^2\) (\(\sigma_k^2\) being eigenvalue corresponding to the \(k^{th}\) eigenfunction of the homogeneous equation (6)).

Any signal \(s_i(t)\) may thus be considered as consisting of a sum of orthogonal signals each of which is independently affected by the additive non-white system noise. Each such signal or digit may be represented by

\[ d_{ik} = a_{ik}\varphi_k(t) \]  

(10)

The magnitudes of the weighting constants \(a_{ik}\) are determined from the following considerations:

1. To minimize interaction between the signals and the additive gaussian noise interference, the basic waveforms are the
ordered eigenfunctions \( \{ q_k(t) \} \) selected to correspond to increasing eigenvalues, \( \{ \alpha_k^2 \} \), starting from the lowest, until as many as necessary have been selected. This is because the lower ordered eigenfunctions correspond to more distinguishable waveforms (see Appendix A).

2. A detection scheme is desirable which does not require estimation of the signal or noise levels at the receiver. To achieve this all \( k \)th digits, \( a_{ik} \) for all \( i \), will have the same magnitude and the sign of the magnitude will indicate the digit.

3. For the signal structure to be completely symmetrical - i.e., each signal to have the same noise immunity as any other - each signal of the set \( \{ s_i(t) \} \) will be chosen to have the same number, \( u \), of orthogonal digits and the power will be apportioned among the digits in proportion to the noises \( \{ \alpha_k^2 \} \). Thus,

\[
a_{ik} = \pm S \sqrt{\frac{\alpha_k}{\sum_{k=1}^{u} \alpha_k^2}} \quad ; \quad k = 1, 2, 3, \ldots, u \quad (11)
\]

The signs of the digits are found from a suitable binary group alphabet.\(^{1,4}\)

For such an orthogonal digit coding scheme the probability that \( s_i(t) \) will be received as \( s_j(t) \) excluding all the other signals is given by
\[ P_{ij} = \frac{1}{2} \left[ 1 - \Phi \left( \frac{\xi_{ij}}{\sqrt{2}} \right) \right], \quad (12) \]

in which

\[ \Phi(x) = \frac{2}{\sqrt{x}} \int_0^x e^{-z^2} \, dz \quad (13) \]

is the tabulated error integral and

\[ \xi_{ij}^2 = \sum_{k=1}^{u} \frac{\delta_{ijk} \sigma_k^2}{\sigma_k^2} \quad (14) \]

The value of $\delta_{ijk}$ is zero if the signs of the orthogonal digits $d_{ik}, d_{jk}$ are the same and unity if the signs are different.

As can be seen the larger $\xi_{ij}^2$ the smaller the detection error, $P_{ij}$. For this reason $\xi_{ij}^2$ will be called the separation function.

Several types of signal structures will be considered in this report. These structures will be limited to those having the properties described in paragraphs 1, 2, and 3 above. The analogy between these types of signal structures and coding is quite apparent. The number of orthogonal waveforms $\{p_{i}(t)\}$ selected corresponds to the selection of the number of digits in each code word. The selection of the signs of the orthogonal digits corresponds to the selection of the binary digits of a
conventional code. For convenience any signal structure having these properties will be called an efficient code. The efficient codes considered in this report are

1. Minimax codes
2. Equal separation codes.

**Minimax Codes**

The minimax code is an efficient code the signal structure of which resembles uncoded POM. A minimum number of orthogonal waveforms is used, just as POM employs a minimum number of digits per code word. The signal power is apportioned among the orthogonal digits so as to minimize the maximum probability that any transmitted code word will be received as another. If \( m \) bits of information are to be transmitted, the minimum number of orthogonal digits in each signal is \( m \). The maximum detection error occurs for any two signals \( s_1(t) \) and \( s_j(t) \) when they differ by one orthogonal digit. Since this error is to be minimized subject to average power limitation of the signal, it means that every digit of any signal \( s_1(t) \) must be affected by the noise in the same manner, or for any \( s_i(t) \) of the signal set \( \{s_1(t)\} \), \( i = 1, 2, \ldots, 2^m \) the following condition must be satisfied.

\[
\frac{s_{11}}{\sigma_1} = \frac{s_{12}}{\sigma_2} = \cdots = \frac{s_{1\mu}}{\sigma_\mu} = \cdots = \frac{s_{1m}}{\sigma_m}
\]  

(15)
This is, of course, one of the properties the code must have to be an efficient code.

The error probability of the minimax code is given by

\[ P_e = 1 - (1 - P_1)^m \]  

in which

\[ P_1 = \frac{1}{2} \left[ 1 - \Phi \left( \frac{s_1}{\sqrt{2}} \right) \right] \]

and \( s_1 \) is the separation function between two code words that differ by one digit - i.e.,

\[ s_1^2 = \frac{s_{rT}}{\sum_{k=1}^{m} s_k^2} \]

**Equal Separation Codes**

The equal separation codes are those for which all the separation functions \( s_{1j} \) are equal and the total separation

\[ A_T = \frac{1}{2} \sum_{i=1}^{2^m} \sum_{j=1}^{2^m} s_{1j} \]

is at its maximum. A code defined in this manner determines a
stationary point for the error probability and is thus an optimum code.

It can be shown that the signal structure resembles a Slepian \( (2^m - 1, m) \) group code. The words of this type of code are equidistant from each other.

The separation function is

\[
\rho_{ij}^2 = \frac{z_{ij}^2}{z_{ij}^2 + \sum_{k=1}^{2^m-1} \sigma_k^2}
\]  

The corresponding expression for the error probability, \( P_e \), is

\[
P_e \leq 1 - (1 - P_s) z_{ij}^2 \]  

in which

\[
P_s = \frac{1}{2} \left[ 1 - \frac{1}{\sqrt{2}} \left( \frac{s_{ij}}{\sqrt{2}} \right) \right]
\]

If the error probability is small, an approximate expression is

\[
P_e \approx (2^m-1)P_s
\]

in which

\[
P_s = \frac{1}{\sqrt{2\pi}} \exp \left[ - \frac{s_{ij}^2}{2} \right]
\]
For purposes of illustration the specific case considered in this report is that in which the interference is non-white gaussian noise, the spectral density of which is

\[ W_n(\omega) = A^2 + B^2 \omega^2 \text{ (double-sided spectrum)} \]  

(23)

This can be considered either the noise at baseband corresponding to the synchronous detection of an r-f signal, or as a "weighting function" which results in the design of signals such that these signals are confined to an available frequency band. In this latter interpretation the signal set \( \{s_i(t)\} \) is designed to minimize interchannel interference. The autocorrelation function corresponding to the power density spectrum of the noise is given by

\[ R(\tau) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \left[ A^2 + B^2 \omega^2 \right] e^{i\omega \tau} d\omega \]  

(24)

\[ = A^2 \delta(\tau) - B^2 \delta''(\tau) \]

in which

\[ \delta(\tau) = \text{Dirac delta function} \]

\[ \delta''(\tau) = \text{Second derivative of the Dirac delta function.} \]

The basic orthonormal functions \( \varphi_k(t) \) are solutions of
By substitution it is found that the functions $q_k(t)$ are therefore solutions of the differential equation

$$B^2q_k''(t) + (\sigma_k^2 - A^2)q_k(t) = 0 \quad (26)$$

To avoid discontinuities in sequences of transmitted signals the additional constraint

$$q_k(0) = q_k(T) = 0 \quad (27)$$

will be imposed. The corresponding orthonormal set is then

$$q_k(t) = \sqrt{\frac{2}{T}} \sin \frac{k\pi t}{T} \quad (28)$$

in which $k = 1, 2, 3, \ldots$. Since

$$\sqrt{\frac{\sigma_k^2 - A^2}{B^2}} = \frac{k\pi}{T} \quad (29)$$

the corresponding eigenvalues are

$$\sigma_k^2 = \frac{k^2\pi^2B^2}{T^2} + A^2 \quad (30)$$
The orthogonal components of the signals are the Fourier Series components. Note, however, that the associated variances $\{\sigma_k^2\}$ increase with increasing $k$. This is reflected in the fact that higher order components are more heavily weighted before being summed to form the signals. See reference 2 for specific signal waveforms.
II. UNCERTAINTY REGION RECEPTION

In many practical situations, the transmitted language possesses redundancy and thus can tolerate the printing out of some "nulls" - a null corresponding to none of the possible transmitted signals being selected as the most probable signal sent. This selection may be desirable if the noise conditions in the channel are such that the two greatest \( p[s_i(t)/y(t)] \) are close to each other. In these cases, the amount of information destroyed by withholding the decision - i.e., selecting the null - may be less than that destroyed by selecting the most likely signal as the signal sent. If the language does not permit the presence of nulls in the final message, these may be filled in by means of feedback systems discussed elsewhere.\(^5,6,7,8\)

Indeed the use of nulls itself is a useful means of obtaining the advantages of feedback, particularly the fail-safe operation.\(^9,10\)

Thus, the reliability of the transmission can be improved if instead of accepting the signal corresponding to the largest posterior probability \( p[s_i(t)/y(t)] \), the decision is withheld for any two signals \( s_i(t), s_j(t) \) of the transmittable set, \( \{s_i(t)\} \), if

\[
\frac{1}{\eta} \leq \frac{p[s_i(t)/y(t)]}{p[s_j(t)/y(t)]} \leq \eta
\]  \hspace{1cm} (31)
in which $\eta$ determines the "width" of the uncertainty region. The value of $\eta$ controls the percentage of nulls present in the accepted message.

One can vary the width of the uncertainty region, $\eta$, to match the noise conditions in the channel. However, when the interference is additive Gaussian with Rayleigh fading, the receiver becomes complicated with only a small increase in reliability. Thus, in practical situations the use of a variable width is not usually justified. However, if the interference is a linear combination of Gaussian and other forms of noise, the use of a variable width together with a nonlinear detection scheme may yield considerable improvement in comparison with fixed width systems. This will be discussed in a forthcoming report.

The performance of the uncertainty region reception system may be characterized by two error probabilities and two null probabilities. These are:

1. Binary Detection Error
2. Binary Null Probability
3. System Error Probability
4. System Null Probability

The binary detection error and the binary null probability are evaluated by considering only pairs of signals - the true one and one other - and ignoring all others. The binary detection error is then
the probability that the true signal will have a smaller a posteriori probability than the other signal, while the binary null probability is the probability that the a posteriori probabilities will be too close for a good decision. Note that if there are n signals, there are \( \frac{n(n-1)}{2} \) possible different binary detection errors and binary null probabilities. The system error probability and the system null probability are the usual overall system parameters.

To evaluate the bounds of the uncertainty region and the above parameters, consider that the received signal \( y(t) \) is properly correlated with each member of the signal set \( \{f_i(t)\} \) to yield the set of stochastic variables upon which the decisions are based. If the received signal is expanded in the form

\[
y(t) = \sum_{k=1}^{u} y_k \varphi_k(t)
\]

(32)

in which

\[
y_k = \int_{0}^{T} y(t) \varphi_k(t) \, dt,
\]

(33)

the set of stochastic variables is given by

\[
\left\{ \sum_{k=1}^{u} \frac{y_k \varphi_{ik}}{s_k^2} \right\} \quad i = 1, 2, \ldots
\]

(34)
The more likely signals correspond to larger values of the stochastic variables. Moreover, the a posteriori probabilities are exponentially related to the variables so that the bounds of the uncertainty region are given by

$$-k_1 < \sum_{k=1}^{u} \frac{y_k(a_{1k} - a_{2k})}{\sigma_k^2} < k_1$$

(35)

for all $i, j$, in which $k_1 = \ln \eta$. This is a generalization of previous work\textsuperscript{3} based on the interference being white noise to the case in which the noise is non-white and orthogonal digit coding is used.

To evaluate the binary detection error probability $P_{ij}$ the a posteriori probability of the true signal $s_i(t)$ is compared with that of the signal $s_j(t)$. To do this consider the stochastic variable

$$v_{ij} = \sum_{k=1}^{u} \frac{y_k(a_{1k} - a_{2k})}{\sigma_k^2}$$

(36)

Since all $y_k$ have a Gaussian distribution and $a_{1k}$, $a_{2k}$, and $\sigma_k^2$ are fixed numbers, each term of the sum is Gaussian and thus the stochastic variable $v_{ij}$ has a Gaussian distribution. To specify the probability density distribution, $P(v_{ij})$, it is therefore sufficient to specify the mean value, $\bar{v}_{ij}$, and the variance, $\sigma_{ij}^2$. 
As shown in Appendix A, the use of the orthonormal expansion results in each term of this sum being a variate which is independent of the other terms. Thus, the mean value is the sum of the mean values of each term, while the variance is the sum of the variances.

Since $s_i(t)$ is the signal sent, the mean value is

$$\bar{v}_{1,j} = \sum_{k=1}^{u} \frac{s_{1k}(s_{1k} - a_{jk})}{\sigma_k^2}$$  \hspace{1cm} (37)

The variance is

$$\sigma_v^2 = \sum_{k=1}^{u} \frac{(s_{1k} - a_{jk})^2}{\sigma_k^2}$$  \hspace{1cm} (38)

The binary detection error is then given by

$$P_{1j} = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{\sqrt{2} \xi_{1j}}{\sqrt{2}} \right) \right]$$  \hspace{1cm} (39)

in which

$$\xi_{1j} = \frac{\bar{v}_{1,j}}{\sigma_v}$$

and

$$k_{1j} = \frac{k_1}{\sigma_v}$$  \hspace{1cm} (40)
The function $k_{ij}$, which defines the uncertainty region in the orthogonal signal coordinates, will be called the uncertainty function.

When efficient coding is used,

$$\bar{v}_{ij} = 2 \sum_{k=1}^{u} \frac{\delta_{ijk} \sigma_{ik}}{\sigma_{ik}^{2}}$$  \hspace{1cm} (41)

and

$$\sigma_{v}^{2} = 4 \sum_{k=1}^{u} \frac{\delta_{ijk} \sigma_{ik}^{2}}{\sigma_{ik}^{2}}$$  \hspace{1cm} (42)

in which $\delta_{ijk}$ is zero if the signs of the orthogonal digits $a_{ik}$, $a_{jk}$ are the same and unity if the signs differ. The corresponding expression for the separation and uncertainty functions are

$$s_{ij}^{2} = \frac{\lambda s_{T}^{2}}{\sum_{k=1}^{u} \delta_{ijk} \sigma_{ik}^{2}}$$ \hspace{1cm} (43)

and

$$k_{ij}^{2} = \frac{k_{j}^{2}}{4s_{ij}^{2}}$$ \hspace{1cm} (44)

in which

$$\lambda = \sum_{k=1}^{u} \delta_{ijk}$$ \hspace{1cm} (45)
The binary null probability, \( u_{i,j} \), is the probability that having sent signal \( s_i(t) \), the received signal will be in the null region so far as \( s_i(t) \) and \( s_j(t) \) are concerned.

\[
\begin{align*}
    u_{i,j} &= \frac{1}{2} \left[ \Phi \left( \frac{\xi_{i,j} + k_{i,j}}{\sqrt{2}} \right) - \Phi \left( \frac{\xi_{i,j} - k_{i,j}}{\sqrt{2}} \right) \right] \\
\end{align*}
\]

It is clear from this equation why \( k_{i,j}^2 \) is called the uncertainty function; large values of \( k_{i,j}^2 \) imply large values of \( u_{i,j} \).

An exact expression for the error probability of the system depends on the exact signal structure used since the values of \( P_{ij} \) are not independent. However, using the same procedure as in [1], a pessimistic expression for the error probability is obtained.

\[
\begin{align*}
    P_e &\leq 1 - 2^{-m} \sum_{i=1}^{2^m} \prod_{j=1}^{2^m} (1 - P_{ij}) \\
\end{align*}
\]

The corresponding system null probability, \( u_0 \), that the decision will be withheld after all comparisons have been made similarly depends on the exact signal structure. As an approximation,

\[
\begin{align*}
    u_0 &\leq [u_{i,j}]_{\text{max}} \\
\end{align*}
\]

in which \([u_{i,j}]_{\text{max}}\) is the maximum value of \( u_{i,j} \) for all \( i, j \).
In addition to the above efficient codes, conventional binary digit codes will also be considered. In these codes, the signals consist of strings of plus or minus the basic waveform \( \varphi_1(t) \) - i.e., the first eigenfunction of the homogeneous integral equation based on the signal duration \( \tau_1 \). For a total signal duration \( T \) and \( u \) binary digits per code word,

\[
\tau_1 = \frac{T}{u}
\]  

(49)

The corresponding separation function for these codes is

\[
\varepsilon_{ij}^s = \frac{\lambda^2 T}{ur_1^2}
\]  

(50)

In terms of this separation function, the above relations for the error probabilities and null probabilities remain unchanged if the noise in each digit duration is assumed uncorrelated with the noise in other digit durations.
III. BINARY SYSTEM

Consider the simplest, but very important case, of binary communication in which there are only two possible transmittible signals \( m = 1 \). In this case, the choice of signals is
\[
s_1(t) = -s_2(t) = S \sqrt{T} \varphi_1(t),
\]
in which \( \varphi_1(t) \) is the normalized first eigenfunction of the homogeneous integral equation. The system error probability is
\[
P_e = P_{12} = P_{21} = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{\xi + k}{\sqrt{2}} \right) \right]
\]
in which
\[
\xi^2 = \frac{\sigma^2 T}{\sigma_1^2}
\]
and
\[
k^2 = \frac{k_1^2}{\xi^2}
\]
The expression for the null probability reduces to
\[
u_0 = \frac{1}{2} \left[ \text{erf} \left( \frac{\xi + k}{\sqrt{2}} \right) - \text{erf} \left( \frac{\xi - k}{\sqrt{2}} \right) \right]
\]
When the bounds on the uncertainty region are set in accordance with a fixed a posteriori probability - i.e., fixed \( k_1 \) - the error probability attains a maximum when
is a minimum. This critical setting of the uncertainty parameter, \( k_c \), is given by

\[
\frac{5}{2} + \frac{k_1}{2^5} = k_c
\]  

For proper operation of the system (high reliability and low percentage of nulls) the uncertainty parameter should be in the range

\[
0 < k_1 < k_c
\]  

For convenience let us define a normalized uncertainty parameter

\[
\alpha = \frac{k_1}{k_c}
\]  

Then

\[
P_e = \frac{1}{2} \left\{ 1 - \text{erf} \left[ \frac{\frac{5}{2}}{\sqrt{2}} (1 + \alpha) \right] \right\}
\]  

and

\[
u_0 = \frac{1}{2} \left\{ \text{erf} \left[ \frac{\frac{5}{2}}{\sqrt{2}} (1 + \alpha) \right] - \text{erf} \left[ \frac{\frac{5}{2}}{\sqrt{2}} (1 - \alpha) \right] \right\}
\]  

in which the proper range of operation is

\[
0 < \alpha < 1
\]  

Figure 2 shows the behavior of the system error probability and
**Figure 2**

Binary system error probability and null probability as a function of the uncertainty level, $\alpha$. 

The graph shows the separation function $\xi^2$ and the system error probability $P_e$ and null probability $u_0$ as functions of the normalized uncertainty parameter, $\alpha$. The lines represent different values of $\xi^2$: $\xi^2 = 1$, $\xi^2 = 2$, and $\xi^2 = 4$. The axes are logarithmic, with the y-axis showing $10^{-4}$ to $10^{-1}$ for system error probability and $10^{-3}$ to 0.5 for null probability, and the x-axis showing $0$ to $1.0$ for the normalized uncertainty parameter.
the null probability $u_0$ as a function of the normalized uncertainty parameter, $\alpha$, for fixed values of the separation function, $\xi^2$. One can conclude from the figure that for large values of the separation function the system error probability, $P_e$, decreases almost exponentially with an increasing null threshold, $\alpha$, while the system null probability, $u_0$, increases only linearly. For reasonable large values of the separation function, $\xi^2$, and for operation near the minimum error probability, $\alpha \approx 1$, suitable approximations are

$$P_e = \frac{1}{\sqrt{2\pi}} \frac{\exp \left[ -\frac{\xi^2 \cdot (1+\alpha)^2}{2} \right]}{\xi(1+\alpha)}$$  \hspace{1cm} (61)$$

and

$$u_0 = \frac{1}{2} \left\{ 1 - \sqrt{\frac{2}{\pi}} \xi(1 - \alpha) \right\}$$  \hspace{1cm} (62)$$

These equations indicate that for values of the normalized uncertainty parameter close to unity and for large values of the separation function, small changes in $\xi^2$ result in a considerable improvement in the reliability of the communication system while the increase in the percentage of nulls is negligible.

To relate these results to the noise in the system consider the case in which the demodulated noise power spectrum is such that the noise density increases with increasing frequency.
The importance of this case is discussed in Section I. Figures 3 and 4 show the behavior of the system for noise power density spectra

\((1 + 0.1 \sigma^2)\) and \((1 + 0.01 \sigma^2)\)

respectively, and for a fixed null level \(\alpha = 0.5\). For both cases best operation occurs when the separation is large (large average power, \(S^2\), long signal duration, \(T\)) since a great decrease in error probability is then obtained at the cost of only a modest percentage of nulls. However, note that the more non-white the noise, the more effective is an increase in signal duration over a corresponding increase in signal power. This is in contrast to the situation in which the interference is white, since then doubling the duration is just as effective as doubling the power.
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BINARY SYSTEM ERROR PROBABILITY AND NULL PROBABILITY AS A FUNCTION OF DECISION TIME
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BINARY SYSTEM ERROR PROBABILITY AND NULL PROBABILITY AS A FUNCTION OF DECISION TIME
IV. MULTISIGNAL SYSTEM

It has previously been shown\(^1\) that transmission of a message of a bits can be near optimally achieved by coding it as one signal of a properly generated time-limited signal set, \(s_i(t)\), \(i = 1, 2, 3, \ldots, 2^m\), using orthogonal or binary digit representations corresponding to orthogonal or binary digit codes. A brief summary of previous results is given in Section I. As has been demonstrated, the key parameters for these types of codes are the separation functions given in Equations (43) and (50). When uncertainty region reception is introduced at the receiver, the uncertainty function becomes another key parameter. Relation (44) defines the uncertainty function in orthogonal signal coordinates. The purpose of this section of the report is to obtain general expressions for the performances of the multisignal systems in terms of these parameters, and the evaluate specific cases which permit an engineering comparison of the relative merits.

A. General Relations

One can introduce the concept of a critical value of the uncertainty parameter for these codes in a manner similar to that for binary case - namely, it will be defined as that value of the uncertainty parameter corresponding to the maximum detection error. Using standard methods, this critical value is found to be
Normalizing with respect to this critical value

\[ a_{ij} = \frac{k_1}{k_{ci,j}} \]  

(64)

the expression for the binary detection error probability becomes

\[ P_{ij} = \frac{1}{2} \left\{ 1 - \frac{\xi_{ij}(1 + a_{ij})}{\sqrt{2}} \right\} \]  

(65)

The corresponding expression for the binary null probability is

\[ u_{ij} = \frac{1}{2} \left\{ \chi \left[ \frac{\xi_{ij}(1 + a_{ij})}{\sqrt{2}} \right] - \chi \left[ \frac{\xi_{ij}(1 - a_{ij})}{\sqrt{2}} \right] \right\} \]  

(66)

Note that \( \xi_{ij} \) and \( a_{ij} \) depend on the separation between the two signals being considered. For two particular signals, if the null level, \( k_1 \), is fixed then \( \{a_{ij}\} \) are fixed. Systems using variable \( k_1 \) will be discussed in connection with receiver implementation problems. The proper range of operation is, of course,

\[ 0 < a_{ij} < 1 \]

As might be expected from an examination of the non-uncertainty region systems, an exact expression for the system error probability is difficult to obtain because the values of
$P_{ij}$ are not independent. Using the procedure of [1] a pessimistic expression can be obtained for the cases in which orthogonal digit coding is used. Let $\gamma_0$ be the number of code words of weight $\omega$.

Defining

$$e_{\omega} = \frac{\omega^{\text{ST}}}{\sum_{k=1}^{\omega} a_k^2}$$

and

$$P_\omega = \frac{1}{2} \left[ 1 - \# \left( \frac{e_\omega}{\sqrt{2}} \right) \right]$$

then

$$P_c \leq 1 - \prod_{\omega=0}^{u} (1 - P_\omega)^{\gamma_0}$$

A corresponding pessimistic expression for the system null probability is

$$u_0 \leq [u_{ij}]_{\text{max}}$$

$$\leq \frac{1}{2} \left\{ \# \left[ \frac{e_{\text{max}}}{\sqrt{2}} (1 + a_{\text{max}}) \right] - \# \left[ \frac{e_{\text{min}}}{\sqrt{2}} (1 - a_{\text{max}}) \right] \right\}$$

in which

$$e_{\text{max}} = e_{\omega} |_{\text{max}}$$

$$e_{\text{min}} = e_{\omega} |_{\text{min}}, \; \omega \neq 0$$
and

\[ q_{\text{max}} = q_{ij} \quad \text{all } i, j \neq j \]

B. Comparison of Performance

The performances of systems using the minimax, equal separation, and equidistant codes will be evaluated under the assumption that the additive colored noise in the system has a demodulated power density spectrum which is an increasing function of frequency. As previously shown, with the detector selecting the signal corresponding to the largest posterior probability \( p(s_i/y) \), the orthogonal digit codes yield lower probabilities of error than binary codes, all other conditions remaining the same.

With a noise power density spectrum as given by relation (23), adjustment of the ratio \( B/A \) corresponds to adjusting the effective bandwidth of the signals. When \( B/A \) is small, the noise is closer to being white noise and the signals designed will have a greater bandwidth. When \( B/A \) is large, the noise is heavily colored and the designed signals will have a narrow bandwidth. If the bandwidth of the system is large, it is better to use more complicated signal forms (i.e., the equal separation code). On the other hand, if the bandwidth of the system is small, the use of the minimax code is indicated. The reason for this is that the higher ordered eigenfunctions from which the higher
ordered digits are generated have greater noise associated with them. The specific variances are given by relation (30). When the noise is highly colored, the noise increases almost with the square of the order of the digit, so that it is better to use fewer digits - i.e., the minimax code. On the other hand, when more digits can be used, the equal separation code is better.

To evaluate the performance of uncertainty region reception systems using the minimax, equal separation, and equidistant codes described above, specific relations for error probability and null probability will now be derived.

1. Minimax Codes

The minimax code is the orthogonal digit analog of uncoded binary PCM. The structure of the code is such that the maximum detection error is minimized. The separation functions for this code are not all the same, but instead resemble the distances between uncoded binary words. Corresponding to the error probability of the m bit code, given by (16), (17), and (18) for normal reception, the error probability for uncertainty region reception is given by

$$P_e = 1 - (1 - P_1)^m$$ \hspace{1cm} (73)$$

in which

$$P_1 = \frac{1}{2} \left\{ 1 - \Phi \left[ \frac{5_1}{\sqrt{2}} (1 + \alpha_1) \right] \right\}$$ \hspace{1cm} (74)$$
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Performance of the minimax codes, when the noise power density spectrum is $(1 + 0.01 \omega^2)$. 
PERFORMANCE OF THE MINIMAX CODES, WHEN THE NOISE POWER DENSITY SPECTRUM IS \((1 + 0.0001 \omega^2)\)
A pessimistic expression for the null probability is

\[ u_0 \leq \frac{1}{2} \left\{ \frac{\sqrt{M}}{\sqrt{2}} (1 + a_1) - \frac{\sqrt{M}}{\sqrt{2}} (1 - a_1) \right\} \] (77)

These relationships are plotted in Figures 5 and 6 for the case in which the noise power density spectrum is \((1 + 0.01 \omega^2)\) and \((1 + 0.0001 \omega^2)\) respectively. Both the two bits per code word and the three bits per code are shown, each for two values of signal power. These curves correspond to holding \(a_1\) constant at 0.5. Comparisons of the performance of the minimax code with the other codes are given at the conclusion of this section.

2. **Equal Separation Codes**

The equal separation code is an orthogonal digit code with all separation functions equal and the sum of these separation functions as large as possible. For this code the separation function is
FIG. 7
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\[ q = \frac{2^{m-1} b^2 r}{\sum_{k=1}^{2^{m-1}-1} \sigma_k^2} \]  

(78)

\[ \alpha_e = \frac{k_1}{k_c} = \frac{k_1}{2q^2} \]  

(79)

\[ P_s = \frac{1}{2} \left\{ 1 - \text{erf} \left[ \frac{5e}{\sqrt{2}} (1 + \alpha_e) \right] \right\} \]  

(80)

and

\[ P_e \leq 1 - (1 - P_s)^{2^{m-1}} \]  

(81)

The pessimistic expression for the null probability reduces to

\[ V_0 \leq \frac{1}{2} \left\{ \text{erf} \left[ \frac{5e}{\sqrt{2}} (1 + \alpha) \right] - \text{erf} \left[ \frac{5e}{\sqrt{2}} (1 - \alpha) \right] \right\} \]  

(82)

These relations are shown in Figures 7 and 8 for the same conditions as previously given for the minimax code. Comparisons with other codes are made at the end of this section.

3. Equidistant Codes

The equidistant code is the binary digit analog of the equal separation code. For this code the separation function is
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\[ e_d^2 = \frac{2^{m-1} s^T}{(2^m-1) \tau_1^2} \]  
(83)

in which

\[ \tau_1^2 = \frac{(2^m-1) s^2 e^2}{\tau^2} + A^2 \]  
(84)

and

\[ \alpha_d = \frac{k_0}{2e_d} \]  
(85)

In terms of these parameters, the expressions for the system error probability and system null probability are analogous to those for the equal separation codes if \( \xi_0 \) is replaced by \( \xi_d \) and \( \alpha_0 \) by \( \alpha_d \). Figures 9 and 10 show the performance of this code for the same conditions as the other codes shown in Figures 5 to 8.

4. **Comparisons**

Figures 5 to 10 illustrate the performances of the minimax, equal separation, and equidistant codes when the interference is additive colored noise. Two specific noise power density spectra are considered \( (1 + 0.01 \omega^2) \) and \( (1 + 0.0001 \omega^2) \) respectively. For each code the two bits per code word and the three bits per code word cases are shown, each for two values of signal power. The normalized null level is held fixed at 0.5.

As can be seen from the figures, for high information rate and a noise power density spectrum that is far from white (this
corresponds to designing signals for a narrow bandwidth communication system), the minimax code performs best. For low information rate and a nearly white noise power density spectrum, the equal separation code is better.

In general, increasing the signal duration results in a much greater decrease in both the error and null probabilities than does increases in average power. This effect is particularly pronounced so far as the error probability is concerned if the uncertainty region is small.

Comparison of the equal separation code with the equidistant code shows the superiority of the former. This behavior may be generalized by comparing any given orthogonal digit code with its binary digit analog. In both cases the error probability and the null probability are the same functions of the corresponding separation and uncertainty parameters. However, the uncertainty parameters are the same but the separation functions differ. For fixed values of the system parameters, the separation function of the orthogonal digit code is always larger than the separation function of the corresponding binary digit code. Thus, for the same average power and noise conditions, a communication link using orthogonal digit coding is operating at an effectively greater signal-to-noise ratio than if a binary digit code were used.
V. SYSTEM DESIGN

To select the proper signalling alphabet for a given communication link, a flexible method of signal design is needed. Such a method, based on the utilization of a digital computer is considered below. This is followed by a discussion of various techniques for implementing an uncertainty-region-reception, orthogonal-digit-code receiver.

A. Signal Design

By means of a general purpose digital computer, one can select a near optimum choice of transmittible signals for a set of given design restrictions. To illustrate the technique consider a case in which the constraints on the design are the information rate in bits per second, average power, noise level in the channel, and the bandwidth. The bandwidth constraint is transferable into the choice of a noise power density spectrum -- i.e., into the selection of \( b \) based on the weighting function \( (1 + b^2 \omega^2) \). In terms of the absolute level \( (A^2 + B^2 \omega^2) \), the noise level of the channel gives the value of \( A^2 \), while the bandwidth constraint, \( b \), gives the ratio \( B/A \). Specifying both channel parameters hence determines both \( A \) and \( B \).

The iterative process is started by selecting a value for the signal duration, \( T \), such that \( 4\pi T/b \) is well above the Nyquist
rate. Several block codes are then generated by the computer, experience indicating that about 60 percent of the digits should be information digits and the rest parity check digits. The number of information digits selected will be based on the specified data rate and the duration of the signals. Those codes having the greatest Hamming distances are selected for further processing. From these code structures the corresponding separation functions are evaluated. This permits the evaluation of the performance of the codes when uncertainty reception is not used. From a specification on the percentage of nulls permitted, the corresponding reliability — i.e., error probabilities — can be determined. The code with the minimum error probability is tentatively selected as the best. If this performance is satisfying, this code represents a suitable solution. If not, or if a near optimum solution is desired, the process is repeated with other codes at other values of signal duration.

Since there is no strictly deterministic procedure for evaluating when the optimum solution is reached, it is possible to find that the specifications cannot be satisfied within a reasonable computation time. As a practical solution, the specifications should probably be relaxed, as they may be impossible to satisfy. When a code with the desired specifications is found, the corresponding signal set \( [s_1(t)] \) may be formally found by the
matrix operations,

\[ \mathbf{G} = \mathbf{MAE} \]  (86)

in which the elements of the column matrix \( \mathbf{G} \) are the members of the signal set. \( \mathbf{M} \) is the matrix corresponding to selected binary block code digits with 0 replaced by -1. This is a \( u \) by \( 2^m \) matrix, \( u \) being the number of digits per code word and \( m \) being the number of message bits. The matrix \( \mathbf{A} \) is a square diagonal matrix of size \( u \) by \( u \), the elements being

\[
\begin{align*}
    a_{ik} &= 0 & \text{for } i \neq k \\
    &= a_{kk} & \text{for } i = k
\end{align*}
\]

in which \( a_{kk} \) is given by relation (11). The \( \mathbf{E} \) matrix is a column matrix of \( u \) rows, the elements being the ordered set of eigenfunctions \( \{ \varphi_j(t) \} \).

For communication systems with variable interference conditions and an available feedback loop, sophisticated techniques can be used such as variable coding schemes. For example, the noise conditions in the channel can be estimated at the receiver and from these estimates the best code picked from the set of available codes. The transmitter is informed through the feedback channel to correspondingly change the transmission and the receiver is adjusted to receive the new alphabet. Thus, an
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...adaptive feature is incorporated into the system with considerable improvement in the performance of the communication system. At the other range of possibilities there is the simple discarding decision feedback techniques which have already been shown to be effective.

B. Implementation of the Uncertainty-Region-Received Receiver

To simplify the instrumentation of the uncertainty-region-reception receiver, it is desirable to employ orthogonal digit codes with matrix $A$ of equation (36) chosen to be a binary group code $b$ with all zeros replaced by minus ones. In group codes the distance in digits between any two code words is the same as the weight of the code word (number of ones in the code word) obtained by addition modulo two of the original two words. But since group codes are such that the addition modulo two of any two code words is another code word, the distance in digits between any two code words is the same as the weight of another code word. If one of the code words is the identity word, the distance in digits is the weight of that one of the two code words which is not the identity. For any particular code word the set of distances in digits of that code word from each of the other code words is thus the same as the set of weights of each code word.

Using the properties of group alphabets, one can replace
the decision process at the receiver by the following equivalent operation. Eliminate the identity signal from the signalling set, \( \{s_1(t)\} \), and form for the remaining \( 2^m - 1 \) signals the sums

\[
S_1 = \sum_{k=1}^{q} \frac{Y_k^m}{\sigma_k^2}
\]

in which the summation is performed only over the positive orthogonal digits of each signal. The simplified equivalent receiver prints the signal \( s_1(t) \) corresponding to the largest \( S_1 \) exceeding the threshold level, \( k_1/2 \). If none of the sums, \( S_1 \), exceeds the threshold level, a null is printed which may be removed by retransmission requested through the feedback channel.

The receiver can form the set of levels \( \{S_1\} \) by cross-correlating the set \( \{\frac{a_{jk}}{\sigma_k} \varphi_k(t)\} \) with \( y(t) \) for all \( k = 1, 2, 3, \ldots \), \( \varphi_k(t) \) the crosscorrelators are followed by sign inverters and \( (2^m-1) \) accumulators. The outputs of the accumulators are the desirable set \( \{S_1\} \). The suggested receiver circuit requires only \( m \) correlations. For instance, for minimax codes \( (2^m-1) \) are replaced by \( m \) correlations. The receiver may also be implemented using a bank of matched filters. Consider the set of functions, \( \{g_1(t)\} \), defined by

\[
g_1(t) = \sum_{k=1}^{q} \frac{a_{1k} \varphi_k(t)}{\sigma_k^2}
\]
in which summation is to be taken over positive digits only. Thus, to each $s_i(t)$ corresponds a specific $g_i(t)$. Equation (87) can then be replaced by

$$S_i = \int_{0}^{T} g_i(t)y(t) \, dt, \quad 0 \leq t \leq T \quad (89)$$

If a new set of functions is defined by

$$h_i(T-t) = g_i(t) \quad (90)$$

one can interpret equation (89) as representing linear filtering of $y(t)$ using filters with impulsive responses $h_i(t)$. Thus, alternately the set of detected levels $\{S_i\}$ necessary for the decision at the receiver can be obtained using a bank of linear filters.
VI. GEOMETRIC INTERPRETATION OF UNCERTAINTY REGION RECEPTION

Consider a u-dimensional system of rectangular coordinates.*

Corresponding to each pair of signals, such as \( s_i(t), s_j(t) \), define a fixed vector \( A_{ij} \), the projections of which on the coordinate vectors are of length

\[
\frac{s_{ik} - s_{jk}}{\sigma_k^2}, \quad k = 1, 2, 3, \ldots, u
\]

Corresponding to each received signal, \( y(t) \), define a vector \( Y \) such that the projections of the \( Y \)-vector on the coordinate vectors are of length \( y_k \), \( y_k \) being the \( k \)th coefficient of the orthogonal series expansion of \( y(t) \). Form the dot products

\[
(A_{ij}, Y)
\]

for all pairs of signals. If the dot product exceeds the uncertainty parameter \( k_1 \), \( s_i(t) \) is more likely the signal sent than \( s_j(t) \). If the absolute value of the dot product is less than \( k_1 \), no decision is made. If the dot product is less than \( k_1 \), \( s_i(t) \) is less likely the signal sent than \( s_j(t) \).

The set of inequalities corresponding to the uncertainty region reception decision rules can be interpreted as follows.

For any pair of signals \( s_i(t) \) and \( s_j(t) \) of the transmittible set,

* The \( u \)-dimensional Euclidean space
the u-dimensional space is divided into three distinct regions by two parallel (u-1)-dimensional hyperplanes normal to the vector \( A_{ij} \). The two hyperplanes are defined by equations

\[(A_{ij}', Y) = k_i \]  
and \[(A_{ij}', Y) = -k_i \]

respectively. The region between the two hyperplanes is the region of withheld decision. The region located on the far side of the hyperplane looking from the origin in the direction of orientation of the vector \( A_{ij} \) is the region of acceptance for signal \( s_i(t) \). The region located on the far side of the hyperplane looking from the origin in the direction opposite to the orientation of the vector \( A_{ij} \) is the region of acceptance for signal \( s_j(t) \).

Repeating the above procedure for the \( \binom{u}{2} \) possible pairs of signals of the transmittable set, the generated hyperplanes will enclose a polytope in the u-dimensional space. The interior of the polytope is the uncertainty region. To find the distances from the origin to the hyperplanes of the polytope one can use two methods: one is a direct extension of the geometrical analysis used in three dimensional spaces to the multidimensional space, the second one uses Lagrange's method of indeterminate multipliers. This latter technique is used in Appendix B. The distance from the origin to the hyperplane corresponding to signals \( s_i(t), s_j(t) \)
is found to be

\[ d_{ij} = \frac{k_i}{\sqrt{\sum_{k=1}^{u} \frac{(a_{1k}-a_{1k})^2}{\sigma_k^4}}} \]  

(94)

The distances between the corresponding two parallel hyperplanes at the uncertainty-region boundaries is \( 2d_{ij} \).

For orthogonal digit codes the distance from the origin to the hyperplane reduces to

\[ d_{ij} = \frac{k_i}{\sqrt{\sum_{k=1}^{u} \delta_{ijk} \sum_{k=1}^{u} \sigma_k^2}} \]  

(95)

in which \( \delta_{ijk} \) is zero if the signs of the corresponding orthogonal digits \( a_{ik}, a_{jk} \) are the same and unity if the signs differ.

\[ \lambda = \sum_{k=1}^{u} \delta_{ijk} \]  

(96)

as before.

For the minimax code, \( u = m \) and \( \lambda \) ranges from 1 to \( m \).

For the equal separation code, \( u = 2^m - 1 \), and \( \lambda \) is \( 2^m - 1 \) for all pairs of signals. In this case
Note that the members of the set of variances, \( \{ \sigma_k^2 \} \), are not all equal, but depend on the pair of signals being considered. Thus, for the equal separation code, though all the separations are equal, the distances to the hyperplanes enclosing the polytope of the uncertainty region are unequal. Equality can be achieved only by varying the uncertainty parameter \( k_1 \) with the resulting complications in the processing of signals at the receiver. For the equidistant code not only are the separation functions equal but also the distances to the hyperplanes enclosing the polytope of the uncertainty region are equal. The expression for the distance, \( d_{ij} \), reduces in this case to

\[
d_{ij} = d = \frac{k_1}{\left[ \frac{2^{n+1} \epsilon_T}{(2^n-1) \tau_i^2} \right]^{\frac{1}{2}}} \tag{98}
\]

in which \( \tau_i^2 \) is the lowest eigenvalue corresponding to a signal duration \( \frac{T}{2^n-1} \).

The processing of the signals at the receiver can be interpreted in terms of the geometric model as follows. If the tip of the received vector \( Y \) falls inside the uncertainty region polytope,
a null decision is made. This decision could later be replaced by information received by repetition requested by means of a feedback channel. If the tip of the received vector $T$ falls outside the uncertainty region polytope, the signal corresponding to the largest distance of its hyperplane to the tip of vector $T$ is considered the most likely signal sent.
APPENDIX A

Background: Detection of Signals in Colored Noise

In a broad sense, a receiver is a computer — albeit in many cases a fairly simple analog computer. From the incoming signal, $y(t)$, the receiver calculates which of the possible transmitted signals $[s_1(t)]$ is most likely the signal sent. Formally, the receiver may be considered to evaluate the a posteriori probabilities $[p[y(t)/s_1(t)]]$ for each possible transmitted signal. Single-valued functions of these a posteriori probabilities may actually be present in the receiver as voltage levels. For completely automatic operation these voltage levels are compared with preset thresholds or each other as a means of deciding the most likely signal sent. Alternatively, the voltage levels can be presented to an operator for final decision. The choice of the preset threshold levels depends on a priori signal probabilities, relative costs of making errors, and value judgements. For example, threshold levels can be used which correspond to minimum error probability.

When the noise is additive, the conditional probabilities $[p[y(t)/s_1(t)]]$ are simply the probabilities that interference had the waveforms $[n_1(t)]$ in which

$$n_1(t) = y(t) - s_1(t)$$
The most likely interference waveform corresponds to the most likely signal. To determine the most likely interference waveform, the possible signals and the received signal are sampled at instants of time $t_\Delta$ apart such that there are $N$ samples of the signal duration $T$. The channel is considered distortionless so that the $k^{th}$ sample of the transmitted signal causes the $k^{th}$ sample of the received signal. If $s_{ik}$ is the value of $s_i(t)$ at $t = kt_\Delta$ and $y_{tk}$ is the value of $y(t)$ at $t = kt_\Delta$, then

$$p[y(t)/s_i(t)] = \lim_{t_\Delta \to 0} p[y_{t_1}, y_{t_2}, \ldots, y_{t_N}; s_{i1}, s_{i2}, \ldots, s_{iN}]$$

is the same as expecting the interference to have the sampled values

$$n_{i1} = y_{t_1} - s_{i1}$$
$$n_{i2} = y_{t_2} - s_{i2}$$
$$n_{iN} = y_{t_N} - s_{iN}$$

Note that this procedure is satisfactory if the total noise power is finite. If the total noise power is not finite, the "samples" become the integrated values of the signals over each duration $t_\Delta$. Alternatively, the noise power spectrum can be truncated at some high frequency $f$ and then as $t_\Delta \to 0$,

$$f = \frac{1}{t_\Delta} \to \infty.$$
When the interference is white gaussian noise the sampled values of the interference are independent and the analysis is simplified. In this case the joint probability density that the sampled values of the noise are \( n_{11}, n_{12}, \ldots, n_{1k}, \ldots, n_{1N} \) can be written as the product of the individual or marginal probabilities. Thus

\[
p(n_{11}, n_{12}, \ldots, n_{1N}) = p(n_{11})p(n_{12}) \cdots p(n_{1N})
\]

in which

\[
p(n) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-n^2/2\sigma^2} \quad , \quad f = \frac{1}{f_0}
\]

since \( p(n) \) has a gaussian distribution and the noise power per unit bandwidth is \( \sigma^2 \). The remainder of the procedure for determining the optimum receiver is straightforward. Note that

\[
p(n_{11}, n_{12}, \ldots, n_{1N}) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-1/2\sigma^2} \sum_{k=1}^{N} n_{1k}^2
\]

is such that the values of the noise samples appear only in the exponent

\[-\frac{1}{2\sigma^2} \sum_{k=1}^{N} n_{1k}^2\]
This exponent corresponds to

\[- \frac{1}{2\sigma^2} \sum_{k=1}^{N} (y_{tk} - s_{tk})^2\]

or in the limit, as \( t_\Delta = \frac{1}{T} \to 0 \), to

\[- \frac{1}{2\sigma^2} \int_{0}^{T} [y(t) - s_1(t)]^2 \, dt\]

in which \( T \) is the duration of the signals.

If the terms are multiplied out

\[- \frac{1}{2\sigma^2} \left[ \int_{0}^{T} y^2(t) \, dt - 2 \int_{0}^{T} y(t)s_1(t) \, dt + \int_{0}^{T} s_1^2(t) \, dt \right]\]

and the first term is discarded as being common to all signals, while the last term is discarded since the value is known before any signal has been received. The result (eliminating the scale factor \( 1/\sigma^2 \))

\[\int_{0}^{T} y(t)s_1(t) \, dt\]

gives the quantities the receiver should compute for each received signal.
Letting \( f_i(t) = s_i(t) \) the result is that for optimum detection the received signal \( y(t) \) should be correlated with each \( f_i(t) \) and the outputs of the correlators (or the equivalent) be used to decide which signal was sent. For the case in which the interference is white noise, \( f_i(t) \) is the same as the corresponding signal \( s_i(t) \). As will be seen, for the colored noise case the optimum receiver is similar, but \( f_i(t) \) will not only include the signal structure, but the noise structure as well.

When the interference is colored noise the joint probability \( p(n_{11}, n_{12}, \ldots, n_{MN}) \) cannot be written as the product of the marginal probability \( p(n) \) because the noise is no longer independent from one sample to another. The fact that the noise is gaussian can be directly applied by using the \( R^{th} \) order joint gaussian distribution. The procedure is algebraically complex but the difficulties are not insurmountable. To reduce this complexity matrix notation will be used.

The joint gaussian distribution is not readily written in terms of the corresponding power density spectrum, but rather in terms of the autocorrelation function. Let \( R(\tau) \) be the autocorrelation function of the noise — i.e., the Fourier transform of the noise power density spectrum. Let \( R \) be the matrix
\[
R = \begin{bmatrix}
R_{11} & R_{12} & \cdots & R_{1N} \\
R_{21} & R_{22} & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
R_{N1} & \cdot & \cdots & R_{NN}
\end{bmatrix}
\]

in which \( R_{nn} = R(\omega t_\Delta - nt_\Delta) \). Let \( \lambda \) be the inverse of \( R \). The joint noise distribution is given by

\[
p(n_1, n_2, \ldots, n_N) = \frac{1}{(2\pi)^{N/2}|\lambda|^{1/2}} \exp\left\{-\frac{1}{2} \sum_{m=1}^{N} \sum_{n=1}^{N} \lambda_{mn} n_m n_n\right\}
\]

in which \( |\lambda| \) is the determinant corresponding to \( \lambda \).

If, as for the case in which the interference was additive white noise, it is noted that the probability is single-valued dependent on the exponent, it follows that the receiver need only evaluate

\[
-\frac{1}{2} \sum_{m=1}^{N} \sum_{n=1}^{N} \lambda_{mn} n_m n_n \text{ for each } i.
\]

Since the noise is additive, this is the same as

\[
-\frac{1}{2} \sum_{m=1}^{N} \sum_{n=1}^{N} \lambda_{mn} (y_{tm} - s_{im})(y_{tn} - s_{in})
\]
or
\[- \frac{1}{2} \sum_{m=1}^{N} \sum_{n=1}^{N} \lambda_{mn}(y_{tm}y_{tn} - y_{tm}^s y_{tn}^s) \]

The first term is independent of the signal, \( s_i(t) \), and can thus be discarded. The last term is a priori known before any signal has been received. It can therefore be included in the decision thresholds and need not be recalculated each time a signal is received. In addition, \( \lambda_{mn} = \lambda_{nm} \), and thus

\[\sum_{m=1}^{N} \sum_{n=1}^{N} \lambda_{mn} y_{tm}^s y_{tn}^s = \sum_{m=1}^{N} \sum_{n=1}^{N} \lambda_{mn} y_{tn}^s y_{tm}^s\]

Hence the receiver need only compute the test statistics

\[\sum_{m=1}^{N} \sum_{n=1}^{N} \lambda_{mn} y_{tm}^s y_{tn}^s \text{ for each } i\]

By letting

\[f_{im} = \sum_{n=1}^{N} \lambda_{mn} y_{tn}^s\]

the test statistics become

\[\sum_{m=1}^{N} f_{im} y_{tm}\]

or as \( t_{\Delta} \rightarrow 0, N \rightarrow \infty\)
The result for colored noise is similar to that obtained for white noise -- namely, that correlation detection is optimum. Instead of the locally generated signals at the receiver being the same as the signals sent

\[ f_i(t) = s_i(t) \quad \text{for each } i, \]

it is determined from the sampled values

\[ f_{im}(t) = \sum_{n=1}^{N} \lambda_{nm} s_{in} \]

To determine a more suitable relation for \( f_i(t) \) note that the above expression represents a set of linear algebraic equations for \([f_{i1}, f_{i2}, ..., f_{iN}]\) in terms of \([s_{11}, s_{12}, ..., s_{1N}]\).

Solving this set of equations for the sampled values of \( s_i(t) \) gives

\[ s_{in} = \sum_{m=1}^{N} R_{nm} f_{im} \]

or in the limit as \( t_\triangle \to 0, N \to \infty, \)
\[ s_1(t) = \int_{0}^{T} R(t-\tau) f_1(\tau) \, d\tau \]

in which the sampled values of \( f_1(\tau) \) are proportional to the
samples \( f_{in} \). This is the basic equation from which \( f_1(t) \) is deter-
mined. As an example, when the noise is white, \( R(\tau) \) is a delta
function

\[ R(\tau) = 2\sigma^2 \delta(\tau) \]

Thus

\[ s_1(t) = 2\sigma^2 f_1(t) \]

or, neglecting the scale factor

\[ f_1(t) = s_1(t) \]

To design an optimum receiver it is necessary to solve
the integral equation

\[ s_1(t) = \int_{0}^{T} R(t-\tau) f_1(\tau) \, d\tau \]

for the waveforms \( f_1(t) \). Once these waveforms are known the re-
ceived signal is correlated (or an equivalent operation is per-
formed) with each \( f_1(t) \) and the outputs of the correlators are
compared.
To determine \( f_1(t) \), a procedure can be used which is similar to that used in solving ordinary differential equations. The homogeneous integral equation

\[
\sigma^2 \varphi(t) = \int_0^T R(t-\tau) \varphi(\tau) \, d\tau
\]

is solved for first. This equation has the trivial solution \( \varphi(t) = 0 \). It also has nontrivial solutions for certain definite values of \( \sigma^2 \). Each value of \( \sigma^2 \) for which there is a nontrivial solution is called an eigenvalue, and the corresponding function \( \varphi(t) \) is called an eigenfunction.

The solutions have the same character as those of an ordinary differential equation plus boundary conditions. For example, consider the ordinary differential equation

\[
\frac{d^2y(t)}{dt^2} + \omega^2 y(t) = 0
\]

This has the trivial solution \( y(t) = 0 \). It has the general nontrivial solution

\[
y(t) = A \cos \omega t + B \sin \omega t
\]

in which \( A \) and \( B \) are arbitrary, and \( \omega \) can be any constant. If,
however, we impose the boundary conditions

\[ y(0) = 0 \]
\[ y(1) = 0 \]

then the solution becomes

\[ y(t) = R \sin \pi n t \]

Thus, only if the constant \( \omega \) equals \( \omega_n \) for \( n = 0, 1, 2, \ldots \) is there a nontrivial solution to the differential equation which also satisfies the boundary conditions. These values of \( \omega \) for which a nontrivial solution exists are called eigenvalues and the corresponding functions are called eigenfunctions.

A homogeneous ordinary differential equation with boundary conditions can be converted to an integral equation. For example, consider the above differential equation with the boundary conditions. This corresponds to the integral equation

\[ \omega^2 y(t) = \int_0^T K(t, \tau) y(\tau) \, d\tau \]

in which \( K(t, \tau) \), the kernel, is

\[ K(t, \tau) = (1 - t) \tau \quad 0 \leq \tau \leq t \leq 1 \]

\[ = t(1 - \tau) \quad 0 \leq t \leq \tau \leq 1 \]
Because of the relation between integral and differential equations, one valuable technique for solving integral equations is to determine the corresponding differential equation.

This correspondence suggests, as is true, that the solutions to the homogeneous integral equation are orthogonal. For convenience, consider the solution corresponding to the lowest value of \( c^2 \) to be the first eigenfunction, the next lowest, the second eigenfunction, and so on. The orthogonal property makes it easy to expand the signal waveforms in terms of these functions. Letting

\[
x_1(t) = \sum_{n=1}^{\infty} C_n \varphi_n(t)
\]

since the \( \{\varphi_n(t)\} \) are orthogonal

\[
C_n = \frac{\int_{0}^{T} x_1(t) \varphi_n(t) \, dt}{\int_{0}^{T} \varphi_n^2(t) \, dt}
\]

If the eigenfunctions are normalized so that

\[
\int_{0}^{T} \varphi_n^2(t) \, dt = 1 \quad \text{for all } n
\]
then

\[ C_n = \int_0^T s_1(t)\varphi_n(t) \, dt \]

To solve the integral equation

\[ s_1(t) = \int_0^T H(t-\tau)f_1(\tau) \, d\tau \]

\( s_1(t) \) is expanded using this orthogonal set

\[ s_1(t) = s_{11}\varphi_1(t) + s_{12}\varphi_2(t) + \ldots + s_{1k}\varphi_k(t) + \ldots \]

in which

\[ s_{1k} = \int_0^T s_1(t)\varphi_k(t) \, dt \]

and a series solution is sought for \( f_1(t) \) of the form

\[ f_1(t) = F_{11}\varphi_1(t) + F_{12}\varphi_2(t) + \ldots + F_{1k}\varphi_k(t) + \ldots \]

The \( k^{th} \) coefficient of this expansion, \( F_{1k} \), can be found by multiplying both sides of the integral equation by \( \varphi_k(t) \) and then integrating from 0 to \( T \) with respect to \( t \). The result is
\[ f_{1k} = \frac{s_{1k}}{\sigma_k^2} \]

Thus

\[ f_1(t) = \sum_{k=1}^{\infty} \frac{s_{1k}}{\sigma_k^2} \varphi_k(t) \]

One method of correlating the received signal \( y(t) \) with \( f_1(t) \) is shown in Figure A-1. Each voltage divider is set to correspond to a coefficient of the expansion -- i.e., the \( k^{th} \) divider corresponds to the factor \( s_{1k}/\sigma_k^2 \). Since \( \sigma_k^2 \) is greater for larger values of \( k \), the contribution to the sum for large \( k \) is usually small. Thus a near optimum practical system need not require a great many correlators and dividers.

Another important point to note that the \( k^{th} \) component of the output sum is proportional to

\[
\int_{0}^{\infty} s_1(t) \varphi_k(t) \, dt + \int_{0}^{\infty} n(t) \varphi_k(t) \, dt
\]

The first term is the mean output, the second the effect of the noise. Since \( n(t) \) is gaussian, the noise present in each component of the output sum, and hence in the sum itself, is also gaussian. Moreover, the noise present in each component is independent of the noise in any of the other components -- i.e., the
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cross-correlation is zero.

\[
< \int_0^T n(t)\varphi_j(t) \, dt \int_0^T n(\tau)\varphi_k(\tau) \, d\tau >
\]

\[
= \int_0^T \int_0^T < n(t)\varphi_j(t) \varphi_k(\tau) > \, dt \, d\tau
\]

\[
= \int_0^T \int_0^T \rho(t-\tau)\varphi_j(t)\varphi_k(\tau) \, dt \, d\tau
\]

\[
= \int_0^T \varphi_j(t) \, dt \int_0^T \rho(t-\tau)\varphi_k(\tau) \, d\tau
\]

\[
= \sigma_k^2 \int_0^T \varphi_j(t)\varphi_k(t) \, dt
\]

\[
= 0
\]

To gain further insight into the problem of detecting signals in colored noise, consider the problem independently of the previous analysis. In the previous approach the likelihood ratio was based on the values attained by the received signal \( y(t) \) at intervals \( t_\Delta \) apart. The fact that the noise was correlated led
to difficulties because the noise at these sampled times were not independent.

One useful suggestion is to find a set of observable coordinates \( y_k \) that are uncorrelated but can be generated from the received signal \( y(t) \) by linear operations. This corresponds to the general type of receiver shown in Figure 4-2. To determine the linear circuits, note that we desire to have

\[
y(t) = \sum_{k} y_k \phi_k(t)
\]

in which, for convenience, the set \( \phi_k(t) \) is orthonormal with respect to the interval \( 0 \leq t \leq T \). This permits the coordinates (or coefficients) \( y_k \) to be computed from

\[
y_k = \int_{0}^{T} \phi_k(t)y(t) \, dt
\]

The functions \( \phi_k(t) \), however, have exactly the same properties as the orthogonal set \( \phi_k(t) \),

\[
\phi_k(t) = \phi_k(t)
\]

This approach thus leads to the same result as that based on directly observing the received signal. Note that the linear circuits of the optimum receiver can be matched filters in which
the impulsive responses are matched to \([r_1(t)]\). This is analogous to the case in which the noise is white and the filters are matched to \([s_1(t)]\). The circuit shown in Figure A-1 is simply one way of synthesizing the matched filters.
APPENDIX B

Distances from the Origin of the \( u \)-dimensional Subspace to the Hyperplanes of the Uncertainty Region Polytope

Consider the \( u \)-dimensional vector \( Y \) specified by its \( u \) orthogonal projections \((y_1, y_2, \ldots, y_u)\). This vector starts at the origin and terminates on the surface of the hyperplane

\[
k_1 = (A_{ij}, Y)
\]  \hspace{1cm} (B-1)

Thus, determination of the distance from the origin to the hyperplane defined by equation (B-1) reduces to minimization of the length of vector \( Y \)

\[
L(Y_1, Y_2, \ldots, Y_u) = \sqrt{\sum_{k=1}^{u} y_k^2}
\]  \hspace{1cm} (B-2)

subject to the constraint expressed by

\[
\sum_{k=1}^{u} \frac{y_k (a_{ik} - a_{jk})}{\sigma_k} = k_1
\]  \hspace{1cm} (B-3)

Equation (B-3) corresponds to equation (B-1) with the dot product of the two vectors expressed in terms of their orthogonal projections. Using Lagrange's method of multipliers, the minimization of \( L(y_1, y_2, \ldots, y_u) \) is desired subject to the condition

\[
f(y_1, y_2, \ldots, y_u) = \sum_{k=1}^{u} \frac{y_k (a_{ik} - a_{jk})}{\sigma_k} - k_1
\]  \hspace{1cm} (B-4)
This reduces to the solution of \((u+1)\) equations

\[
\frac{\partial L}{\partial y_1} + \lambda_1 \frac{\partial f}{\partial y_1} = 0 \\
\frac{\partial L}{\partial y_2} + \lambda_1 \frac{\partial f}{\partial y_2} = 0 \\
\vdots \\
\frac{\partial L}{\partial y_u} + \lambda_1 \frac{\partial f}{\partial y_u} = 0
\]

(B-5)

and \(f(y_1, y_2, \ldots, y_k, \ldots, y_u) = k_1\) \(\quad \text{(B-6)}\)

in which the set \([y_k]\) is now the set of solution values and \(\lambda_1\) is the undetermined multiplier. Consider a typical term, \(y_k\), then

\[
\frac{\partial L}{\partial y_k} = \frac{y_k}{\sqrt{\sum_{k=1}^{u} y_k^2}}
\]

(B-7)

and

\[
\frac{\partial f}{\partial y_k} = \frac{a_{ik} - a_{jk}}{\sigma_k^2}
\]

(B-8)

Using equations (B-5), (B-7), and (B-8), we obtain
\[
\frac{y_1}{\sqrt{\sum_{k=1}^{n} y_k^2}} = -\frac{\lambda_1(a_{i1}-a_{j1})}{\sigma_i^2}
\]
\[
\vdots
\]
\[
\frac{y_k}{\sqrt{\sum_{k=1}^{n} y_k^2}} = -\frac{\lambda_1(a_{i1}-a_{jk})}{\sigma_k^2}
\]
\[
\vdots
\]
\[
\frac{y_u}{\sqrt{\sum_{k=1}^{n} y_k^2}} = -\frac{\lambda_1(a_{iu}-a_{ju})}{\sigma_u^2}
\]

Multiplying both sides of equations (B-9) by \(y_1, y_2, \ldots, y_u, \ldots, y_k\), summing both sides, it is found that

\[
d_{ij} = \sqrt{\sum_{k=1}^{n} y_k^2} = -\lambda_1 k_1 \tag{B-10}
\]

Similarly, squaring both sides of equations (B-9), summing both sides, we obtain

\[
l = \lambda_i \sum_{k=1}^{n} \frac{(a_{ik}-a_{jk})^2}{\sigma_i^2} \tag{B-11}
\]

From equations (B-10) and (B-11) it follows that
This result could have been obtained using a geometric method.

The distance from the origin to the hyperplane defined by equation (B-3) is the length of the projection of vector $Y$ on the vector $A_{1j}$. This is true because both vectors terminate on the hyperplane and the vector $A_{1j}$ is normal to the hyperplane. Thus, the distance is

$$d_{1j} = \frac{(A_{1j}, Y)}{|(A_{1j}, A_{1j})|^\frac{1}{2}}$$  

Using equation (B-3) and the analytic expression for $(A_{1j}, A_{1j})$, equation (B-15) reduces to equation (B-12).
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This report considers an efficient method for utilizing the redundancy of the transmittable language to improve the reliability of a digital communication system disturbed by additive non-white gaussian noise. Namely, the reliability of digital systems using orthogonal and binary digit codes is improved by introducing an uncertainty region at the receiver. This method is an extension and generalization of null-zone reception previously applied to the improvement of binary transmission in the presence of white gaussian or peak-limited noise. It is shown that, by permitting a small percentage of nulls to be printed, considerable improvement in reliability is achieved. In addition, it is shown that communication links using orthogonal digit coding afford greater reliability than corresponding links using binary digit coding. Performance results are given for several different codes for the case in which the demodulated gaussian noise power density spectrum increases with increasing frequency. Such a noise power density spectrum acts as a weighting function which confines the generated signals to the available band of frequencies. A geometric interpretation of the results is given in terms of n-dimensional Euclidean space. Applications to feedback systems will be discussed in a future report.
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