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This thesis is concerned with the application of cross-correlation techniques to linear antenna arrays. The basic cross-correlation system, which is considered, consists of two linear receiving arrays excited by a distribution of remote radio sources. The terminal voltage of each array is passed through a narrow-band RF filter and the two resulting signals are cross-correlated. It is demonstrated that this system can measure the mutual coherence function of the source distribution. To do this the patterns of the two antennas must be scanned independently. A Fourier analysis shows that the cross-correlation system's output is a filtered version of the mutual coherence function. From this output a three-dimensional principal solution can be deduced; it is a generalization of the one-dimensional principal solution given by Bracewell and Roberts in connection with radio astronomy.

In addition to cross-correlating the voltages obtained from two distinct arrays one can perform a cross-correlation of signals obtained from one of the arrays. By dividing the signal from each element into two parts (with predetermined weighting), and by combining additively each set of signals, one obtains two output voltages from what are effectively two coincident arrays. These signals are then cross-correlated in the usual fashion. A similar cross-correlation can be performed on the voltages obtained from the other array of the system. Finally, a fourth cross-correlation function results when the signals of the two arrays are combined in reverse order and it is the complex conjugate of the original cross-correlation function. These four distinct outputs are the elements of the 2 x 2 correlation matrix of the system. A Fourier analysis of the correlation matrix leads to a more general principal solution for the system as a whole which yields considerably more information about the source
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1. INTRODUCTION

The concept of correlation has been used to advantage for many years in various branches of mathematical science. It is basically a statistical concept and such well-known statisticians as Karl Pearson\(^1\) and A. A. Chuprov\(^2\) have employed it extensively in their work. For example, Pearson defined the correlation coefficient of two sets of numbers \(x_{-n'}, x_{-n+1}, \ldots, x_{n-1}, x_n\) and \(y_{-n'}, y_{-n+1}, \ldots, y_{n-1}, y_n\) to be

\[
r = \frac{\sum_{i=-n}^{n} x_i y_i}{\sqrt{\sum_{i=-n}^{n} (x_i)^2} \sqrt{\sum_{i=-n}^{n} (y_i)^2}}
\]

which is the cosine of the angle in \(2n+1\)-space between the two vectors \(X\) and \(Y\).

If the elements of \(X\) and \(Y\) are samples of a time sequence, it is of interest to obtain a correlation coefficient between the two sequences when one of them is shifted in time, time being represented by the index of the correlated data. Hence we can write

\[
r_k = \lim_{n \to \infty} \frac{1}{2n+1} \sum_{\ell=-n}^{n} x_\ell y_{\ell-k}.
\]

If the values \(x_k\) and \(y_k\) are complex, we modify the above expression as follows

\[
r_k = \lim_{n \to \infty} \frac{1}{2n+1} \sum_{\ell=-n}^{n} x_\ell y_{\ell-k}^*.
\]
where the superscript $^*$ indicates the complex conjugate of the quantity.

The above expression, as a function of the index $k$, is the cross-correlation between the two time series $X$ and $Y$. It is a simple step to the generalization of these discrete time series to continuous ones and the resulting cross-correlation function for the continuous case is

$$R(\tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} x(t) y^*(t-\tau) \, dt$$

where $\tau$ is the time delay of one function relative to the other. Norbert Wiener has made a thorough study of stationary time series and has shown that the methods of Fourier analysis can be carried over into the domain of such functions in spite of their statistical nature.

In the case of antennas the time series represent signals which originate from remote radio sources distributed in various directions. Consequently the cross-correlation function of a pair of signals should now be written as

$$T(\tau, u, v) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} V(t, u) V^*(t-\tau, v) \, dt$$

There are now two additional variables, $u$ and $v$, which represent the directions from which the signals originate.

There is a considerable literature on the subject of such spatio-temporal cross-correlation functions or mutual coherence functions as they are usually called, most of it having originated in optical studies. The mutual coherence function of two light disturbances is analogous to the cross-correlation function of two voltages. Complete correlation and
zero correlation correspond to coherence and incoherence respectively. More generally one speaks of partial coherence. Historically, the theory of partial coherence, according to Wolf, dates back to Verdet. More recent contributors have been Von Laue, Van Cittert, Zernike, Wolf, Blanc-Lapierre and Dumontet, Beran, and Parrent. Although developed primarily to describe optical phenomena, the theory of partial coherence can also be used to describe the correlation properties of radio fields.

It is the role of the receiving antenna to act as a device which responds to the fields from the remote radio sources. In many practical cases the antenna consists of a number of smaller elementary antennas, which are located on a straight line in space. Only such composite antennas, called linear arrays, will be considered in this thesis. They were chosen not only because they are widely used but because they lend themselves readily to mathematical analysis. In this connection the concept of the linear antenna array as a filter of spatial frequencies has become quite widespread in recent years. The definitive paper on the subject, by Bracewell and Roberts, appeared in 1954 in connection with radio astronomy. A remote source distribution (e.g., the extraterrestrial radio sources), can be analyzed as a function of direction by Fourier techniques to yield a spectrum of spatial frequency components. One can show that a finite antenna acts as a low-pass spatial frequency filter. In the time domain there is usually a narrow-band RF filter associated with the antenna. Thus the antenna can be thought of as a spatio-temporal filter of the incoming radio signals.

The basic cross-correlation antenna system consists of two antennas whose terminal voltages are cross-correlated. There are several techniques
to do this electrically\textsuperscript{19,20}. The first practical example of such a system appears to have been the Mill's Cross\textsuperscript{21} which consists of two long arrays intersecting at right angles. When the array voltages are cross-correlated with $\tau = 0$, the power pattern of the system is the product of the two field strength patterns of the arrays. This product pattern is practically zero except in the region where the fan-shaped beams of the two arrays intersect at right angles. This produces a pencil beam which is the same as that of the field strength pattern of a rectangular planar antenna whose dimensions are given by the lengths of the two arrays. Another well known example of this type of system is the Compound Interferometer\textsuperscript{22} in which a uniformly weighted linear aperture of length $L$ is placed adjacent to a simple two-element interferometer of the same length. The cross-correlation output (again with $\tau = 0$) yields a product pattern which is the same as the field strength pattern of a uniformly weighted linear aperture of length $4L$. Both of these systems are used in radio astronomy.

Taking inspiration from the success in this field, many workers have extended the use of cross-correlation techniques to radio direction finding, radar, and general communication antenna systems. Some of these contributors are: Arsac\textsuperscript{23}, Barber\textsuperscript{24,25}, Berman and Clay\textsuperscript{26}, Drane and Parrent\textsuperscript{27,28}, Hanbury Brown and Twiss\textsuperscript{29,30}, Linder\textsuperscript{31}, MacPhie\textsuperscript{32,33,34}, Pedinoff and Ksieniski\textsuperscript{35}, Price\textsuperscript{36}, Welsby and Tucker\textsuperscript{37}, White, Ball and Deckett\textsuperscript{38} and Young\textsuperscript{39}. Since some of the above investigators deal with single and multiple products of antenna voltages the resulting outputs no longer are related to inputs by the law of superposition. Consequently, the generic terms "nonlinear antenna systems" or "data processing antenna systems" have become associated with these various schemes.
In this thesis a general theory of mapping the mutual coherence function, \( T(T,u,v) \), of a distribution of remote radio sources is presented for the first time. Previous workers considered only the case of incoherent sources \(^{18}\) and zero time shift \((\tau=0)\). It will be shown that \( T(T,u,v) \) can be measured with a correlation antenna system whose two linear arrays are scanned independently. Four distinct outputs from the system are obtained. These four correlation functions are the elements of the correlation matrix of the system. A three-dimensional Fourier analysis shows that each of the system outputs is a filtered version of the mutual coherence function of the source distribution. The analysis is for a partially coherent distribution, but the limiting cases of complete coherence and incoherence are considered and are shown to give rise to special types of system outputs. Consequently, if one or the other of these types of outputs is observed in practice, one can infer that the source distribution is completely coherent or incoherent as the case may be. The problem of taking a finite time-average in measuring the correlation of signals is also considered.

It is shown that when one compares cross-correlation with conventional antenna systems the comparison should be made between the cross-correlated output of the former and the square-law detected output of the latter system. Indeed it is shown that the square-law detected output is a degenerate case of the correlation output. An example of the improvement obtainable by using the cross-correlation system is given for the case of the optimum Dolph-Chebyshev array design \(^{40}\).

The generalization of a two-antenna correlation system to one containing \( N \) antennas is analyzed. It is shown that such a system yields information about the higher order moments of the temporal probability distribution.
of the sources. The methods of Fourier analysis used in the single correlation case can be generalized to more dimensions in the multiple correlation case.

Finally, a new type of radar system employing cross-correlation is described and analyzed in detail. Just as a cross-correlation receiving system employs two antennas, the radar system uses two antennas for both transmitting and receiving, four antennas in all. It is shown that such a system has distinct advantages over conventional systems employing a single antenna. An improved Dolph-Chebyshev design becomes possible and interference noise can be suppressed. The system could also be used to determine possible correlation between the returns from various targets.
2. LINEAR ARRAY THEORY

A linear array consists of a number of elementary antennas which are colinear, i.e., are located on a straight line in space. If, as is customary, the array elements are identical, then the array's radiation pattern is factorable; it is the product of the element pattern and the pattern of the array when its elements are replaced by isotropic antennas. Consequently in linear array theory we need consider only arrays of isotropic antennas knowing that for any specific type of element, e.g., a half-wave dipole, we can obtain the actual array pattern by multiplying the element pattern by the pattern of the isotropic array. We should also note that the polarization response of the array is the same as that of its elements. Thus by removing the element factor we are reducing linear antenna array theory from a vector to a scalar formulation.

If the elements of an array of finite length are increased in number without limit and the element spacing approaches zero, we obtain a "continuous array", as opposed to the discrete array mentioned above. In what follows we will refer to both continuous and discrete arrays, whose elements are located on a straight line, simply as linear antennas.

Now as is shown in Figure 1, two linear antennas (with isotropic elements) are located on the x axis of a convenient coordinate system. One is of length $L_A$ and the other, located a distance $l$ to the right of the first, is of length $L_B$. It is well known that except for a constant factor, the far field patterns of the antennas $\lambda e^{jux}$ operating at frequency $\omega$ are given by

$$A(u) = \frac{1}{\sqrt{2\pi}} \int_{-L_A/2}^{L_A/2} a(x) e^{jux} dx$$  \hspace{1cm} (1)
\[ e(t, y) = v(t, y) e^{j\omega_0 t} \]

\[ a_0(t, u) \]

\[ b_0(t, v) \]

\[ f_A(t) \]

\[ F_A(\omega) \]

\[ f_B(t) \]

\[ F_B(\omega) \]

\[ a(t, u) \]

\[ b(t, v) \]

\[ R_{AB}(\tau, u, v) \]

\[ u \text{ or } v = \beta \sin \theta \]

**Figure 1.** The Two-Antenna Cross-Correlation System.
and

\[ B(u) = \frac{1}{\sqrt{2\pi}} \int_{-L_B/2}^{L_B/2} b(x) e^{jux} \, dx \]  

where \( u = \beta \sin \theta \),

\( \beta = \) phase constant,

\( \theta = \) angle measured from the normal to the antenna aperture,

\( x = \) aperture coordinate,

\( a(x) = \) antenna A's aperture weighting function,

\( b(x) = \) antenna B's aperture weighting function.

Note that the time-harmonic far fields are represented by complex quantities according to the usual convention. We will use this convention throughout the thesis for both fields and voltages. However, in cases where two voltages are being multiplied one must consider the product to be the product of two real quantities. The real part of the product of the corresponding complex voltages is not the same as the product of the real voltages. Consequently, in any case such as this, the notation "Re..." will be inserted to describe the operation precisely.

Since \( a(x) \) and \( b(x) \) are identically zero for \( |x| > L_A/2 \) and \( |x| > L_B/2 \) respectively, it can be seen from Equations (1) and (2) that \( A(u) \) is the Fourier transform of \( a(x) \), while \( B(u) \) is the Fourier transform of \( b(x) \). Consequently we can use the shifting theorem to show that if for example, \( a(x) \) is changed to \( a(x) e^{-jux} \), the pattern becomes

\[ A(u-u_s) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} [a(x) e^{-jux}] e^{jux} \, dx. \]  

(3)
The pattern can be shifted or scanned by introducing a progressive phase shift of \( \phi_s = B \sin \theta_s \) radians per meter across the aperture. This is called electrical scanning and will be the only type considered in this thesis.

It also follows that the inverse Fourier transforms of \( A(u) \) and \( B(v) \) are the weighting functions

\[
a(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} A(u) e^{-jux} \, du \tag{4}
\]

and

\[
b(y) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} B(v) e^{-jvy} \, dv \tag{5}
\]

It will be observed that these antennas are essentially "one-dimensional" since they are described by one-dimensional aperture and pattern functions.

In physical (three-dimensional) space the angle \( \theta = \text{constant} \) describes a cone whose apex is at the origin and whose axis is the \( x \) axis. When the antenna is receiving, all incident signals whose propagation vectors are parallel to any generator of this cone are indistinguishable by the antenna. Their phasor sum, as "seen" by the antenna, is taken as the field of "a source"

It should be noted that in practice, electrical scanning is complicated by a number of factors. For example, suppose the antenna is matched to the load when its pattern is beamed in the broadside direction \( (u = 0) \); then in order to scan the pattern to the \( u = v \) direction, a progressive phase shift, which of course changes the aperture's weighting function, must be introduced. This will, in general, result in a mismatch between the antenna and the load. The mutual impedance effects of the antenna elements also complicate the analysis of electrical scanning. Thus in Equation (3) we have hopefully assumed that these impedance problems have been solved and we can perform an ideal scan of the pattern in the \( u \) domain. However, when considered as a function of angle \( \theta \) the pattern becomes distorted when scanned.
in the $\theta = \text{constant direction}$. In addition, by thinking of $\mathbf{B}$ as the propagation vector $\mathbf{\hat{B}}$, which indicates the direction as well as the frequency of the signals, we see that $u = B \sin \theta$ is actually the three-dimensional scalar product of $\mathbf{\hat{B}}$ with a unit vector $\mathbf{\hat{x}}$ parallel to the antenna axis.*

$$u = \mathbf{\hat{B}} \cdot \mathbf{\hat{x}} = B \cos (\pi/2-\theta)$$

or

$$u = B \sin \theta . \quad (6)$$

The two-dimensional counterparts of linear antennas are planar antennas whose elements are located, for example, in the $z = 0$ plane of a cartesian coordinate system. The one-dimensional Fourier analysis of linear antennas can be extended to these two-dimensional antennas with the transform coordinates being given by $x, y$, and $u = B \sin \theta \cos \varphi$, $v = B \sin \theta \sin \varphi$. In this case the propagation vector can be represented as a point on a sphere whose coordinates are $(\mathbf{\hat{B}}, \theta, \varphi)$ and by analogy with the one-dimensional case we have

$$u = \mathbf{\hat{B}} \cdot \mathbf{\hat{x}} = B \sin \theta \cos \varphi , \quad (7)$$

$$v = \mathbf{\hat{B}} \cdot \mathbf{\hat{y}} = B \sin \theta \sin \varphi .$$

*In Appendix A is a more detailed account of the relation between the three-dimensional physical space and its projected counterparts in both one and two dimensions.
Admittedly, such antennas are of much greater practical value than linear antennas. However the method of analysis is essentially the same for both and for simplicity of notation we will restrict ourselves to the one-dimensional case. Generalization to the planar antenna of the results obtained is quite straightforward.
3. DESCRIPTION OF THE SOURCE DISTRIBUTION

In almost all cases of practical interest the exact nature of the source distribution is unknown; if it were known exactly a priori, it would never be necessary to build an antenna to measure it. However, we can make some reasonable assumptions about the distribution which are deduced from some of its known physical properties. Furthermore, the statistical description, which proved so useful in communication theory\textsuperscript{3, 4}, will be used here. The basic concepts of this type of approach are embodied in the theory of partial coherence as developed by Born and Wolf\textsuperscript{5} and Parrent\textsuperscript{15, 16}.

3.1 Assumptions

It will be assumed that the source distribution possesses the following physical and statistical properties:

1) The sources are remote from the receiving antenna and fixed in space during the observation.

2) The direction of "a source" is given by the single parameter $u = \beta \sin \theta$.

3) In the time domain the sources are stationary; they emit random signals whose statistical properties are invariant under a shift of the time origin\textsuperscript{42}.

4) The sources are ergodic; the time averages of various quantities are equivalent to their mathematical expectations or statistical averages\textsuperscript{42}.

5) The signals emitted by the sources are described by zero-mean complex random variables with statistically independent real and imaginary parts.
6) The signals from sources in different directions are not necessarily statistically independent.

7) The statistics of the signals are Gaussian.

8) The signals are quasi-monochromatic. The bandwidth $2 \Delta \omega$ is much less than the carrier frequency $\omega_c$.

The above properties constitute an acceptable description of many sources encountered by the antenna engineer. For example, remote communication transmitters, radar targets, radio stars, and even earth satellites, produce signals whose general description is given above.

Since the sources are remote, the field due to each is incident on the antenna system in the form of a plane wave. The RF field at time $t$, at the origin of the antenna system (see figure 1), which is due to the source in the $u$ direction, can be written as

$$e(t,u) = V(t,u) e^{j\omega_0 t}$$

where the complex scalar function, $e(t,u)$, can be thought of as one of the components of the electric field vector due to the remote source, i.e., the component to which the antenna elements respond. $V(t,u)$ is the complex modulation envelope of the carrier signal at frequency $\omega_0$ and is the zero-mean random variable with independent real and imaginary parts mentioned above. This signal contains the desired information about the source. Accordingly, let us suppress the carrier factor in Equation (8) and focus our attention on the coherence properties of $V(t,u)$. 
3.2 Coherence Theory

Following Born and Wolf\(^5\), we define the complex degree of coherence between the fields from the source in the \(u\) direction and the source in the \(v\) direction as

\[
\gamma(\tau, u, v) = \frac{<V(t, u) V^*(t-\tau, v)>}{\sqrt{<|V(t, u)|^2>} \sqrt{<|V(t, v)|^2>}}
\]  

(9)

where \(<f(t)\rangle\) denotes the time-average of \(f(t)\), i.e.,

\[
<f(t)> = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} f(t) dt.
\]  

(10)

One signal is delayed by \(\tau\) seconds relative to the other before their Hermitian product is formed and time-averaged.\(^*\) The normalized form of this average is \(\gamma(\tau, u, v)\) and it can be easily shown that

\[
0 \leq \left| \gamma(\tau, u, v) \right| \leq 1.
\]  

(11)

\(^5\)Both \(u\) and \(v\) are independent running variables in the \(\beta \sin \theta\) domain, i.e., we could write \(u = \beta \sin \theta_u\) and \(v = \beta \sin \theta_v\). They should not be confused with the orthogonal coordinates \(u\) and \(v\) in the two-dimensional antenna case.

\(^*\)More specifically, Born and Wolf use the total complex phasor \(V(t, u)e^{j\omega t}\), rather than just the envelope \(V(t, u)\). Their complex degree of coherence differs from Equation (9) by an RF phase factor \(e^{j\omega \tau}\).
If \(|\gamma(\tau,u,v)| = 0\), for \(u \neq v\), the two sources are completely incoherent while if \(|\gamma(\tau,u,v)| = 1\) they are completely coherent.

Note that \(\gamma(\tau,u,v)\) is a function only of the difference \(\tau\) of the time arguments of the two field phasors \(V(t,u)\) and \(V^*(t-\tau,v)\). This is a consequence of the stationary nature of the sources. Let us define

\[ T(\tau,u,v) = < V(t,u) V^*(t-\tau,v) > \]

(12)

to be the mutual coherence function of the source distribution.*

For \(\tau = 0\) and \(u = v\), this function is real and is proportional to the average power radiated by the source in the \(u\) direction toward the antenna, i.e., it is a measure of the temperature brightness of the source.

In practice it is the temperature brightness of the two-dimensional distribution of remote sources which we wish to measure. Appendix A is devoted to a description of a planar array which can measure such a distribution. The effect of the element pattern and of changing variables from the \((u,v)\) domain to the \((\theta,\phi)\) domain is considered. Nevertheless, such an analysis is simply a generalization of the one-dimensional case which for simplicity of notation we are considering in the main body of this thesis.

Since we have assumed that all of the sources are remote, they must

*Born and Wolf define the mutual coherence function as \(\Gamma(\tau,u,v) = T(\tau,u,v) e^{-j\omega_0 \tau}\).
lie in the so-called visible range of the antennas. Consequently we can write

$$V(t,u) = 0, \text{ for } |u| > \beta,$$

$$\gamma(\tau,u,v) = 0, \text{ for } |u| > \beta \text{ or } |v| > \beta,$$  \hspace{1cm} (13)

and

$$T(\tau,u,v) = 0, \text{ for } |u| > \beta \text{ or } |v| > \beta.$$  

In the terminology of distribution theory we say that $\gamma(\tau,u,v)$ and $T(\tau,u,v)$ have a finite support in the $uv$ domain while $V(t,u)$'s support is finite in the $u$ domain.

### 3.3 Fourier Analysis

#### 3.3.1 Time Domain

Since $V(t,u)$ is a sample function of a stationary random process it's inverse Fourier transform in the time domain does not exist, i.e., $V(t,u)$ is not absolute-square integrable;

$$\lim_{T \to \infty} \int_{-T}^{T} |V(t,u)|^2 dt = \infty. \hspace{1cm} (14)$$

However, the complex mutual coherence function, $T(\tau,u,v)$, which may be written as
\[
T(\tau, u, v) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} V(t, u) V^*(t-\tau, v) dt
\]  \hspace{1cm} (15)

exists. This means that there is a finite average cross-power between the signals from the \( u \) and \( v \) directions, as observed at the antenna system's origin.

Thus we define the cross-power spectral density or power spectrum to be the inverse Fourier transform of \( T(\tau, u, v) \),

\[
\int_{-\infty}^{\infty} T(\tau, u, v) e^{-j\omega \tau} d\tau
\]  \hspace{1cm} (16)

It also follows that

\[
T(\tau, u, v) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} T(\omega, u, v) e^{j\omega \tau} d\omega d\tau
\]  \hspace{1cm} (17)

3.3.2 Space Domain

Because \( V(t, u) \), as a function of \( u \), has a finite support \( (V(t, u) = 0 \text{ for } |u| > \beta ) \) and is square integrable, it is possible to define its inverse Fourier transform in the space or spatial frequency domain. Thus we let its spatial frequency spectrum at time \( t \) be
The designation "spatial frequency spectrum" is used as a term which is analogous to "temporal frequency spectrum" in the time domain.

Physically, \( v(t,y) \) is the complex envelope of the field which exists at a point on the x axis which is y units from the origin (see Figure 1). This field is the integral of all the plane waves from the remote sources modified by the phase factor \( e^{juy} \). On the other hand we can recover the complex field due to the source in the u direction as follows

\[
V(t,u) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} v(t,x) e^{-jux} \, dx .
\]  

(19)

Let us define

\[
\overline{v}(\tau, x, y) = \left< v(t, x) v^* (t-\tau, y) \right>
\]  

(20)

to be the mutual coherence function between the field envelopes at the points x and y. If we substitute Equation (19) into the above expression, there results
\[ \overline{t}(\tau,x,y) = \left\langle \frac{1}{2\pi} \int_{-\beta}^{\beta} V(t,u) e^{jux} du \int_{-\beta}^{\beta} V^*(t-\tau,v) e^{-jvy} dv \right\rangle \]  

(21)

\[ = \frac{1}{2\pi} \int_{-\beta}^{\beta} \int_{-\beta}^{\beta} \left\langle V(t,u) V^*(t-\tau,v) \right\rangle e^{j(ux-vy)} dudv \]  

(22)

or

\[ \overline{t}(\tau,x,y) = \frac{1}{2\pi} \int_{-\beta}^{\beta} \int_{-\beta}^{\beta} T(\tau,u,v) e^{j(ux-vy)} dudv \]  

(23)

Thus for a given time delay \( \tau \), the spatial frequency spectrum of \( T(\tau,u,v) \) is given by the mutual coherence function \( \overline{t}(\tau,x,y) \) as defined by Equation (23).

### 3.3.3 Combined Time and Space Domain

Using Equations (16) and (23) we can immediately define the combined temporal and spatial spectrum of \( T(\tau,u,v) \) as:

\[ t(\omega,x,y) = \frac{1}{(2\pi)^{3/2}} \int_{-\infty}^{\infty} \int_{-\beta}^{\beta} \int_{-\beta}^{\beta} T(\tau,u,v) e^{-j(\omega \tau + ux + vy)} d\tau dudv \]  

(24)

and of course the inverse is
\[ T(\tau, u, v) = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\beta}^{\beta} \int_{-\beta}^{\beta} j(\omega \tau + ux + vy) t(\omega, x, y) e^{i \omega \tau} d\omega dx dy. \] (25)

Note that the argument of the exponential function in each transform is \(\omega \tau + ux - vy\). The negative sign associated with \(vy\) occurs because the mutual coherence functions are expected values of a Hermitian product, i.e., the product of one complex function and the complex conjugate of another. This taking of the conjugate gives rise to the negative sign as can be seen in Equations (20) to (23).

3.4 Special Limiting Cases

3.4.1 The Coherent Limit

The limit of complete coherence between sources in the \(u\) and \(v\) directions has been defined by Parrent to mean that

\[ \left| \gamma(\tau, u, v) \right| = 1 \] (26)

for all values of \(\tau\). However, Parrent has shown that only a strictly monochromatic source distribution will satisfy Equation (26). The mutual coherence function of such a distribution can be written as

\[ T(\tau, u, v) = V(u) V^*(v) \] (27)
where \( V(u) \) is a fixed amplitude and phase factor associated with the source in the \( u \) direction.

In practice one can at best deal with quasi-monochromatic signals for which the power spectrum \( t(\omega, u, v) \) is practically zero except for \( |\omega| < \Delta \omega \) where \( \Delta \omega \ll \omega_0 \). In such a situation one defines a coherent quasi-monochromatic source distribution to be one for which

\[
T(\tau, u, v) = V(u) V^*(v), \quad \text{for} \quad |\tau| \ll \frac{2\pi}{\Delta \omega}. \tag{28}
\]

The mutual coherence function is independent of \( \tau \) (for \( \tau \ll \frac{2\pi}{\Delta \omega} \)), and separable into the cartesian product of two functions \( V(u) \) and \( V^*(v) \) which are complex conjugates. Since \( T(\tau, u, v) \) is separable for small \( \tau \) it follows that the spatial frequency spectrum is also separable.

\[
\mathcal{t}(\tau, x, y) = v(x) v^*(y), \quad \text{for} \quad |\tau| \ll \frac{2\pi}{\Delta \omega}. \tag{29}
\]

Thus for small values of \( \tau \), the coherent quasi-monochromatic distribution behaves as one which is strictly monocromatic.

### 3.4.2 The Incoherent Limit

Complete incoherence between the sources in the \( u \) and \( v \) directions is characterized by

\[
T(\tau, u, v) = T(\tau, u, u) \delta(u-v) \tag{30}
\]

where \( \delta(u) \) is the Dirac delta.
The mutual coherence function is non-zero only when \( u=v \), in which case we obtain the self-coherence or autocorrelation function of the source in the \( u \) direction. The spatial frequency spectrum of the incoherent distribution is

\[
\tilde{t}(\tau, x, y) = \frac{1}{2\pi} \int_{-\beta}^{\beta} \int_{-\beta}^{\beta} T(\tau, u, u) \delta(u-v)e^{j(ux-vy)} \, du \, dv \tag{31}
\]

or

\[
\tilde{t}(\tau, x-y) = \frac{1}{2\pi} \int_{-\beta}^{\beta} T(\tau, u, u)e^{ju(x-y)} \, du . \tag{32}
\]

The spatial frequency spectrum for incoherent sources is a function only of the difference, \( x-y \), of the spatial frequency coordinates. If we let \( x-y = z \) we can define a one-dimensional spatial frequency spectrum as

\[
\tilde{t}(\tau, z) = \frac{1}{\sqrt{2\pi}} \int_{-\beta}^{\beta} T(\tau, u)e^{juz} \, du \tag{33}
\]

where

\[
T(\tau, u) = \frac{T(\tau, u, u)}{\sqrt{2\pi}} \tag{34}
\]

in the incoherent case. In addition, one can use Equation (12) to show
that $T(o,u,u)$ and hence $T(o,u)$ are real and non-negative functions of $u$. Physically, this means that the average energy flow from the remote sources is non-negative.
4. THE GENERAL THEORY OF CROSS-CORRELATION

Before turning our attention to the specific case of the two-antenna cross-correlation system, we will consider the cross-correlation of two arbitrary narrow-band RF signals. We will show that a complex cross-correlation function is associated with these two real signals. Then we will consider in some detail a practical RF cross-correlator; this device can be used to measure the real and imaginary parts of the complex cross-correlation function.

When the two signals are identical the cross-correlation becomes an autocorrelation. If the two signals are combined in reverse order, another cross-correlation results which is the complex conjugate of the original. The two cross-correlations and the two autocorrelations can be arranged as the elements of a 2 x 2 matrix, the correlation matrix, which completely characterizes the correlation properties of the two signals*. This matrix is analogous to the well known coherency matrix used in the study of the polarization of light.

Finally, we will return to the cross-correlator to consider the practical problem of taking finite time-averages instead of the infinite time averages which are formally specified in the definitions of the correlation functions.

*See Davenport and Root, page 60.
4.1 The Complex Cross-Correlation Function

Let us consider two RF voltages whose cross-correlation function is to be determined. We can represent them by

\begin{align*}
a(t) &= \text{Re} \ A(t)e^{\frac{j\omega t}{2}} \\
b(t) &= \text{Re} \ B(t)e^{\frac{j\omega t}{2}}
\end{align*}

(35) (36)

where \( A(t) \) and \( B(t) \) are slowly varying complex modulation envelopes. The cross-correlation of the two real voltages is, by definition,

\begin{align*}
\hat{R}_{AB}^{'}(\tau) &= \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} a(t) b(t-\tau) \, dt
\end{align*}

(37)

In complex notation this becomes

\begin{align*}
\hat{R}_{AB}^{'}(\tau) &= \frac{1}{2} \text{Re} \left\langle A(t) B(t-\tau) e^{\frac{j\omega (2t-\tau)}{2}} \right\rangle \\
&+ \frac{1}{2} \text{Re} \left\langle A(t) B^*(t-\tau) e^{\frac{j\omega \tau}{2}} \right\rangle
\end{align*}

(38)

The first term on the right side of the above equation is the double
\[ R_{AB}(\tau) = \bar{R}_{AB}(\tau) e^{-j\omega_0 \tau} \]  

or

\[ R_{AB}(\tau) = \langle A(t) B^*(t-\tau) \rangle. \]

This, of course, is a shift of the cross-correlation spectrum from \( \omega_0 \) to 0 and removes the RF "carrier" factor, \( e^{-j\omega_0 \tau} \), from the correlation function.

We see that a complex cross-correlation function is associated with any pair of real, narrow-band, RF voltages. In the following section we will show that the real and imaginary parts of this complex function can be measured by a system employing synchronous detection.

4.2 The Cross-Correlator

We will now describe a device which will cross-correlate the two real RF voltages \( a(t) \) and \( b(t) \). In practice the Compound Interferometer employs this type of cross-correlator. Now, as is shown in Figure 2, one of the signals, \( b(t) \), is delayed by the variable amount \( \tau \) before it is fed into a frequency shifter. The frequency shifter increases the carrier frequency of the signal from \( \omega_0 \) to \( \omega_0 + \omega_1 \) with \( \omega_0 >> \omega_1 \). The output of this device can be written as
Figure 2. The Cross-Correlator.
This signal along with \( a(t) \), enters a mixer which forms the square of their sum,

\[
[a(t) + b(t-T, \omega_1)]^2 =
\]

\[
\frac{1}{2} \text{Re} \left\{ \left[ A^2(t) + B^2(t-T)e^{j[2\omega_1^0 - 2\omega_1 t]} \right] + A(t)B(t-T)e^{-j[\omega_1^0 - \omega_1 t]} \right\} e^{j2\omega_1 t}
\]

\[
+ \frac{1}{2} \text{Re} \left\{ |A(t)|^2 + |B(t-T)|^2 + A(t)B^*(t-T)e^{j[\omega_1^0 - \omega_1 t]} \right\}.
\]  

(46)

The first term on the right side of the above equation is the double frequency component of the mixer output. If a band-pass filter with center frequency at \( \omega = \omega_1 \) is used to reject this signal as well as the signal whose spectrum is centered at \( \omega = 0 \), we obtain as the filter output

\[
V_{BP}(t) = \frac{1}{2} \text{Re} \left\{ A(t)B^*(t-T)e^{j[\omega_1^0 - \omega_1 t]} \right\}.
\]

(47)

This is possible only if \( \omega_1 > \Delta \omega \) where \( \Delta \omega \) is the bandwidth of the modulation signals \( A(t) \) and \( B(t) \).
This filtered signal is fed into a synchronous detector along with a reference signal given by

\[ V_{REF}(t) = \text{Re} \, e^{j\omega t}. \]  

(48)

The detector output is the low-frequency component of the product of these two voltages. It can be written as

\[ V_{SD}(t) = \frac{1}{2} \text{Re} \, A(t) \, B^*(t-\tau) e^{j\omega \tau}. \]  

(49)

Finally, this signal is fed into an averaging filter. If, for simplicity, we assume that the averager has the following ideal, (but physically unrealizable), impulse response.

\[ v_o(t) = \frac{1}{2T}, \text{ for } 0 < t < 2T, \]  

(50)

\[ = 0, \text{ otherwise}, \]

the averager output, and indeed the system output, after \(2T\) seconds of averaging, is

\[ \hat{R}_{AB}(T,\tau) = \frac{1}{2} \text{Re} \left\{ \frac{1}{2T} \int_0^{2T} A(T-t_1) B^*(T-t_1-\tau) e^{j\omega \tau} dt_1 \right\}. \]  

(51)
Letting \( t = T - t_1 \), this becomes

\[
\tilde{R}^{'}_{AB}(T, \tau) = \frac{1}{2} \text{Re} \left\{ \frac{1}{2T} \int_{-T}^{T} A(t) B^*(t-\tau) d\tau \right\}.
\]

(52)

In the limit as \( T \to \infty \) the system output becomes

\[
\lim_{{T \to \infty}} \tilde{R}^{'}_{AB}(T, \tau) = \frac{1}{2} \text{Re} \left\{ \lim_{{T \to \infty}} \frac{1}{2T} \int_{-T}^{T} A(t) B^*(t-\tau) d\tau \right\}
\]

\[
= \frac{1}{2} \text{Re} \left\{ \left\langle A(t) B^*(t-\tau) \right\rangle e^{j\omega \tau} \right\}.
\]

(53)

Comparing this result with Equations (39) and (41) see that

\[
\lim_{{T \to \infty}} \tilde{R}^{'}_{AB}(T, \tau) = \tilde{R}^{'}_{AB}(\tau) = \frac{1}{2} \text{Re} \tilde{R}_{AB}(\tau)
\]

(54)

where \( \tilde{R}_{AB}(\tau) \) is the RF complex cross-correlation function. Consequently by time-averaging the output of the synchronous detector we obtain half of the real part of the RF complex cross-correlation function which is defined by Equation (42).
To obtain the imaginary part we simply perform the same cross-correlation of the two signals \( a(t) \) and \( b(t) \) except that this time they are taken in phase-quadrature. More specifically we cross-correlate

\[
a(t) = \text{Re} A(t) e^{j\omega_0 t}
\]

(55)

and

\[
b'(t) = \text{Re} B(t) e^{j(\omega_0 t + \pi/2)}
\]

(56)

Letting

\[
B'(t) = jB(t)
\]

(57)

the correlator output, as \( T \to \infty \), is

\[
\hat{R}'_{AB'}(\tau) = \frac{1}{2} \text{Re} \left\{ \langle A(t) B^{*'}(t-\tau) \rangle e^{j\omega_0 \tau} \right\}
\]

(58)

which becomes

\[
\hat{R}''_{AB}(\tau) = \frac{1}{2} \text{Im} \left\{ \langle A(t) B^{*}(t-\tau) \rangle e^{j\omega_0 \tau} \right\}.
\]

(59)
Consequently we can form the complex sum

\[ \tilde{R}_{AB}(\tau) = 2 \left[ \tilde{R}'_{AB}(\tau) + j\tilde{R}''_{AB}(\tau) \right] \] (60)

\[ = \left< A(t) B^*(t-\tau) \right>e^{j\omega \tau} \] (61)

to obtain the complex cross-correlation function of the two complex RF signals \( A(t)e^{j\omega t} \) and \( B(t)e^{-j\omega t} \). As before, we can multiply both sides of Equation (61) by \( e^{-j\omega t} \) and obtain

\[ R_{AB}(\tau) = \left< A(t) B^*(t-\tau) \right> \] (62)

which is the complex cross-correlation function of \( A(t) \) and \( B(t) \).

### 4.3 The Autocorrelation Functions

The complex autocorrelation function of say \( A(t) \) is defined to be

\[ R_{AA}(\tau) = \lim_{T \to \infty} \frac{1}{2\tau} \int_{-T}^{T} A(t) A^*(t-\tau) \, dt \]

\[ = \left< A(t) A^*(t-\tau) \right> \] (63)

It can be measured in the same manner as the cross-correlation function,
To do this, we divide \( a(t) \) into two equal parts and "cross-correlate" the two signals as if they were distinct. The complex correlator output, except for the factor \( 1/4 \), will be \( R_{AB}(\tau) \), as given by Equation (63) above. The complex autocorrelation function of the second signal \( B(t) \) is

\[
R_{BB}(\tau) = \langle B(t) B^*(t-\tau) \rangle
\]  

(64)

and it too can be measured by the correlator which is described in the preceding section.

4.4 The Correlation Matrix

Let us consider the two signals \( A(t) \) and \( B(t) \) as the elements of the following two-dimensional complex vector

\[
\mathbf{\xi}(t) = \begin{bmatrix}
A(t) \\
B(t)
\end{bmatrix}
\]  

(65)

The correlation matrix associated with the two signals is defined as

\[
R(\tau) = \langle \mathbf{\xi}(t) \mathbf{\xi}^*(t-\tau) \rangle
\]  

(66)
where the dagger, $\dagger$, indicates the transpose conjugate of the vector.

Using Equation (65) it can easily be shown that

$$
R(\tau) = \begin{bmatrix}
\langle A(t) A^*(t-\tau) \rangle & \langle A(t) B^*(t-\tau) \rangle \\
\langle B(t) A^*(t-\tau) \rangle & \langle B(t) B^*(t-\tau) \rangle
\end{bmatrix}
$$

(67)

and in view of Equations (62), (63), and (64), this becomes

$$
R(\tau) = \begin{bmatrix}
R_{AA}(\tau) & R_{AB}(\tau) \\
R_{BA}(\tau) & R_{BB}(\tau)
\end{bmatrix}
$$

(68)

The second cross-correlation function, $R_{BA}(\tau)$, is related to $R_{AB}(\tau)$ by Hermitian symmetry

$$
R_{AB}(\tau) = R_{BA}^*(-\tau)
$$

(69)

The correlation matrix has as its four elements the four correlation functions that can be obtained from the two signals $A(t)$ and $B(t)$. It completely characterizes the correlation properties of these signals.
4.5 The Effect of Finite Averaging Time

In practice, of course, one cannot go to the limit of the infinite averaging time which is formally required by the correlation integral (see Equation (37)). It is of some interest therefore to investigate the effects of a finite averaging time $2T$, on the system output. The latter generally will differ from that which results in the limiting case of an infinite time average. We will obtain expressions for the expected value and variance of the complex cross-correlation system output as functions of $T$. In an earlier analysis, Linder has dealt with the effect of finite averaging time on the statistics of the real output of an RIF correlation detector. Since what we present here is intended as only an outline of the problem we refer the interested reader to Linder's paper for a more detailed analysis.

Assuming that the signal voltages $a(t)$ and $b(t)$ are ergodic random processes, we can write the expected value of the complex system output after $2T$ seconds of averaging as

\[E\left\{R_{AB}(T,\tau)\right\} = E\left\{\frac{1}{2T} \int_{-T}^{T} A(t) B^*(t-\tau) dt\right\}\]  
(70)

\[= \frac{1}{2T} \int_{-T}^{T} E\left\{A(t) B^*(t-\tau)\right\} dt \]  
(71)

\[= E\left\{A(t) B^*(t-\tau)\right\}\]  
(72)
where $E\{f(t)\}$ is the expected value (mathematical expectation) of $f(t)$.

But by the ergodic hypothesis we have, with probability 1,

$$E\left\{A(t)B^*(t-\tau)\right\} = \left\langle A(t)B^*(t-\tau) \right\rangle .$$

Consequently, in view of Equation (62), we can write

$$E\left\{R_{AB}(T,\tau)\right\} = R_{AB}(\tau) \quad (74)$$

which is the desired output obtained after an infinite time average.

Thus the output error has an expected value of zero, which is independent of the length of the averaging time.

We will now determine the system output variance, a real positive number which can be written as

$$\sigma^2_{AB}(T,\tau) = E\left\{\left|R_{AB}(T,\tau)\right|^2\right\} - |E\left\{R_{AB}(T,\tau)\right\}|^2 . \quad (75)$$

It can be thought of as the fluctuating a-c. power of the output which exists along with the desired d-c. power, $|R_{AB}(\tau)|^2$. We can write the first term on the right side of Equation (75) as
Until now the probability distribution of the random signals has not been specified. It could be quite arbitrary. However if the signals have a Gaussian joint probability distribution it can be shown\(^{47}\) that

\[
E \left\{ R_{AB}(T, \tau) \right\}^2 = E \left\{ \frac{1}{4T^2} \int_T^T \int_T^T A(t_1) B^*(t_1-\tau) A^*(t_2) B(t_2-\tau) dt_1 dt_2 \right\}
\]

\[= \frac{1}{4T^2} \int_T^T \int_T^T E \left\{ A(t_1) B^*(t_1-\tau) A^*(t_2) B(t_2-\tau) \right\} dt_1 dt_2 \quad (77)\]

\[
E \left\{ A(t_1) B^*(t_1-\tau) A^*(t_2) B(t_2-\tau) \right\} = E \left\{ A(t_1) B^*(t_1-\tau) \right\} E \left\{ A^*(t_2) B(t_2-\tau) \right\}
\]
\[+ E \left\{ A(t_1) A^*(t_2) \right\} E \left\{ B^*(t_1-\tau) B(t_2-\tau) \right\} \quad (78)\]
and by using the ergodic property of the signals we have

\[
E \left\{ A(t_1) B^*(t_1 - \tau) A^*(t_2) B(t_2 - \tau) \right\} =
\]

\[
R_{AB}(\tau) R_{AB}^*(\tau) + R_{AA}(t_1 - t_2) R_{BB}^*(t_1 - t_2). \tag{79}
\]

Substituting this result back into Equation (77) gives

\[
E \left\{ \left| R_{AB}(T, \tau) \right|^2 \right\} = \frac{1}{4T^2} \int_{-T}^{T} \int_{-T}^{T} R_{AA}(t_1 - t_2) R_{BB}^*(t_1 - t_2) dt_1 dt_2
\]

\[
+ \left| R_{AB}(\tau) \right|^2. \tag{80}
\]

In view of Equations (74) and (75), the variance can be written as

\[
\sigma_{AB}^2(T, \tau) = \frac{1}{4T^2} \int_{-T}^{T} \int_{-T}^{T} R_{AA}(t_1 - t_2) R_{BB}^*(t_1 - t_2) dt_1 dt_2. \tag{81}
\]

Letting \( t_1 - t_2 = t \) it can be shown that we can reduce the above double integral to
\[ \sigma_{AB}^2(T, \tau) = \text{Re} \left\{ \frac{1}{T} \int_{0}^{2T} (1 - \frac{t}{2T}) R_{AA}(t) R_{BB}^*(t) dt \right\} \quad (82) \]

Note that this is independent of the time delay \( \tau \).

The above expression is clearly dependent on the nature of auto-correlation functions \( R_{AA}(\tau) \) and \( R_{BB}(\tau) \). If, for analytical purposes, we assume that the signals' power spectra are both uniform in the band \( |\omega| < \Delta \omega \) and are zero outside, then

\[ R_{AA}(\tau) = R_{BB}(\tau) = R_0 \frac{\sin \Delta \omega \tau}{\Delta \omega \tau} \quad . \quad (83) \]

The output variance is

\[ \sigma_{AB}^2(T, \tau) = \frac{R_0^2}{T} \int_{0}^{2T} (1 - \frac{t}{2T}) \left( \frac{\sin \Delta \omega t}{\Delta \omega t} \right)^2 dt \quad (84) \]

which after some manipulation can be shown to be

\[ \sigma_{AB}^2(T, \tau) = R_0^2 \left[ \frac{\text{Si}(4 \Delta \omega T)}{2 \Delta \omega T} + \frac{C_1(4\Delta \omega T) - \gamma - \ln(2T) + 2\Delta \omega \cos 4\Delta \omega T}{2(\Delta \omega T)^2} \right] \quad . \quad (85) \]
where \( \text{Si}(x) \) and \( \text{Ci}(x) \) are the sine and cosine integrals, respectively, and \( \gamma = .5772... \) is Euler's constant. This is a rather complicated result, but for large \( T \) we have

\[
\sigma_{AB}^2(T, \tau) \ \sim \ R_0^2 \ \frac{\text{Si}(2\Delta \omega T)}{2 \Delta \omega T} = \pi \ R_0^2 \frac{1}{4\Delta \omega T}.
\]

The output variance is inversely proportional to \( T \) for \( T \) large. Although this has been shown for the particular case of uniform power spectra it can be demonstrated that even for arbitrary power spectra \( \sigma_{AB}^2(T, \tau) \) is inversely proportional to \( T \) when \( T \gg \frac{2\pi}{\Delta \omega} \).

On the other hand for \( T \) small, \( (T \ll \frac{2\pi}{\Delta \omega}) \), the correlation functions in Equation (82) are essentially constant over the entire range of integration and we can write

\[
\sigma^2(T, \tau) \ \simeq \ R_{AA}(\omega) R^*_{BB}(\omega) \ \ \ \ \ \ (87)
\]

which for uniform power spectra in the interval \( |\omega| \leq \Delta \omega \) gives

*See for example, Schelkunoff, "Applied Mathematics for Engineers and Scientists," Chapter 18, Van Nostrand, 1948.
Since it can be shown that

\[ R_{AB}(\tau) \leq \left( R_{AA}(\omega) R_{BB}^*(\omega) \right)^{\frac{1}{2}} \]  \hspace{1cm} \text{(89)}

it follows that the standard deviation of the system output for small \( T \) is equal to or greater than its expected absolute value. For meaningful results one must therefore take reasonably long averaging times. Although we have considered only the statistics of the output of the cross-correlator it is obvious that the results apply to the autocorrelation outputs also. Thus

\[ E \left\{ R_{AA}(T, \tau) \right\} = R_{AA}(\tau) \]  \hspace{1cm} \text{(90)}

and

\[ \sigma^2_{AA}(T, \tau) = \frac{1}{T^2} \int_0^{2T} \left( 1 - \frac{t}{2T} \right) \left| R_{AA}(t) \right|^2 dt \]  \hspace{1cm} \text{(91)}

Similar expressions obtain for the autocorrelation of \( b(t) \).

*See Davenport and Root 43, p. 61.
5. THE TWO-ANTENNA CROSS-CORRELATION SYSTEM

We will not consider the cross-correlation of the voltages obtained from the two linear antennas when they are excited by an arbitrary distribution of remote radio sources. It will be recalled that the source distribution can be described by its mutual coherence function \( T(\tau, u, v) \). We will show that the two-antenna correlation system can measure this function. The patterns of the two antennas are scanned independently, one in the \( u \) direction and the other in the \( v \) direction, and when the voltages from the antennas are cross-correlated we obtain a complex cross-correlation output function which can be written as

\[
R_{AB}(\tau, u, v) = T(\tau, u, v) \ast C_{AB}(\tau, u, v)
\]

where \( \ast \) is the symbol for convolution (in three dimensions), and

\( C_{AB}(\tau, u, v) \) is the complex system function which will be defined in Section 5.2.

A Fourier analysis of this output will be made and from the analysis we will be able to define a principal solution \( T_{AB}(\tau, u, v) \) for the cross-correlation antenna system. This principal solution is a generalization of the one-dimensional principal solution \( T_o(u) \) which was first proposed by Bracewell and Roberts in connection with radio astronomy.

5.1 Description of the Antenna Voltages

A diagram of the two-antenna cross-correlation system is shown in Figure 1. Before entering the cross-correlator, each of the terminal
voltages $a_o(t,u)$ and $b_o(t,u)$ of the two linear antennas is passed through narrow-band RF filter*. The two filtered signals can be represented by

\[
A(t, u) = \int_{-\beta}^{\beta} \int_{u_1}^{\infty} V(t-t_1, u_1) A(u_1-u) du_1 f_A(t_1) dt_1 
\]  

(93)

\[
B(t, v) = \int_{-\beta}^{\beta} \int_{v_1}^{\infty} V(t-t_2, v_1) B(v_1-v) dv_1 f_B(t_2) dt_2 
\]  

(94)

where $f_A(t)$ and $f_B(t)$ are the envelopes of the impulse responses of the two filters and the RF carrier factor $e^{j\omega t}$ has been suppressed. Note that the patterns of antennas A and B are scanned independently in the u and v directions respectively. The source density function $V(t,u)$, weighted by these pattern functions, is integrated over the visible range to yield the terminal voltages which then are convoluted with the filter response functions. If we define the mirror image, or reverse, of a function to be

\[
\mathcal{V}(x) = g(-x) 
\]  

(95)

we can write the above equations as

*We have tacitly assumed that the frequency response of each antenna itself is essentially constant over the bandwidth of its RF filter.
\[ A(t,u) = V(t,u) \ast f_A(t) \hat{A}(u) \]  
\[ \text{(96)} \]

\[ B(t,v) = V(t,v) \ast f_B(t) \hat{B}(v). \]  
\[ \text{(97)} \]

The convolution sign applies to both variables, \( t \) and \( u \) in Equation (96), and \( t \) and \( v \) in Equation (97).

These two equations show that each antenna with its associated RF filter acts as a combination spatio-temporal frequency filter of the two-dimensional space-time signal \( V(t,u) \). As is indicated in Figure 1 it is the two output voltages from these filters that will be cross-correlated.

5.2 Cross-Correlation of the Antenna Voltages

Comparing Equations (35), (36) and (96), (97) we see that the complex cross-correlation output function of the antenna system can be written down by replacing \( A(t) \) and \( B(t) \) by \( A(t,u) \) and \( B(t,v) \) respectively, in the various correlation equations. Thus the complex system output, after 2\( T \) seconds of averaging, is

\[ R_{AB}(T,\tau,u,v) = \frac{1}{2T} \int_{-T}^{T} A(t,u) \ast B^*(t-\tau,v) \, dt \]  
\[ \text{(98)} \]

and the expected value is

\[ R_{AB}(\tau,u,v) = \langle A(t,u) \ast B^*(t-\tau,v) \rangle \]  
\[ \text{(99)} \]
Substituting the expressions for $A(t,u)$ and $B(t,v)$ given by Equations (96) and (97) into the above, we obtain

$$R_{AB}(\tau,u,v) = \left\langle V(t,u) * f_A(t) A(u) \right\rangle \left( V^*(t-\tau,v) * f_B^*(t-\tau) B(v) \right)$$

(100)

$$= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} V(t-t_1,u_1) V^*(t-\tau-t_2,v_1) f_A(t_1) f_B^*(t_2) dt_1 dt_2 A(u-u_1) B^*(v-v_1) du_1 dv_1$$

(101)

In view of Equation (12), we can write

$$\left\langle V(t-t_1,u_1) V^*(t-\tau-t_2,v_1) \right\rangle = T(\tau-t_1+t_2,u_1,v_1)$$

(102)

and Equation (101) becomes

$$R_{AB}(\tau,u,v) = T(\tau,u,v) * f_{AB}(\tau) A(u) B(v)$$

(103)
where

\[ f_{AB}(\tau) = f_A(\tau) \ast f_B^*(\tau). \]  \hspace{1cm} (104)

Thus we can write

\[ R_{AB}(\tau, u, v) = T(\tau, u, v) \ast C_{AB}(\tau, u, v) \]  \hspace{1cm} (105)

where we have defined the complex cross-correlation system function to be

\[ C_{AB}(\tau, u, v) = f_{AB}(\tau) \ast f_A^*(u) \ast f_B^*(v). \]  \hspace{1cm} (106)

Equation (105) is the fundamental equation of the cross-correlation process. It shows how the system function \( C_{AB}(\tau, u, v) \) operates on the source function \( T(\tau, u, v) \), (by convolution in three dimensions), to give the output complex cross-correlation function \( R_{AB}(\tau, u, v) \).

5.3 Fourier Analysis of the System Output

In a manner similar to that which led to the definition of the combined spatio-temporal spectrum of \( T(\tau, u, v) \) as given by Equation (24) of Chapter 3, we define the spatio-temporal spectrum of the complex cross-correlation system output \( R_{AB}(\tau, u, v) \) to be
Substituting the expression for \( R_{AB}(\tau, u, v) \) of Equation (105) into the above gives

\[
r_{AB}(\omega, x, y) = \frac{1}{(2\pi)^{3/2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_{AB}(\tau, u, v)e^{-j(\omega\tau-ux+vy)} d\tau dudv. \quad (107)
\]

We can invoke the convolution theorem to write

\[
r_{AB}(\omega, x, y) = (2\pi)^{3/2} T(\omega, x, y) c_{AB}(\omega, x, y) \quad (109)
\]

where \( c_{AB}(\omega, x, y) \) is the inverse Fourier transform of the system function \( C_{AB}(\tau, u, v) \). Using the expression for \( C_{AB}(\tau, u, v) \) given by Equation (106) we obtain

\[
c_{AB}(\omega, x, y) = \frac{1}{(2\pi)^{3/2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_A(\tau) \ast \bar{f}_B(\tau) \hat{X}(u) \hat{V}_B(v) e^{-j(\omega\tau-ux+vy)} d\tau dudv. \quad (110)
\]
By again using the convolution theorem we can write

\[ c_{AB}(\omega, x, y) = \sqrt{2\pi} F_A(\omega) F_B^*(\omega) a(x) b^*(y) \]  

(111)

where \( F_A(\omega) \) and \( F_B(\omega) \), the inverse Fourier transforms of \( f_A(\tau) \) and \( f_B(\tau) \) respectively, are the frequency response characteristics of the two RF filters, and where \( a(x) \) and \( b(y) \) are the aperture weighting functions of the antennas. Thus

\[ r_{AB}(\omega, x, y) = 4\pi^2 t(\omega, x, y) F_A(\omega) F_B^*(\omega) a(x) b^*(y) \]

\[ = (2\pi)^2 t(\omega, x, y) c_{AB}(\omega, x, y) . \]

Equation (112) is the fundamental equation in the frequency domain.

It shows that the spectrum of the output is proportional to the spectrum of the mutual coherence function weighted by the system's frequency response function which is factorable.

5.4 The Principal Solution

Our main purpose is of course to measure \( T(\tau, u, v) \), or equivalently, its spectrum \( t(\omega, x, y) \). However, if the bandwidth of the RF filters are both say \( 2\Delta\omega \), it follows that \( F_A(\omega) F_B^*(\omega) \approx 0 \) for \( |\omega| > \Delta\omega \). The system passes only those temporal frequencies of the source distribution which lie in the narrow RF band \( |\omega - \omega_0| < \Delta\omega \). To investigate the pass-bands of spatial frequencies of the system we note from Figure 1
that \(a(x) = 0\) for \(|x| > L_A/2\) and \(b(x) = 0\) for \(|x-\ell| > L_B/2\) where \(L_A\) and \(L_B\) are the lengths of the two apertures. Consequently, it is clear that the Cartesian product \(a(x) b^*(y) = 0\) except when \(|x| \leq L_A/2\) and \(|y-\ell| \leq L_B/2\).

In Figure 3 this region in the \(xy\) plane is shown cross-hatched and labeled \(Q_{AB}\). Note that the spacing \(\ell\) between apertures causes the region to move away from the origin. Finally we can define a three-dimensional region \(Q_{AB}\) which delimits the spatio-temporal "aperture" of the system. This region is shown in the diagram of Figure 4. Strictly speaking, since the functions \(F_A(\omega)\) and \(F_B^*(\omega)\) are analytic in a half plane, they are not identically zero outside of \(Q_{AB}\). However in practice there is negligible error in assuming that they are zero.

Now from Equation (112) we see that since \(c_{AB}(\omega,x,y)\) is zero for points outside \(Q_{AB}\), the output spectrum contains information only about that part of the spectrum \(t(\omega,x,y)\) which lies within \(Q_{AB}\). This being the case, we can define

\[
t_{AB}(\omega,x,y) = \frac{r_{AB}(\omega,x,y)}{4\pi^2 c_{AB}(\omega,x,y)}, \text{ for } (\omega,x,y) \in Q_{AB},
\]

\[
= 0, \text{ otherwise,}
\]

(113)

where \((\omega,x,y) \in Q_{AB}\) means that the point with coordinates \((\omega,x,y)\) belongs to the point set \(Q_{AB}\).

The Fourier transform of \(t_{AB}(\omega,x,y)\) is the principal solution.
Figure 3. Spatial Frequency Plane of the Cross-Correlation Antenna System with the "Aperture" $Q_{AB}$ Shown Hatched.
Figure 4. Combined Spatio-Temporal Frequency Space for the Cross-Correlation System in which the Region \( Q_{AB} \) is Shown as a Rectangular Parallelepiped.
\[ T_{AB}(\tau, u, v) = \frac{1}{(2\pi)^{3/2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} t_{AB}(\omega, x, y) e^{i[\omega \tau - xu + yv]} d\omega dx dy. \]  

(114)

It is a filtered version of the true distribution \( T(\tau, u, v) \) with no components of frequency which lie outside the region \( Q_{AB} \). However, those components which are present are identical to those of the true source distribution.

5.5 Direct Measurement of the Principal Solution

Equation (109) indicates that the output spectrum \( r_{AB}(\omega, x, y) \) is generally a distorted version of the true spectrum \( t(\omega, x, y) \). Because the system characteristics \( F_A(\omega) \), \( F_B(\omega) \), \( a(x) \), and \( b(y) \) are not only zero outside of \( Q_{AB} \) but can also take arbitrary values inside the region, it was necessary to divide the output spectrum by the system spectrum (see Equation (113)) to recover the principal solution spectrum \( t_{AB}(\omega, x, y) \).

However, if the system characteristics were all uniform within \( Q_{AB} \), i.e., if

\[ c_{AB}(\omega, x, y) = q_{AB}(\omega, x, y) = \frac{1}{4\pi^2}, \text{ for } (\omega, x, y) \in Q_{AB}, \]  

\[ = 0, \text{ otherwise,} \]  

(115)

where \( q_{AB}(\omega, x, y) \) is defined as the system function which is uniform in \( Q_{AB} \), then from Equation (113) we have
\( r_{AB}(\omega, x, y) = \tau(\omega, x, y), \text{ for } (\omega, x, y) \in Q_{AB} \) \hspace{1cm} (116)

\[ r_{AB}(\omega, x, y) = 0, \text{ otherwise.} \]

The Fourier transform of \( q(\omega, x, y) \) is

\[ Q_{AB}(\tau, u, v) = A^2 L_A L_B \left( \frac{2\pi}{\lambda} \right) \left( \frac{u}{\lambda} \right) \left( \frac{v}{\lambda} \right) \text{e}^{j\lambda \tau} \hspace{1cm} (117) \]

where we have used the "sinc" notation of Woodward \(^{48}\),

\[ \text{sinc } x = \frac{\sin \pi x}{\pi x} \]

Comparing Equations (106) and (117) we see that

\[ f_{AB}(\tau) = \frac{2}{\pi} A^2 \text{sinc} \left( \frac{2\pi}{\lambda} \right) \hspace{1cm} (118) \]

and

\[ f_A(t) = f_B(t) = \sqrt{2} A^2 \text{sinc} \left( \frac{2\pi}{\lambda} \right). \hspace{1cm} (119) \]

The responses \( f_A(t) \) and \( f_B(t) \) are physically unrealizable* since they are non-zero for \( t < 0 \). However, if we are willing to accept a delay of \( \tau_1 \) seconds, with \( \tau_1 \gg \frac{2\pi}{A^2} \), between the input and the desired output, then to a good degree of approximation the response functions

\*See, for example, Davenport and Root \(^{43}\), p. 174.
\[ f_A(t-T_1) = f_B(t-T_1) = \sqrt{\frac{2}{\pi}} \Delta \omega \ \text{sinc} \left( \frac{\Delta \omega}{\pi} (t-T_1) \right) \]  

(119a)

can be synthesized. The two types of response \( f_A(t) \) and \( f_A(t-T_1) \) are shown in Figure 5. Since \( f_A(t-T_1) \approx 0 \) for \( t < 0 \) there is usually negligible error in having the actual response envelope identically zero for \( t < 0 \).

Consequently, if the system impulse response envelopes and patterns are given by Equations (117), then the spectrum becomes (approximately)

\[
4\pi^2 F_A(\omega) F_B^*(\omega) a(x) b(y) = 4\pi^2 \frac{e^{j\omega(T_1-T_1)}}{4\pi^2} \Psi_1, \text{for } (\omega, x, y) \in Q_{AB},
\]

(120)

\[ = 0 , \text{ otherwise}. \]

The phase factor \( e^{j\omega T_1} \) is due to the time delay necessary to insure a physically realizable system. Since we have the Hermitian product of the two filter spectra, \( F_A(\omega)e^{-j\omega T_1} \) and \( F_B^*(\omega)e^{j\omega T_1} \), this phase factor cancels out in the final result (a rather fortunate occurrence). It is interesting to note that the analogous condition of physical realizability does not obtain in the space domain. The antenna pattern's reverse, \( \mathcal{V}(u) \), is actually the response to a point source (spatial impulse) in the \( u = 0 \) direction. Since most patterns are real and have even symmetry, it is clear that \( \mathcal{V}(u) \neq 0 \) for \( u < 0 \). Physically, we might "explain" this by saying that we can go forward and backward in space but only forward in time. However in practice there is a very important physical condition that must be satisfied in the spatial domain, namely, the antenna must be of finite length. In a sense this is an even more stringent
Figure 5. Impulse Responses of Realizable and Unrealizable Time-Domain Filters.
condition than that in the time domain. It allows the aperture function to be non-zero only over a finite region (e.g., $|x| \leq L_A/2$), whereas the impulse response of a time filter can be non-zero over the semi-infinite region $t \geq 0$.

Returning to the system with a uniform frequency response in the region $Q_{AB}$ we see that to a good degree of approximation (if $\tau \gg \frac{2\pi}{\Delta\omega}$)

$$R_{AB}(\tau, u, v) = T_{AB}(\tau, u, v)$$

$$= T(\tau, u, v) * Q_{AB}(\tau, u, v)$$

which is the principal solution.

5.6 Cross-Correlation System Outputs for Coherent and Incoherent Source Distributions

In Equation (28) in Chapter 3 it was indicated that a coherent quasi-monochromatic source distribution has the following mutual coherence function,

$$T(\tau, u, v) = V(u) V^*(v), \text{ for } \tau \ll \frac{2\pi}{\Delta\omega},$$

where $\Delta\omega$ is the bandwidth of the signals and satisfies the inequality $\Delta\omega \ll \omega_0$. Equation (29) indicates that the spatial frequency spectrum of the above function is
Both the mutual coherence function and its spatial frequency spectrum are factorable for small $\tau$.

Now the system output in the presence of such a distribution is

$$R_{AB}(\tau, u, v) \bigg|_{\tau \ll \frac{2\pi}{\Delta \omega}} = V(u) V^*(v) * f_{AB}(\tau) A(u) B(v)$$

(122)

$$= K V(u) * A(u) V^*(v) * B^*(v)$$

(123)

where $K$ is a constant. The output function is independent of $\tau$ and separable (for $\tau \ll 2\pi/\Delta \omega$).

Consequently we can write the spatial frequency spectrum of the output as

$$\tilde{R}_{AB}(\tau, x, y) \bigg|_{\tau \ll \frac{2\pi}{\Delta \omega}} = K 2\pi v(x) a(x) v^*(y) b^*(y)$$

(124)

i.e., this spectrum is also separable and independent of $\tau$ for small $\tau$.

If the source distribution is incoherent then we can write (see Chapter 3, Equation (30)),

$$T(\tau, u, v) = T(\tau, u, u) \delta(u-v)$$

as its mutual coherence function. The corresponding spectral density function is
\[
\begin{align*}
t(\omega, x, y) &= \frac{1}{(2\pi)^{3/2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} T(\tau, \omega, v) \delta(\omega - \omega) e^{j(\omega\tau - u\omega + vy)} d\tau d\omega d\nu \\
&= \frac{1}{(2\pi)^{3/2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} T(\tau, u, \omega) e^{-j(\omega\tau - u(x-y))} d\tau d\omega d\nu
\end{align*}
\]

or

\[
\begin{align*}
t(\omega, x-y) &= \frac{1}{(2\pi)^{3/2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} T(\tau, u, \omega) e^{-j(\omega\tau - u(x-y))} d\tau d\omega d\nu
\end{align*}
\]

which is a function only of the difference, \((x-y)\), of the spatial frequency coordinates. If the system has a uniform weighting function in the region \(Q_{AB}^\prime\), then its output spectrum, and the principal solution spectrum, will be

\[
r_{AB}(\omega, x-y) = t(\omega, x-y), \text{ for } (\omega, x, y) \in Q_{AB}^\prime
\]

\[
= 0, \text{ otherwise,}
\]

which also is a function of the difference, \(x-y\), of the spatial frequency coordinates.

Combining both the coherent and incoherent cases we can make the following statements:

a) If the source distribution is coherent the spatial frequency power spectrum is separable for \(\tau \ll \frac{2\pi}{\Delta \omega}\).

b) If the source distribution is incoherent the spatial frequency power spectrum is a function only of the difference, \((x-y)\), of the spatial frequency coordinates.
In practice one can observe the spectrum only in the "aperture" $Q_{AB}$. Although $t(\omega,x,y)$ is an analytic function, and in theory can be extended to points outside $Q_{AB}$ by analytic continuation, it has been shown\textsuperscript{49} that in the presence of measurement errors very little meaningful continuation is possible. Consequently even if $t(\omega,x,y)$ is experimentally observed to be "coherent" or "incoherent" within $Q_{AB}$ one cannot be sure that it will continue to be so outside the aperture. However from a practical point of view, if the spectrum, when measured within $Q_{AB}$, satisfies either of the above conditions, it is reasonable to infer that the sources are coherent or incoherent as the case may be.

5.7 Simplification of the Cross-Correlation System for the Case of Incoherent Sources

If the sources in different directions are incoherent, it is of no use to point the patterns of the two antennas in different directions. Only when the two beams are pointed in the same direction will there be appreciable output from the system. Thus if we set $u = v$ and substitute Equation (30) into Equation (105) we can write

\[
R_{AB}(\tau,u,v) \bigg|_{u=v} = T(\tau,u,u) * C_{AB}(\tau,u,u)
\]

\[
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} T(\tau-t,u_1,v_1) \delta(u_1 - v_1) f_{AB}(t) \left( A(u-u_1) \ast B(u-v_1) \right) dt du_1 dv_1
\]
\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} T(\tau-t, u_1, u_1) f_{AB}(t) V(u-u_1) B^*(u-u_1) \, dt \, du_1.
\] (127)

Using Equation (34), and letting \( R_{AB}(\tau,u) = A^{2/3} R_{AB}(\tau,u) \) we obtain

\[
R_{AB}(\tau,u) = T(\tau,u) * f_{AB}(\tau) A(u) B^*(u)
\] (128)

as the two-dimensional cross-correlation output for the case of an incoherent source distribution.

We define the spatio-temporal frequency spectrum of this output to be

\[
r_{AB}(\omega,z) = 2\pi t(\omega,z) F_A(\omega) F_B^*(\omega) a(z) * b^*(z)
\] (129)

where \( z = x-y \), (see Equation (33)). Since the system's pattern is now in the form of a product of the individual field strength patterns \( V(u) \) and \( B^*(u) \), the spatial frequency spectrum is in the form of the convolution of the aperture weighting functions \( a(z) \) and \( b^*(z) \). Consequently, if the aperture functions are uniform for \( |z| \leq \frac{L_A}{2} \) and \( |z-t| \leq \frac{L_B}{2} \), as is shown in Figure 6a, then the spatial frequency spectrum \( a(z) * b^*(z) \) is shown in Figure 6b. The spectrum is a trapezoidal function and weights
Figure 6. Aperture Distributions and Spatial Frequency Spectrum (for Incoherent Sources) of Two Uniformly Weighted Apertures.
more heavily the spatial frequencies near the center of its "aperture" than those near the edges. This results in a distortion of the source spectrum as "seen" at the system's output. Note also that the width of the "aperture" of the system is given by the sum, \( L_A + L_B \), of the aperture widths of the individual antennas and is centered at \( z = -f \).

In order to obtain a uniform spatial frequency spectrum one must use a compound interferometer\(^{22}\). A diagram of the weighting functions and associated spectrum of the system is shown in Figure 7. Instead of two uniformly weighted apertures the compound interferometer consists of just one uniformly weighted aperture and a simple interferometer. The two isotropic elements of the interferometer are located at the end points of the second aperture. Mathematically, they can be represented by Dirac deltas and their convolution with the other aperture function results in the uniform spectrum shown in part b of the diagram. The width of the "aperture" is also given by \( L_A + L_B \) and its center is located at \( z = -f \).

In Chapter 3 it was shown that in the incoherent case \( T(\tau, u) \) is a real function. Consequently, its spectrum is complex symmetric, i.e., \( t(\omega, z) = t^*(-\omega, -z) \). This means that by measuring \( t(\omega, z) \) on the interval \( 2|z + f| \leq L_A + L_B \), we can automatically deduce its values on the interval \( 2|z - f| \leq L_A + L_B \). This region is also shown in Figures 6b and 7b.

Finally, we can define a system "aperture" \( Q'_{AB} \) for the incoherent case which is analogous to the more general \( Q_{AB} \) of the partially coherent case. Thus in Figure 8 is shown the combined spatio-temporal frequency plane for the incoherent case with the region \( Q'_{AB} \) indicated by cross-hatching.
**Figure 7.** Aperture Distributions and Spatial Frequency Spectrum of the Compound Interferometer in the Presence of Incoherent Sources.
Figure 8. Spatio-Temporal Frequency Plane for the Case of an Incoherent Source Distribution with the Region \( Q'_{AB} \) Shown Hatched.
In summary, we can say that an incoherent source distribution has a principal solution spectrum which is a function only of the difference 
\( z = x - y \) of the spatial frequency coordinates. Consequently, the problem reduces from three dimensions to two and by pointing both antenna patterns in the same direction (\( u = v \)) the system output also reduces to a function of two dimensions, delay \( T \), and beam direction \( u \). A principal solution can be defined whose frequency spectrum is complex symmetric,
\[
(t(\omega, z) = t^*(-\omega, -z))\text{,}
\]
and for the above antenna system is identically zero for 
\[
|z| - |f| > \frac{L_A + L_B}{2}
\]
and \( |\omega| < \omega_{\text{m}} \). Indeed, it was this type of principal solution which was first defined by Bracewell and Roberts\(^\text{18}\) in connection with the mapping of the incoherent sources which are encountered in radio astronomy.
6. THE CORRELATION MATRIX OF THE ANTENNA SYSTEM

It will be recalled that in Section 4.4 we introduced the correlation matrix \( R(\tau) \) which is associated with the complex envelopes, \( A(t) \) and \( B(t) \), of the narrow-band voltages \( a(t) \) and \( b(t) \). We will now show that for the two-antenna correlation system, we can obtain a correlation matrix \( R(\tau, u, v) \) which yields considerably more information about the source distribution than the original cross-correlation function \( R_{AB}(\tau, u, v) \).

6.1 Cross-Correlation of Signals from Two Coincident Antennas

Let us consider one of the antennas, for example antenna A. If the signal from each of its elements is divided into two parts, with predetermined weighting coefficients, one obtains two sets of signals which can be combined additively to form two distinct output voltages from the antenna aperture. In effect they are the signals from two coincident antennas, \( A_1 \) and \( A_2 \), whose patterns can be independently scanned in the \( u \) and \( v \) directions respectively. These signals, after each has passed through an RF filter, can be cross-correlated in the same fashion as the signals from the distinct apertures A and B. The complex cross-correlation function that results is

\[
R_{AA}(\tau, u, v) = T(\tau, u, v) \ast C_{AA}(\tau, u, v) \tag{130}
\]

where

\[
C_{AA}(\tau, u, v) = f_{A_1}(\tau) \ast f^*_{A_2}(\tau) A_1(u) A^*_2(v) \tag{131}
\]
A similar cross-correlation function of two outputs from antenna B can be obtained and it is given by

\[ R_{BB}(\tau, u, v) = T(\tau, u, v) * C_{BB}(\tau, u, v) \]  

where

\[ C_{BB}(\tau, u, v) = \frac{1}{B_1(\tau)} * f_{B_2}(\tau) B_2(u) B_2^*(v) \]  

6.2 The Correlation Matrix of the Two-Antenna System

By analogy with Equation (67) we can define the correlation matrix of the antenna system to be

\[ R(\tau, u, v) = \begin{bmatrix} R_{AA}(\tau, u, v) & R_{AB}(\tau, u, v) \\ R_{BA}(\tau, u, v) & R_{BB}(\tau, u, v) \end{bmatrix} \]  

As before the cross-correlation function \( R_{BA}(\tau, u, v) \) is related to \( R_{AB}(\tau, u, v) \) by the formula

\[ R_{BA}(\tau, u, v) = R_{AB}(v, u) \]  

Now just as in the case of \( R_{AB}(\tau, u, v) \), we can take the Fourier transform of this correlation matrix and we obtain
\[ r(\omega, x, y) = \begin{bmatrix} r_{AA}(\omega, x, y) & r_{AB}(\omega, x, y) \\ r_{BA}(\omega, x, y) & r_{BB}(\omega, x, y) \end{bmatrix} \]  \hspace{1cm} (136)\

where

\[ r_{AA}(\omega, x, y) = 4\pi^2 t(\omega, x, y) F_{A_1}(\omega) F_{A_2}^*(\omega) a_1(x) a_2^*(y) \]  \hspace{1cm} (137)\

\[ r_{BB}(\omega, x, y) = 4\pi^2 t(\omega, x, y) F_{B_1}(\omega) F_{B_2}^*(\omega) b_1(x) b_2^*(y) \]  \hspace{1cm} (138)\

\[ r_{AB}(\omega, x, y) = 4\pi^2 t(\omega, x, y) F_{A}(\omega) F_{B}^*(\omega) a(x) b^*(y) \]  \hspace{1cm} (139)\

\[ = r_{BA}^*(\omega, y, x). \]  \hspace{1cm} (140)\

Each of the elements of the frequency domain correlation matrix can be non-zero only where the corresponding system function, e.g., \( F_{B_1}(\omega) F_{B_2}^*(\omega) b_1(x) b_2^*(y) \) is non-zero. Let us assume that the temporal frequency pass-bands are all equal in size. We can then turn our attention to the spatial frequency domain. Figure 9 shows the regions in the \( xy' \) plane where the four distinct system functions are non-zero. Note that \( \widetilde{Q}_{AB} \) is the "aperture" of the original cross-correlation system (see Figure 3). The three other regions, \( \widetilde{Q}_{AA}, \widetilde{Q}_{BB}, \) and \( \widetilde{Q}_{BA} \), indicate the additional "apertures" of the system.

6.3 Principal Solution

By analogy with the principal solution for the original cross-correlation system given by Equation (114), we can define a principal solution...
Figure 9. Spatial Frequency Plane on which the Cross-Correlation System's "Apertures" $Q_{AA}$, $Q_{AB}$, $Q_{BA}$, and $Q_{BB}$ are Shown Hatched.
for the correlation system as a whole to be the Fourier transform of

\[
t_0(\omega, x, y) = t_{AA}(\omega, x, y) + t_{AB}(\omega, x, y) \\
+ t_{BA}(\omega, x, y) + t_{BB}(\omega, x, y)
\]  

(141)

where

\[
t_{AA}(\omega, x, y) = \frac{r_{AA}(\omega, x, y)}{4\pi^2 \int A_1(\omega)F_1^*(\omega)a_1(x)a_1^*(y)} , \text{ if } (\omega, x, y) \in Q_{AA},
\]

\[
= 0, \quad \text{otherwise.} \quad (142)
\]

Similar formulas obtain for \( t_{AB}(\omega, x, y) \), \( t_{BA}(\omega, x, y) \), and \( t_{BB}(\omega, x, y) \).

Thus

\[
T_0(T, u, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} t_0(\omega, x, y) e^{j(\omega^2-T_0+x+y)} d\omega dx dy \quad (143)
\]

is the principal solution for the correlation system as a whole. Clearly this solution gives us much more information about the source distribution than does the cross-correlation system's principal solution as given by Equation (114).

The special cases of coherent and incoherent distributions give rise to the same type of outputs for this more general system as for the one described previously.
Finally, it should be noted that if the two apertures A and B are considered as parts of a single aperture C, and if two distinct signals from this larger aperture are cross-correlated, as described in Section 6.1, then the output from this system will have a spatial frequency "aperture" which is the same as that of the correlation matrix. Consequently, the principal solution for the aperture C is the same as the system solution given by Equation (143). Therefore, when mapping a source distribution, it is sufficient to obtain a cross-correlation function from the total available aperture. There is nothing available in the cross-correlation of signals from parts of an aperture that is not present in a cross-correlation of the signals from the entire aperture.
In this chapter it will be shown that when the terminal voltage of a conventional linear antenna is square-law detected and time-averaged, the resulting output is just a special case of a cross-correlation antenna system. This means that a comparison of a linear and a cross-correlation system should be made between the square-law detected output of the former and the cross-correlated output of the latter system.

7.1 A Linear Antenna with Square-Law Detection

A diagram of a conventional linear antenna with a square-law detection system is shown in Figure 10. After being passed through the RF filter the antenna voltage can be written as

\[ d(t,u) = D(t,u) e^{j\omega t} \]  

(144)

where by analogy with Equations (96) and (97) of Chapter 5, we have

\[ D(t,u) = V(t,u) * f_D(t) \tau_D(u) \]  

(145)

The antenna's pattern is \( D(u) \) and the filter response envelope is \( f_D(t) \).

This filtered signal is fed into a square-law device whose output is

\[ d_{SL}(t,u) = \frac{1}{2} \text{Re} \left\{ D^2(t,u) e^{j2\omega t} \right\} + \frac{1}{2} |D(t,u)|^2 \]  

(146)

This signal is then time-averaged. Since the double frequency component of the square-law detector output has a zero average we obtain
Figure 10. A Conventional Linear Antenna which Uses Square-Law Detection.
\[
\left< d_{SL}(t,u) \right> = \frac{1}{2} \left< |D(t,u)|^2 \right> \cdot (147)
\]

Now it will be recalled that the cross-correlation's complex output

is

\[
R_{AB}(T,u,v) = \left< A(t,u) B^*(t-T,v) \right> \cdot (148)
\]

Comparing these two results we see that except for the constant factor

\[1/2,\text{the output from the square-law detection system is simply a degenerate case of the cross-correlator output which occurs when } A(t,u) = B(t,u) = D(t,u).\]

It is half the Autocorrelation function of the signal from antenna \(D\) evaluated at \(T = 0\).

\[
2 \left< d_{SL}(t,u) \right> = T(T,u,v) \ast f_{DD}(T) \quad V_D(u) \quad V_D^*(v) \quad (149)
\]

where

\[
f_{DD}(T) = f_D(T) \ast V_D^*(T) \quad (150)
\]

7.2 Disadvantages of the Conventional System

Since the input to the square-law detector is the terminal voltage of only one antenna with only one scan parameter \(u\), we see that when the source distribution is partially coherent, it is impossible to obtain the three-dimensional mapping of the mutual coherent function of the source distribution. As indicated by Equation (149) one can only
obtain the values of the antenna voltage's autocorrelation function along the single line, \( \tau = 0, \ u = v \), whereas the cross-correlation system employing a single aperture yields the values of the filtered function for all points in the three-dimensional output space of the system.

In the case of incoherent sources the problem is not nearly as serious since even with the correlation system it is only the \( u = v \) plane that is considered when the source distribution is scanned. (See Chapter 5, Section 7). Indeed the only difference in the space domain between the two outputs is that the power pattern of the conventional system is \( |D(u)|^2 \) and that of the cross-correlation system is \( A(u)B(u) \) (compare Equations (103) and (149)). The latter pattern is clearly more flexible since it is the product of two distinct field strength patterns. It degenerates to the conventional power pattern when the two field strength patterns are identical, \( (A(u) = B(u) = D(u)) \).

### 7.3 Comparison of the Two Systems for The Case of Dolph-Chebyshev Array Synthesis

Let us first consider a conventional system whose antenna is in the form of a linear array. It was shown by Dolph\(^{40}\) that the optimum array pattern is given by

\[
D(\psi) = T_n(\psi)
\]  

(151)

where \( \psi = \psi_0 \cos (\theta f \sin \theta) \),

\( f = \) element spacing,
\( \theta = \) angle measured from the normal to the array,
\( n+1 = \) number of elements in the array,
\( T_n(\psi) \) is the Chebyshev polynomial \(^*\) of degree \( n \).

The value of \( \psi_o \) is related to the sidelobe level \( \rho \) of the pattern by the formula

\[
\rho = 20 \log_{10} T_n(\psi_o). 
\]  
(152)

The pattern is optimum in the sense that for a given array, of all patterns with an arbitrary sidelobe level \( \rho \), the Chebyshev pattern has the narrowest beamwidth, or conversely, of all patterns with a given beamwidth it has the lowest sidelobes.

However, if the terminal voltage of such an optimum array is square-law detected, then the detector output for a point source in the direction \( \psi_s \) is proportional to

\[
|D(\psi_s - \psi_s)|^2 = T_n^2(\psi_s). 
\]  
(153)

This output is a polynomial of degree \( 2n \) but is not the Chebyshev polynomial of that degree, \( T_{2n}(\psi_s) \). Thus when the power pattern is considered the conventional Dolph-Chebyshev design is not optimum.

Let us now turn our attention to the cross-correlation system shown in Figure 11. The array is given the weighting coefficients necessary to produce the conventional field strength pattern \( T_n(\psi) \). However, the center element of the array has its signal split into two parts; the first is given the amplitude \( \frac{1}{2} \left( 1 - \frac{1}{\sqrt{2}} \right) \) and the second the amplitude \( \frac{1}{2} \left( 1 + \frac{1}{\sqrt{2}} \right) \). The signals from the other \( n \) elements are combined in the output.

\(^*\)For a discussion of the properties of these orthogonal functions, see Courant and Hilbert \(^{30}\), pp. 88-90.
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DOLPH-CHEBYSHEV ARRAY

\[ \psi = \psi_0 \cos(\beta \theta \sin \theta) \]

\[ A(\psi) = \frac{1}{2} \left[ T_n(\psi) - \frac{1}{2} \right] \]

\[ B(\psi) = \frac{1}{2} \left[ T_n(\psi) + \frac{1}{2} \right] \]

Signals are cross-correlated in the same way as is shown in Fig. 1.

Figure 11. System Used to Obtain the Optimum Factor Patterns for the Dolph-Chebyshev Product Array.
usual way to form \( T_n(\psi) \); however, since the central element's signal (normalized to 1) is missing we actually obtain \( T_n(\psi) - 1 \). This signal is split in two halves and to one half is added the first part of the center element's signal to form

\[
A(\psi) = \frac{1}{2} \left( T_n(\psi) - \frac{1}{\sqrt{2}} \right) .
\]  

(154)

Likewise \( B(\psi) \) is formed by adding the remaining two signals.

\[
B(\psi) = \frac{1}{2} \left( T_n(\psi) + \frac{1}{\sqrt{2}} \right) .
\]  

(155)

Now if we note of the following identity

\[
T_{2n}(\psi) = 2T_n^2(\psi) - 1 ,
\]  

(156)

and if the above pair of combined signals are cross-correlated with zero time delay it is easy to see that except for a constant factor we obtain the following product pattern

\[
R(\psi) = A(\psi) B^*(\psi) = T_{2n}(\psi)
\]  

(157)

For the point source in the direction \( \psi_s \) we have

\[
R(\psi) = T_{2n}(\psi - \psi_s)
\]  

(158)

as the system output. This method, due to Price, yields the desired
result. The system output is a Chebyshev polynomial of degree 2n and as such it has the lowest sidelobes of any possible pattern of the array when a certain beamwidth is specified. In particular, the improvement in the sidelobe level of this cross-correlation pattern over that of the conventional Dolph-Chebyshev pattern (i.e., Equation (153)) is shown in Figure 12. Both patterns have the same beamwidths measured to the first null and the element spacing is \( \lambda/2 \). The improvement, plotted as a function of the sidelobe level of the conventional pattern, is about 6 db but is slightly higher for small arrays and relatively high sidelobe levels.

It is worth remarking that the method of synthesizing the product pattern \( T_{2n}(\psi) \), which we have just described, is not unique. To show this we note that we can write

\[
T_{2n}(\psi) = 2^{2n-1} \prod_{k=1}^{2n} (\psi - \psi_k)
\]  

(159)

where \( \psi_k \), the kth zero of the polynomial, is given by

\[
\psi_k = \cos \left[ \frac{2k-1}{4n} \pi \right], \quad k = 1, 2, \ldots, 2n
\]  

(160)

The 2n zeros determine the polynomial. They can be arranged in two groups of n zeros in

\[
W = \frac{1}{2} \frac{(2n)!}{(n!)^2}
\]  

(161)

ways.
Figure 12. Sidelobe Level Improvement of the Dolph-Chebyshev Cross-Correlation Array over the Conventional Array when Both Have the Same Beamwidths Measured to the First Null.
Since one group of $n$ zeros will determine say $A(\psi)$, and the other will specify $B(\psi)$, we see that there are $W$ possible ways to synthesize the product pattern $T_{2n}(\psi) = A(\psi) B^*(\psi)$. It is natural to ask if there is an optimum factorization of $T_{2n}(\psi)$, i.e., which of the $W$ possible pairs of factor patterns $A(\psi)$ and $B(\psi)$ is best in some way.

If the system is being used to receive a signal from some known direction, and if there is a distribution of incoherent noise sources in addition to the signal, then the system output will be

$$R_{S+N}(T,\psi) = [S_o(T) \delta(\psi - \psi_s) + N(T,\psi)] \ast f_{AB}(T) A(\psi) B^*(\psi) \quad (162)$$

where $S_o(T) \delta(\psi - \psi_s)$ and $N(T,\psi)$ are the signal and noise coherence functions respectively. It is clear that it does not matter how the zeros of $T_{2n}(\psi)$ are shared between $A(\psi)$ and $B(\psi)$ since these patterns enter the output expression simply as the product $A(\psi) B^*(\psi) = T_{2n}(\psi)$. Consequently the $W$ possible ways of producing the optimum product pattern are all equivalent when the sources are incoherent.

This is not the case for coherent and partially coherent sources, in particular, let us consider the case of a desired signal incident from the direction $\psi_s$ and a coherent interfering signal from an arbitrary direction $\psi_c$. In practice this situation occurs when there are two distinct paths between a transmitting and a receiving antenna (multipath propagation). It has been shown elsewhere that if the relative amplitudes of the desired and interfering signals are 1 and $Se^{j\phi}$ respectively ($\phi$ is the relative phase), then the real system output, when $T' = 0$ and both patterns are beamed in the $\psi_s$ direction, is proportional to
\[
\tilde{R}(0, \psi_s) = 1 + 2S \frac{A_o (\psi_s - \psi_c) + B_o (\psi_s - \psi_c)}{2} \cos \xi
\]

\[+ S^2 A_o (\psi_s - \psi_c) B_o (\psi_s - \psi_c) \quad (163)\]

where

\[
A_o (\psi) = \frac{A(\psi)}{A(0)} \quad , \quad B_o (\psi) = \frac{B(\psi)}{B(0)} \quad ,
\]

are the normalized, real, factor patterns of \( T_{2n}(\psi) \). Notice that the second term in the above expression, which is due to the cross-product of the desired and interfering signals, is proportional to the sum of the two factor patterns. If the interfering signal is low level (\( S \ll 1 \)), the interference rejection will depend on this sum pattern. Now if we select the factor patterns in the manner of Figure 11 then we have

\[
\frac{1}{2} \left[ A_o (\psi_s - \psi_c) + B_o (\psi_s - \psi_c) \right] = \frac{1}{2} \left[ \frac{T_n (\psi_s - \psi_c) - \frac{1}{\sqrt{T}}}{T_n (0) - \frac{1}{\sqrt{T}}} + \frac{T_n (\psi_s - \psi_c) + \frac{1}{\sqrt{T}}}{T_n (0) + \frac{1}{\sqrt{T}}} \right] \quad (165)
\]

\[
= \frac{T_n (\psi_s - \psi_c) - \frac{1}{2T_n (0)}}{2T_n (0)} \quad ,
\]

If, as is usually the case, \( T_n (0) \gg 1 \), we can write the sum pattern to a good degree of approximation as

\[
\frac{1}{2} [A_o (\psi_s - \psi_c) + B_o (\psi_s - \psi_c)] = \frac{T_n (\psi_s - \psi_c)}{T_n (0)} \quad (167)
\]
Consequently, the output is

\[ R'(0, \psi_s) = 1 + 2S \frac{T_n(\psi_s - \psi_c)}{T_n(0)} \cos \xi + S^2 \frac{T_{2n}(\psi_s - \psi_c)}{T_{2n}(0)} \]  

(168)

and we see that not only does the system reject the self-product of the interfering signal in the optimum Chebyshev fashion \( T_{2n}(\psi - \psi_c) \), but the cross-product of the two signals is also rejected in the optimum fashion \( T_n(\psi_s - \psi_c) \). This occurs only if the factor patterns \( A(\psi) \) and \( B(\psi) \) are given by Equations (154) and (155) respectively. In this sense, then, this factorization is the optimum one.

Finally we should note that since the pattern of any uniformly spaced linear array can be represented as a polynomial,\(^{52}\) we can synthesize a product pattern of any form by simply determining the zeros of the pattern and distributing them equally between its two factor patterns.\(^{37,51}\) The manner in which the distribution is made could be determined from considerations of interference rejection as in the Chebyshev case.

The patterns of two coincident arrays of \( n+1 \) elements will each be a polynomial of degree \( n \). Their product pattern will be a polynomial of degree \( 2n \) with \( 2n \) distinct zeros. On the other hand the power pattern of a conventional array of \( n+1 \) elements will also be a polynomial of degree \( 2n \) but will have only \( n \) distinct zeros. Consequently we can say that the product pattern has twice as many degrees of freedom as the conventional power pattern.
8. MULTIPLE CROSS-CORRELATION

Having studied in some detail the cross-correlation of the signals of two antennas we now will consider the effect of multiple cross-correlation of the signals from an arbitrary number of antennas. By now it is well-known that when used for mapping the temperature distribution of remote sources these systems are basically nonlinear. The output of a four-antenna system, for example, will contain cross-product terms due to sources in different directions even when their signals are mutually incoherent. The explanation for the failure of such systems is simple. The temperature distribution is a distribution of average power and as such, is determined by a second moment of the probability distribution of the field phasor $V(t,u)$, i.e.,

$$T(T,u,v) = \int \int p[V^*,t-T,v] p\left\{V_t,u,V^{*}_{t-T,v}\right\} dV_t,u dV^{*}_{t-T,v}$$

where $p[V_t,u,V^{*}_{t-T,v}]$ is the joint probability distribution of the field from the source in the $u$ direction at time $t$ and the field from the source in the $v$ direction at time $t-T$. To emphasize the fact that $t$, $T$, $u$, and $v$ are essentially parameters in the above integral, we have for example, let $V_t$ be the value of $V(t,u)$ at time $t$ and for the direction $u$. The integration, of course, is over all values of the complex amplitudes $V_t,u$ and $V^{*}_{t-T,v}$.

Now by going to a higher order of cross-correlation we are no longer dealing with second moments and hence by definition with temperature brightness. All temperature information about the distribution is contained in the mutual coherence function $T(T,u,v)$. The information in the higher order
correlations clearly concerns the higher order moments and hence can be used to specify the joint probability distribution of the sources, e.g.,

$$P\left\{ V_{t-T_1, u_1}, V_{t-T_2, u_2}^*, V_{t-T_3, u_3}^*, \ldots, V_{t-T_n, u_n}^* \right\}.$$  Conversely, if the probability distribution is known, all of the moments can be determined from it including the second or temperature moment. However, it will be shown in Section 8.3 that the higher order moments of a gaussian distribution are completely determined by the first and second moments.

8.1 A Multiple Cross-Correlation Antenna System

A diagram of the system, whereby the terminal voltages of N antennas are cross-correlated, is shown in Figure 13. In Appendix B a detailed analysis shows that the complex system output has an expected value of

$$R_{A_1 A_2 \ldots A_N} (\tau_1, \tau_2, \ldots, \tau_N, u_1, u_2, \ldots, u_N)$$

$$= T^{(N)}_{\tau_1, \tau_2, \ldots, \tau_N, u_1, u_2, \ldots, u_N} * f_1(\tau_1) \ldots f_2(\tau_2) \ldots f_3(\tau_3) \ldots f_4(\tau_4)$$

$$\ldots f_N(\tau_N) A_1(u_1) A_2^*(u_2) A_3^*(u_3) A_4^*(u_4) \ldots A_N^*(u_N)$$

(170)

where

$$T^{(N)}_{\tau_1, \tau_2, \ldots, \tau_N, u_1, u_2, \ldots, u_N} =$$

$$E\left\{ V(t-T_1, u_1) V^*(t-T_2, u_2) V(t-T_3, u_3) \ldots V^*(t-T_n, u_n) \right\}$$

(171)

with $\tau_k$ and $u_k$ being the time delay and beam direction of the kth antenna whose pattern is $A_k(u)$ and filter response envelope is $f_k(t)$. 
Figure 13. System for Cross-Correlating the Voltages of N Antennas.
It is clear from Equation (170) that a Fourier analysis of the output will be simply a generalization to 2N dimensions of the analysis for the case of a single cross-correlation. Thus the system output spectrum is

\[ r_{A_1 A_2 \ldots A_N} (\omega_1, \omega_2, \ldots, \omega_N, x_1, x_2, \ldots, x_N) \]

\[ = (2\pi)^N t^{(N)} (\omega_1, \omega_2, \ldots, \omega_N, x_1, \ldots, x_N) a_1(x_1) a_2^*(x_2) a_3(x_3) \ldots \]

\[ \ldots \ldots a_N^*(x_N) F_1(\omega_1) F_2^*(\omega_2) \ldots \ldots F_N^*(\omega_N) \]  

where

\[ r_{A_1 \ldots A_N} (\omega_1, \omega_2, \ldots, \omega_N, x_1, \ldots, x_N), \quad t^{(N)} (\omega_1, \omega_2, \ldots, \omega_N, x_1, \ldots, x_N), \]

\[ a_k(x_k), \text{ and } F_k(\omega_k), \text{ are the inverse Fourier transforms of} \]

\[ F_{A_1 \ldots A_N} (\tau_1, \tau_2, \ldots, \tau_N, u_1, \ldots, u_N), \quad t^{(N)} (\tau_1, \tau_2, \ldots, \tau_N, u_1, u_2, \ldots, u_N), \]

\[ A_k(u_k), \text{ and } f_k(\tau), \]

respectively.

Letting \( Q_{12 \ldots N} \) be the support of the system function \( a_1(x_1) a_2^*(x_2) \ldots \)

\[ a_N^*(x_N) F_1(\omega_1) F_2^*(\omega_2) \ldots \ldots F_N^*(\omega_N), \] we define the principal solution for the Nth order correlation system as the Fourier transform of
\[ c_A^{(N)}(\omega; \ldots, \omega, x_1, \ldots, x_N) = \frac{r_{\omega_1 + \cdots + \omega_N} x_1 \cdots x_N}{(2\pi)^{N/2} \prod_{1}^{N} \phi_n(\omega_1) \cdots \phi_n(\omega_N) \phi_n(x_1) \cdots \phi_n(x_N)}, \]

if \( (\omega_1, \ldots, \omega_N, x_1, \ldots, x_N) \in Q_{123\ldots N}, \)

\[ = 0, \quad \text{otherwise}. \]

Thus the principal solution is

\[ T^{(N)}_{A_1 \ldots A_N}(\tau_1, \tau_2, \ldots, \tau_N; u_1, u_2, \ldots, u_N) = \]

\[ \frac{1}{(2\pi)^N} \int_\infty^\infty \int_\infty^\infty \cdots \int_\infty^\infty \frac{c_A^{(N)}(\omega; \ldots, \omega, x_1, \ldots, x_N)}{\omega^{\tau_1 - 2\tau_2 + \cdots - \tau_N} u_1 x_1 \cdots u_N x_N} \)

\[ \cdots \int_\infty^\infty d\omega_1 \cdots d\omega_N \int_\infty^\infty dx_1 \cdots dx_N \]

which is a filtered version of the following \( N \)th moment of the joint probability distribution

\[ T^{(N)}(\tau_1, \tau_2, \ldots, \tau_N; u_1, u_2, \ldots, u_N) = \int_\infty^\infty \cdots \int_\infty^\infty \int_\infty^\infty \cdots \int_\infty^\infty V_{\tau_1} u_1 V_{\tau_2} u_2 \cdots V_{\tau_N} u_N \)

\[ \left( V_{\tau_1}^{*} u_1^{*} V_{\tau_2}^{*} u_2^{*} \cdots V_{\tau_N}^{*} u_N^{*} \right) \cdots \int_\infty^\infty dV_{\tau_1}^{*} u_1^{*} dV_{\tau_2}^{*} u_2^{*} \cdots dV_{\tau_N}^{*} u_N^{*}. \]
Note that for \( N \) even, \( T_1 = T_2 = T_3 = \ldots = T_N = 0 \) and \( u_1 = u_2 = u_3 = \ldots = u_N = u \) we get

\[
T^{(N)}(0,0,\ldots,0,u,u,\ldots,u) = E \left\{ V_{t,u} \right\} = \int V_{t,u} \left\{ p \left\{ V_{t,u} \right\} \right\} dV_{t,u}
\]

which is the \( N \)th moment of the probability distribution of the source in the \( u \) direction.

It should be remarked that for the above results we have tacitly assumed that \( N \) was even. If \( N \) is odd the output in most practical cases will be zero since most sources have even probability distributions (e.g., gaussian). However, more general distributions are possible and their odd moments can be measured by using an odd number of antennas. In Appendix B we give the modification of the correlation system that will perform a correlation of an odd number of signals.

8.2 Generalized Correlation Matrix

Just as it was shown in Chapter 6 that a cross-correlation of the voltages of two antennas yields only a part of the available information from the system, so in the generalized case it can be shown that the multiple correlation output \( R_{A_1 \cdots A_N}^{(T_1, T_2, \ldots, T_N, u_1, u_2, \ldots, u_N)} \) is only one of \( N^N \) possible outputs, all of which are distinct functions of the delay and scan variables. For example, we could form \( N \) distinct outputs from a single antenna and obtain an \( N \)-dimensional cross-correlation just as we obtained a two-dimensional cross-correlation of the signals from antenna \( A_1 \) (see Chapter 6). By analogy with that output we could let \( R_{A_1 A_1 \cdots A_N}^{(T_1, \ldots, T_N, u_1, \ldots, u_N)} \) be its \( N \)-dimensional counterpart. The \( 2 \times 2 \)
correlation matrix will also have counterpart and the typical element of this
generalized correlation "matrix" is

\[ R_{A_k A_\ell A_m \cdots A_q} \left( \tau_1, \tau_2, \ldots, \tau_{N'} u_1, u_2, \ldots, u_N \right) = \]

\[ T^{(N)}(\tau_1, \tau_2, \ldots, \tau_{N'} u_1, \ldots, u_N) \ast Y_k^*(\tau_1) Y_\ell^*(\tau_2) \ldots Y_m^*(\tau_3) \ldots \]

\[ \ldots \ast Y_q^*(u_N) \quad \ldots Y_k^*(u_1) Y_\ell^*(u_2) \ldots Y_m^*(u_3) \ldots Y_q^*(u_N) \quad (177) \]

where each of the \( N \) indices, \( k, \ell, m, \ldots, q \), assume values from 1 to \( N \).

Each element, \( R_{A_k A_\ell A_m \cdots A_q} \left( \tau_1, \tau_2, \ldots, \tau_{N'} u_1, \ldots, u_N \right) \), of the generalized
correlation matrix has a principal solution, \( T^{(N)}_{A_k \cdots A_q} (\tau_1, \ldots, u_N) \),
associated with it. We define the principal solution of the \( N \)th order
correlation system as a whole to be the sum of these \( N^N \) principal solutions,
i.e.,

\[ T^{(N)}_0 (\tau_1, \tau_2, \ldots, \tau_{N'} u_1, \ldots, u_N) = \]

\[ \sum_{k=\ell}^N \sum_{\ell=1}^N \cdots \sum_{q=1}^N T^{(N)}_{A_k A_\ell A_m A_\ell \cdots A_q} (\tau_1, \ldots, \tau_{N'} u_1, \ldots, u_N) \quad (178) \]

where

\[ T^{(N)}_{A_k A_\ell A_m \cdots A_q} (\tau_1, \tau_2, \ldots, \tau_{N'} u_1, u_2, \ldots, u_N) \]

is the Fourier transform of
\[ t(N) = \frac{r_{A_k A_{q}}(\omega_1, \ldots, \omega_N, \lambda_1, \ldots, \lambda_N)}{(2\pi)^N F_k(\omega_1) \ldots F_{q}(\omega_N) A_k(\lambda_1) \ldots A_q(\lambda_N)} \]

if \((\omega_1, \ldots, \lambda_N) \in Q_k \ell \ldots q',

= 0, \ \text{otherwise}, \ \ \ (179) \]

and \(r_{A_k A_{q}}(\omega_1, \ldots, \lambda_N)\) is the inverse Fourier transform of the output cross-correlation function \(R_{A_k \ldots A_q}(\tau_1, \ldots, u_N)\).

8.3 Sources with Gaussian Statistics

If the sources have a gaussian joint probability distribution with zero means it can be shown that

\[ E \left\{ V(t-\tau_1 u_1) V^*(t-\tau_2 u_2) V(t-\tau_3 u_3) \ldots V^*(t-\tau_{N'} u_{N'}) \right\} \]

\[ = \sum_{\text{a.d.p.}} \frac{N/2}{1 \leq i \leq N/2, i \neq j} E \left\{ V'(t-\tau_i u_i) V'(t-\tau_j u_j) \right\}, \ \text{if} \ N \ \text{is even}, \]

\[ = 0, \ \text{if} \ N \ \text{is odd}, \ \ \ (180) \]

where a.d.p. means all distinct pairs and

\[ V'(t-\tau_i u_i) = V(t-\tau_i u_i), \ \text{for} \ i \ \text{odd}, \]

\[ = V^*(t-\tau_i u_i), \ \text{for} \ i \ \text{even} \ \ \ (181) \]
Thus the higher order moments of a gaussian distribution are all expressible in terms of the sum of products of second order moments. For example if \( N = 4 \) we can write

\[
E \left\{ V(t-T_1, u_1) V^*(t-T_2, u_2) V(t-T_3, u_3) V^*(t-T_4, u_4) \right\}
\]

\[
= T(T_{-1}, u_1, u_2) T (T_{-3}, u_3, u_4)
\]

\[
+ T(T_{-1}, u_1, u_4) T (T_{-3}, u_3, u_2)
\]

\[
+ T(T_{-1} + T_3, u_1, u_3) T'(T_{-2} + T_4, u_2, u_4)
\]

(182)

where \( T(T, u, v) \) is given by Equation (19) and

\[
T'(T, u, v) = E \left\{ V(t, u) V(t-T, v) \right\} .
\]

(183)

If the complex signals have zero-mean statistically independent real and imaginary components and the covariances of the components are the same, then \( T'(T, u, v) = 0 \). Such signals represent circular complex gaussian processes\(^{47}\).

This result is simply a generalization of the well-known fact that if the mean and variance (first and second moments) of a gaussian random variable are known, then all higher moments can be deduced from them*. We can infer that if such is the case no further information about the source distribution is available in the higher order correlations. Consequently, if we knew a priori that the sources had gaussian statistics a single cross-correlation of the signals would be sufficient.

*See, for example, Davenport and Root\(^{13}\), pp. 146-147.
Conversely, if the measured higher order correlations are related to the measured second order correlations in the manner indicated by Equation (180), then one can infer that the source distribution has gaussian statistics.
9. THE APPLICATION OF CROSS-CORRELATION ANTENNA SYSTEMS TO RADAR

In this chapter it will be shown that antenna cross-correlation techniques can be used to advantage in radar systems. In the radar case, since one is both transmitting and receiving signals, it is possible to use two antennas for transmitting as well as two for receiving, four antennas in all. To distinguish the two transmitted signals, one is shifted in frequency by the amount $\omega_1$ with $\omega_1 \ll \omega_0$. The receiving antenna system is designed to respond only to the cross-product of these two signals which return after striking the targets.

Such a cross-correlation radar system has distinct advantages over the conventional system. It will be shown that the directivity for a given side lobe level can be increased by extending the Dolph-Chebyshev synthesis technique to the composite pattern of the four antennas. Furthermore, since the system is designed to respond to the cross-product of the two returning signals, it will be shown that the effect of remote active noise sources is virtually eliminated in the time-averaged system output.

9.1 The Cross-Correlation Radar System

A diagram of the system is shown in Figure 14. There are four antennas, two of which are used for transmitting ($A_1$ and $A_2$), and two of which are used for receiving ($B_1$ and $B_2$). The pulsed transmitter signal is split in two equal parts and that part which is fed to antenna $A_2$ is tagged with an additional frequency $\omega_1$, i.e., the carrier frequency is shifted from $\omega_0$ to $\omega + \omega_1$, with $\omega_0 \gg \omega_1$. This distinguishes the two signals which are transmitted by the antennas.
Figure 14. Cross-Correlation Radar System.
After striking the target (or targets) the signals return and are received by the other pair of antennas, $B_1$ and $B_2'$. In practice of course the four antennas need not be physically separated. One could use four coincident antennas which share the same aperture (see Section 9.2). The cross-correlation of the terminal voltages of these antennas is, in principle, the same as with any correlation system, except that the various filters used must be wide-band in order to pass the video pulses of the radar. A detailed analysis of the processing is given in Appendix C.

The system output in the radar case is usually displayed on an oscilloscope. Thus, a saw-tooth wave, synchronized with the pulse repetition rate, is used to produce a repeating image on the 'scope. The abscissa of the display is usually the range coordinate $s$, while the vertical deflection, at each $s$, is proportional to the system output and hence to the strength of the return from the target at that range. In the appendix it is shown that for a target at the range $r$ and in direction $v$, the average deflection on the 'scope, as a function of antenna beam direction $u$ and range coordinate $s$, is

*For simplicity of analysis we have assumed in what follows that the filters' frequency characteristics are uniform in the band $|\omega - \omega_0| < \Delta \omega$. We also have tacitly assumed the case of $\tau = 0$. 
\[ R(s,u) = P_0(s-r) \left\{ A_1(v-u)B_1(v-u)A_2^*(v-u)B_2^*(v-u)e^{j2\omega_1 r/c} \right\} \]  \hspace{1cm} (184)

where

\[ P_0(s) = \left| P(2s/c) \right|^2 \] \hspace{1cm} (185)

is equal to the absolute square of the video pulse, \( P(2s/c) \), and \( A_1(u), A_2(u), B_1(u), \) and \( B_2(u) \) are the field strength patterns of the four antennas.

The phase factor \( e^{j2\omega_1 r/c} \) depends on the target distance, but for all targets within the maximum practical range \( r_{max} \), one can choose \( \omega_1 \) low enough so that this factor is almost unity. Consequently, we can rewrite Equation (184), to a good degree of approximation, as

\[ R(s,u) = P_0(s-r) \left\{ A_1(v-u)B_1(v-u)A_2^*(v-u)B_2^*(v-u) \right\} \] \hspace{1cm} (186)

Now with a conventional radar system, where quite often the signals are transmitted and received on the same antenna, the analogous output is

\[ D(s,u) = P_0(s-r) \left| D(v-u) \right|^4 \] \hspace{1cm} (187)

*A duplexer is used to isolate the transmitted and received pulses.
where $D(u)$ is the antenna's field strength pattern and we have assumed that square-law detection is used. Comparing Equations (186) and (187) we see that mathematically, the latter is just a degenerate case of the former which occurs when

$$A_1(u) = A_2(u) = B_1(u) = B_2(u) = D(u).$$  \hspace{1cm} (188)

Clearly the cross-correlation system is preferrable since its four distinct patterns can be specified independently; in a sense, this system has four times as many "degrees of freedom" as the conventional one. We will now consider the implications of this in the design of optimum Dolph-Chebyshev systems.

9.2 Optimum Dolph-Chebyshev Design

We recall from Section 7.3 that the pattern of an optimum Dolph-Chebyshev array is given by Equation \((151)\) shown below

$$D(\psi) = T_n(\psi).$$

However, when such an array is used for radar, the system output is proportional to

$$D(s, \psi) = P_0(s-r)T_n^4(\psi_0-\psi)$$  \hspace{1cm} (189)

where, by analogy with Equation (187), we have assumed a point target at
range \( r \) and in the direction \( \psi_0 \). As a function of \( \psi - \psi_0 \) the system output is a polynomial of degree \( 4n \) but is not the desired Chebychev polynomial of that degree, \( T_{4n}(\psi - \psi_0) \).

Now let us consider the special case of the cross-correlation radar system when the four antennas \( A_1, A_2, B_1, \) and \( B_2 \) are in the form of coincident linear arrays. This is indicated in Figure 15 where an aperture weighting network is shown which takes the signals to and from the elements of the array and combines them in a predetermined way to produce the four distinct patterns \( A_1(\psi), A_2(\psi), B_1(\psi), \) and \( B_2(\psi) \).

In particular, if we let

\[
A_1(\psi) = T_{2n}(\psi) + \left( \frac{1}{2} + \frac{1}{2\sqrt{2}} \right) \frac{1}{2}
\]

\[
A_2(\psi) = T_{2n}(\psi) + \left( \frac{1}{2} - \frac{1}{2\sqrt{2}} \right) \frac{1}{2}
\]

(190)

\[
B_1(\psi) = T_{2n}(\psi) - \left( \frac{1}{2} + \frac{1}{2\sqrt{2}} \right) \frac{1}{2}
\]

\[
B_2(\psi) = T_{2n}(\psi) - \left( \frac{1}{2} - \frac{1}{2\sqrt{2}} \right) \frac{1}{2}
\]

then, except for a constant factor, we can show that the correlation system output is
Figure 15. The Aperture Weighting Network Associated with the Four Coincident Radar Arrays.
This is the desired output since the system's over-all pattern is given by the Chebyshev polynomial of degree 4n.

A quantitative analysis of the sidelobe level of this pattern and of that of the conventional case, as given in Equation (189), shows that if both have the same beamwidth measured to the first null, then for large arrays (e.g., $l = \frac{\lambda}{2^r}$, $n > 9$), the cross-correlation pattern's sidelobe level is about 7 or 8 db lower than that of the conventional pattern. This is shown in Figure 16 where the sidelobe level improvement in db is plotted as a function of the conventional pattern's sidelobe level, also in db. The second curve, indicated by "Mattingly System", is the improvement obtained when two distinct antennas are used, one for transmitting and one for receiving. If the two patterns are given by

\[ A(\psi) = T_n(\psi) - \frac{1}{\sqrt{2}} \]

\[ B(\psi) = T_n \psi + \frac{1}{\sqrt{2}} \]

then the system output, corresponding to Equations (189) and (191), is
Figure 16. Sidelobe Level Improvement of the Mattingly and Cross-Correlation Radar Patterns as a Function of the Conventional Dolph-Chebyshev Sidelobe Level.
and the pattern is better than that of the conventional system in that its sidelobes are lower by about 5 or 6 db as indicated in Figure 16. This system was first proposed by R. L. Mattingly in 1960\textsuperscript{53}.

It can be concluded that the conventional radar antenna system employing a Dolph-Chebyshev design is inadequate due to the multiplicative effect of the transmitting and receiving patterns and of the square-law detection. Thus, instead of the optimum Chebyshev polynomial \( T_{4n}(\psi) \), one obtains \( T_{4n}^{4}(\psi) \). It was shown that by properly selecting the four individual patterns of the cross-correlation system, (Equation (190)), one can \textit{synthesize} the over-all pattern \( T_{4n}(\psi) \) which of course is optimum in the sense mentioned above.

9.3 Noise Suppression

Since the transmitted and hence the received signals are in the form of two distinct pulse trains whose \textit{carrier frequencies differ} by the fixed amount \( \omega_1 \), the receiving section of the system has been designed to respond to the cross-product of these signals (it therefore is a true cross-correlation system).

On the other hand, given a background distribution of active noise sources, the random noise due to this distribution, which is incident on the receiving antennas, will in general not have such a dual nature. The noise distribution can be given mathematically by \( N(t, u) \) which gives the field at the origin of the antenna coordinate system at time \( t \) due to the

\[
R_m(s, \psi) = P_0(s-\tau) \int_{-\infty}^{\infty} T_{2n}^2(\psi - \psi) \end{equation}

(194)
noise source in the direction \( u \). The terminal voltages of the two antennas, due to the noise, can be written as \( N_{B_1}(t) \) and \( N_{B_2}(t) \) where

\[
N_{B_k}(t) = \int_{-\beta}^{\beta} N(t, u) B_k(u) du
\]

(195)

for \( k = 1, 2 \).

Since the noise and signals are uncorrelated, the time-averaged effect of cross-products of noise and signals in the cross-correlator output will reduce to zero. In Appendix C it is shown that the "self-product" of the noise in the output can be written as

\[
n_o(t) = N_{B_1}(t) N^*_{B_2}(t) e^{-j\omega_1 t}.
\]

(196)

The average value of \( n_o(t) \) sampled at \( t = \frac{2s}{c} + k \tau_0 \) for \( N \) samples is

\[
n_{o,N}(s) = \left\{ \frac{1}{N} \sum_{k=0}^{N-1} N_{B_1} \left( \frac{2s}{c} + k \tau_0 \right) N^*_{B_2} \left( \frac{2s}{c} + k \tau_0 \right) e^{-j\omega_1 \left( \frac{2s}{c} + k \tau_0 \right)} \right\}
\]

(197)

where we have changed variables from time \( t \) to range \( s \), with \( t = \frac{2s}{c} \).

This is proportional to the average vertical deflection of the oscilloscope.
at range $s$ and in the appendix it is shown that the expected value of this deflection is

$$E \left\{ n_{0}, N(s) \right\} = \left\{ N_{B_{1}B_{2}} \frac{\sin N \omega \frac{1}{2} \frac{2s}{c} e^{-j\omega \frac{1}{2} \frac{2s}{c} + \frac{N-1}{2} \tau_{0}}}{N \sin \frac{\omega}{1 \tau_{0}}} \right\} \quad (198)$$

where

$$N_{B_{1}B_{2}} = E \left\{ N_{B_{1}} \left( \frac{2s}{c} + k \tau_{0} \right) N_{B_{2}}^{*} \left( \frac{2s}{c} + k \tau_{0} \right) \right\} \quad (199)$$

But

$$\left| E \left\{ n_{0}, N(s) \right\} \right| \leq \left| N_{B_{1}B_{2}} \right| \frac{\sin N \omega \frac{1}{2} \tau_{0}}{N \sin \frac{\omega}{1 \tau_{0}}} \quad (200)$$

and

$$\lim_{N \to \infty} \left| E \left\{ n_{0}, N(s) \right\} \right| \leq \lim_{N \to \infty} \left| N_{B_{1}B_{2}} \right| \frac{\sin N \omega \frac{1}{2} \tau_{0}}{N \sin \frac{\omega}{1 \tau_{0}}} = 0 \quad (201)$$
except for $\omega T_0 = 2q \pi$, with $q$ integral. Consequently, the time-averaged output due to the noise is inversely proportional to the number of pulse repetitions $N$, and in the limit as $N$ approaches infinity, the noise output's average value approaches zero. We can explain this by noting that the system is designed to respond to a pair of signals with a fixed frequency difference $\omega_1$. Since the noise does not have this dual nature its effect in the system output averages to zero. The special cases $\omega T_0 = 2q \pi$ need not concern us since we can always design our system to avoid these values.

This result contrasts with the noise output of a conventional system employing square-law detection. In such a situation the part of the terminal voltage of the antenna which is due to the noise is

$$N_{D}(t) = \int_{-\infty}^{\infty} N(t, u) D(u) \, du$$  \hspace{1cm} (202)$$

where $D(u)$ is the antenna's field strength pattern. The low-frequency output of the square-law detector due to this noise voltage is

$$n_{SL}(t) = \frac{1}{2} | N_D(t) |^2$$ \hspace{1cm} (203)$$

This output has a positive average which we define as
Consequently, in the presence of background noise the conventional system's display will have a positive vertical deflection whose average value is independent of range and is proportional to the average noise power $\bar{N}_D$. However, if the antenna is scanned this averaged noise output will vary with scan angle (except in the rather unrealistic case when the noise sources are uniformly distributed). On the other hand, the cross-correlation system output due to the noise sources has a time-average of zero which in general is independent of both range and scan angle.

9.4 Suppression of Jamming Signals

In some situations there might be, in addition to the target echoes, a series of jamming pulses which are received by the antenna. They will be from the directions of the jamming transmitter (or transmitters) and of any targets which can reflect those jamming pulses towards the receiving antenna. If the carrier frequency $\omega_0$ and pulse repetition rate $T_0$ of this interference is the same as that of the desired echoes, a conventional system has no choice but to accept both the signal and the jamming noise.

The cross-correlation system differs from this since it is designed to respond only to a pair of target echoes at frequencies $\omega_0$ and $\omega_0 + \omega_1$. Therefore unless the jamming signals are also in this dual form the time-average of the interference will approach zero as the number of pulse repetitions increases. The proof of this statement is essentially the same as that for the suppression of random background noise of Section 9.3.
An arbitrary distribution of radar targets will generally produce echoes which are partially coherent. In this chapter a general theory of mapping such a target distribution is presented. One must use a cross-correlation system the details of which are described in Chapter 9. The resolution of the system is limited in two ways. First, the non-zero beamwidths of the antenna patterns smooth the observed target distribution, as the patterns are scanned. Second, due to the transmitted pulses not being infinitesimally sharp, the measurement of the range of the targets will also be a smoothed version of the true range distribution.

Let us consider a system which uses just one aperture of length $L$. Its four patterns, $A_1(u)$, $A_2(v)$, $B_1(u)$, and $B_2(v)$ are generated by the aperture weighting network of Figure 15. We will assume that the radar pulses have a spectrum of width $\Delta \omega$. Under these restrictions, an aperture of length $L$ and a bandwidth of $\Delta \omega$, it is pertinent to ask what is the best one can do in mapping the target distribution. We will now show that we can obtain a principal solution which is similar to the one described in Chapter 5 for active sources.

10.1 Description of the Target Distribution

The targets are assumed to be located within the range of the system and also in the far-field of the antennas ($2L^2/\lambda \leq r \leq r_{\text{max}}$). We associate with the target in the $u$ direction and at range $r$, the complex number $g(t,u,r)e^{j\omega t/c}$. Note that it is a function of time; this allows for target scintillation, rotation, and translation as time progresses. The
phase factor $e^{j\omega_0 t/c}$ is present because our reference point is located at the center of antenna aperture. Thus $g(t,u,r)e^{j\omega_0 t/c}$ represents the target distribution as observed from the antenna.

10.2 System Output in the Presence of the Target Distribution

Let us suppose that we are interested in the amount of correlation between the echoes from the targets at $(u,l)$ and $(v,r)$. If we beam one of the transmitting antenna patterns in the $u$ direction and the other in the $v$ direction and if we delay the set of pulses sent to the nearer target by $s/c = (l-r)c$ seconds, then the two targets will be struck simultaneously by the pulses. The delay of the pulses sent to the nearer target compensates for the delay imposed by the extra distance $s$ on the pulses sent to the other target. Since the returning echoes also have a different distance to travel, the output signals will also have a relative delay, i.e., the signals from the more distant target is delayed in returning by an additional $s/c$ seconds. Accordingly the output of the receiving antenna whose pattern is beamed at the nearer target is delayed by the same relative amount. This will insure that the echoes from the two targets enter the cross-correlator at the same time.

The two transmitted signals are

$$A_1(t, l/c, u_1-u) = \sum_{k=0}^{N-1} P(t \cdot l/c - 2k\tau) A_1(u_1-u)e^{j\omega_0 t/c} \quad (205)$$
\[ A_2(t+r/c, u-v) = \sum_{k=0}^{N-1} P(t+r/c - 2k\tau_0) A_2(u_1 - v) e^{j\left(\omega_0 + \omega_1\right) r/c + \omega_1 t} \cdot (206) \]

We have advanced one signal by \( r/c \) seconds and the other by \( l/c \) seconds. The second signal is tagged with the constant phase modulation \( \omega_1 \). Note that the pulse repetition rate is \( 2\tau_0 \) where \( \tau_0 = 2\tau_{\text{max}}/c \). This permits a delay of one pulse relative to the other of as much as \( \tau_0 \) with practically no interference from preceding or succeeding pulses.

After striking the targets the pulses return and are received by antennas \( B_1 \) and \( B_2 \). Their two output voltages are

\[
B_1(t, l, r, u, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sum_{k=0}^{N-1} \left\{ \frac{2(l-r_1)}{c} - 2k\tau_0 \right\} e^{j\left(\omega_0 + \omega_1\right)(l-r_1) + \omega_1(t+r_1/c)} A_1(u_1-u) + \]

\[
P(t+\frac{l+r_1}{c} - \frac{2r_1}{c} - 2k\tau_0) e^{j\left(\frac{\omega_0}{c}(l+r-2r_1) + \omega_1(t+\frac{l+r-2r_1}{c})\right)} A_2(u_1-v) \}
\]

\[
B_1(u_1-u) g(t + \frac{l-r_1}{c}, u_1, r_1) e^{j\frac{2\omega_0}{c} r_1} du_1 dr_1 \cdot (207) \]
Note that the voltage $B_1(t, l, r, u, v)$ has been advanced by the amount $l/c$ and $B_2(t, l, r, u, v)$ has been advanced by $r/c$. In Appendix D it is shown that when these signals are cross-correlated with $\tau=0$, the system output can be written as

$$R(\ell, r, u, v) = G(o, \ell, r, u, v) \ast C_1(u)C_2(v) \overline{P(\ell)}\overline{P(r)}$$ \hspace{1cm} (209)$$

where

$$C_1(u) = A_1(u)B_1(u)$$ \hspace{1cm} (210)$$

$$C_2(v) = A_2(v)B_2(v)$$ \hspace{1cm} (211)$$

$$\overline{P(r)} = P(2r/c)$$ \hspace{1cm} (212)$$
\[ G(\tau, t, r, u, v) = \left< g(t, u, \ell) \* g^*(t-\tau, v, r) \right> \]  

is the mutual coherence function of the target distribution.

Equations (210) and (211) show that in effect we have two independent radar systems each of which uses distinct patterns for transmitting and receiving. One system beams its two-way pattern in the \( u \) direction and the other system beams its pattern in the \( v \) direction. Equation (212) indicates the role of the pulse shape \( \overline{p}(r, r') \) in the mapping of the target distribution. \( \overline{P}(r-r'_{e}) = \int \frac{2}{c} (r-r'_{e}) \) is the response, as a function of range \( r \), to a point target at \( r'_{e} \). The pulses \( P(t) \) in the radar system correspond to the RF filter response functions \( f_{A}(t) \) and \( f_{B}(t) \) in the cross-correlation receiving system described in Chapter 5.

10.3 Fourier Analysis of the System Output

The system output \( R(\ell, r, u, v) \) is a smoothed version of the mutual coherence function of the target distribution (evaluated at \( \tau=0 \)). If we take the 4-dimensional inverse Fourier transform of Equation (209), the convolution theorem can be used to obtain

\[ r(\xi, \eta, x, y) = (2\pi)^2 g(o, \xi, \eta, x, y) \* p(\xi) \* \overline{p}(\eta) c(x) \* c^*(y); \]  

where \( r(\xi, \eta, x, y) \), \( g(o, \xi, \eta, x, y) \), \( p(\xi) \), \( \overline{p}(\eta) \), \( c(x) \), and \( c^*(y) \) are the
inverse Fourier transforms of $R(r, u, v), G(o, l, r, u, v), \overline{F}(l), \overline{F}(r), C_1(u),$ and $C_2(v)$ respectively. Now since in Equation (210)

$$C_1(u) = A_1(u) B_1(u)$$

we can again invoke the convolution theorem to obtain

$$c_1(x) = (2\pi)^{\frac{1}{2}} a_1(x) * b_1(x) \quad (215)$$

where $a_1(x)$ and $b_1(x)$ are the inverse Fourier transforms of $A_1(u)$ and $B_1(u)$ respectively. In a similar fashion we can write

$$c_2(y) = (2\pi)^{\frac{1}{2}} a_2(y) * b_2(y). \quad (216)$$

$c_1(x)$ and $c_2(y)$ can be thought of as the spatial frequency spectra of the radar system's composite patterns $C_1(u)$ and $C_2(v)$, respectively.

Since the four apertures coincide and are all of length $L$, it follows that

$$c_1(x) \equiv 0, \text{ for } |x| > L. \quad (217)$$

$$c_2(y) \equiv 0, \text{ for } |y| > L.$$
Thus the system has a spatial frequency response which is non-zero only within the region of the $xy$ plane for which $|x| \leq L$ and $|y| \leq L$.

Similarly we define $p(\xi)$ as the spatial frequency spectrum of the system's response in the radial direction $\xi$. This spectrum is related to the temporal spectrum of the transmitted signal pulse. Thus if

$$P(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} p(\omega) e^{j\omega t} d\omega$$  \hspace{1cm} \text{(218)}$$

then

$$\overline{P}(\xi) = \frac{c}{2\sqrt{2\pi}} \int_{-\infty}^{\infty} p\left(\frac{c}{2} \xi\right) e^{j\xi \xi} d\xi$$ \hspace{1cm} \text{(219)}$$

and

$$\overline{p}(\xi) = \frac{c}{2} \overline{p}\left(\frac{c}{2} \xi\right). \hspace{1cm} \text{(220)}$$

But we stipulated that $p(\omega)$ was practically zero for $|\omega| > \Delta \omega$ (see page 110); consequently we have

$$\overline{p}(\xi) \neq 0, \text{ for } |\xi| > \frac{2\Delta \omega}{c}. \hspace{1cm} \text{(221)}$$
Thus the antenna system will reject those radial spatial frequencies which lie outside the interval $|\xi| < \frac{2\Lambda \omega}{c}$. Clearly it will also reject those frequencies $\eta$ such that $|\eta| > \frac{2\Lambda \omega}{c}$.

It has been shown, therefore, that the correlation antenna system acts as a low-pass filter of the spatial frequencies $x$ and $y$ which correspond to the bearing directions $u$ and $v$ and it acts as a low-pass filter of the spatial frequencies $\xi$ and $\eta$ which correspond to range coordinates $\ell$ and $r$.

The "aperture" of the system is a four-dimensional region centered at the origin and with boundaries given by the hyperplanes $\xi = \pm \frac{2\Lambda \omega}{c}$, $\eta = \pm \frac{2\Lambda \omega}{c}$, $x = \pm L$, $y = \pm L$. Furthermore, within this region the system function weights the target spectrum in a more or less arbitrary fashion which depends on the pattern and pulse spectra. The output spectrum is usually a distorted version of the target spectrum because of this.

However we can use Equation (214) to define

$$g_o(\xi, \eta, x, y) = \frac{r(\xi, \eta, x, y)}{(2\pi)^2 c_1(x)c_2(y) \overline{p(\xi)} \overline{p(\eta)}}$$

for $(\xi, \eta, x, y) \in Q$, (222)

$$= 0, \quad \text{otherwise},$$

where we have defined the four-dimensional point set $Q$ to be that for which $|c_1(x)c_2(y)\overline{p(\xi)}\overline{p(\eta)}| \neq 0$. In our case it is the above-mentioned four-dimensional volume with center at the origin. The Fourier transform of
\( g_\circ (\omega, \xi, \eta, x, y) \) will be defined as the principal solution, \( G_\circ (\omega, \ell, r, u, v) \).

The spatial frequency spectrum, \( g_\circ (\omega, \xi, \eta, x, y) \), is identical to that of the required mutual coherence function \( G(\omega, \ell, r, u, v) \), but only over the region \( Q \). For points outside of \( Q \) it is, by definition, equal to zero. Consequently \( G_\circ (\omega, \ell, r, u, v) \) is a smoothed version of \( G(\omega, \ell, r, u, v) \) whose non-zero spatial frequency components are identical to those of \( G(\omega, \ell, r, u, v) \). In this sense then, \( G_\circ (\omega, \ell, r, u, v) \) is the best or principal solution to the problem of mapping a stationary target distribution with a finite antenna and a finite bandwidth.
11. CONCLUSIONS

In this thesis we have considered the application of cross-correlation techniques to linear antenna arrays. Probably the most important result of this work was the demonstration that a two-antenna cross-correlation system can be used to measure a source distribution's mutual coherence function. Since coherent and partially coherent signals are not uncommon in practice, e.g., radar, multipath propagation, and scattering from nearly objects, the results obtained here should be of interest to the antenna engineer. The demonstration that a conventional antenna system with square-law detection is just a special case of the cross-correlation system makes it possible to evaluate in a straightforward manner the relative merits of a conventional and a cross-correlation system. An interesting result is that the analysis of multiple correlation systems is quite simple (at least in theory) since their outputs are amenable to Fourier analysis just as in the two-antenna case. Finally, it is felt that the new cross-correlation radar system, in spite of its involved circuitry, has a number of advantages over the conventional system which should recommend it in some applications.
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APPENDIX A

THE CASE OF TWO-DIMENSIONAL SOURCE DISTRIBUTIONS AND PLANAR ANTENNAS

In the main body of this thesis we considered a one-dimensional source distribution. More realistically, the direction of a remote radio source can be specified as a point on a sphere of "infinite" radius with the antenna at its center. This leads to a two-dimensional source distribution which can be measured by a planar antenna system. We will now outline this generalization from one to two dimensions. At the same time we will consider the practical problem resulting from the directive properties of the elements of the array. Then the problem of changing variables from the (u,v) domain to the (θ,φ) domain will be studied. Finally we will show that for electromagnetic fields the Fourier transform relation between the far-field pattern and the aperture distribution is a valid relation when the far electric field and the aperture current density are considered. The relation between the far electric field and the aperture electric field is not as simple.

A.1 The Output of a Planar Antenna Cross-Correlation System and the Effect of Element Pattern

Let us consider a planar antenna located in the z = 0 plane. The total pattern of the antenna can be written as

\[ A(u,v) = E(u,v) \ A_a(u,v) \]  

(A.1)
where

\[ u = \beta \sin \theta \cos \phi \quad v = \beta \sin \theta \sin \phi \]  \hspace{1cm} (A.2)

and \( E(u,v) \) is the element pattern which as a function of \( u \) and \( v \) varies much more slowly than the array pattern \( A_a(u,v) \). The terminal voltage of the array, in the presence of the source distribution \( V(t,u,v) \), is

\[
A(t,u,v) = \iint V(t,u,v) E(u,v) A_a(u',v') A_a(u-u',v-v') \, du \, dv. \hspace{1cm} (A.3)
\]

Note that the array pattern can be scanned but the individual elements' pattern cannot be scanned.

If we let

\[
V_E(t,u,v) = V(t,u,v) E(u,v) \hspace{1cm} (A.4)
\]

then Equation (A.3) becomes
From Equation (A.6) we see that the effect of the element pattern is to change the source distribution as "observed" by the array. This change is given by Equation (A.2). It can be easily shown that the mutual coherence function of the "observed" source distribution is

\[ T_E(\tau, u_1, v_1, u_2, v_2) = \left\langle V_E(t, u_1, v_1) V_E^*(t-\tau, u_2, v_2) \right\rangle \]  

\[ = E(u_1, v_1) E^*(u_2, v_2) T(\tau, u_1, v_1, u_2, v_2) \]  

where \( T(\tau, u_1, v_1, u_2, v_2) \) is the true mutual coherence function.

The output from a second planar array can be written as

\[ B(t, u, v) = V_E(t, u, v) * B_a(u, v) \]
and when the two output voltages are filtered and cross-correlated we obtain

\[ R(\tau, u_1, v_1, u_2, v_2) = T_E(\tau, u_1, v_1, u_2, v_2) \ast A(u_1, v_1) B(u_2, v_2). \] (A.10)

Equation (A.10) indicates that the cross-correlated output of the system is a filtered version of \( T_E(\tau, u_1, v_1, u_2, v_2) \) and not of the true mutual coherence function \( T(\tau, u_1, v_1, u_2, v_2) \).

The inverse Fourier transform of \( R(\tau, u_1, v_1, u_2, v_2) \) is

\[ r(\omega, x_1, y_1, x_2, y_2) = T_E(\omega, x_1, y_1, x_2, y_2) c_{AB}(\omega, x_1, y_1, x_2, y_2) \] (A.11)

where

\[ c_{AB}(\omega, x_1, y_1, x_2, y_2) = F_A(\omega) F_B^*(\omega) a(x_1, y_1) b^*(x_2, y_2) \] (A.12)

We define

\[ t_{EAB}(\omega, x_1, y_1, x_2, y_2) = \frac{r(\omega, x_1, y_1, x_2, y_2)}{c_{AB}(\omega, x_1, y_1, x_2, y_2)} \iff (\omega, x_1, y_1, x_2, y_2) \in Q_{AB} \] (A.13)

\[ = 0 \quad \text{otherwise.} \]
The Fourier transform of $\mathbf{t}_{EAB}(\omega, x_1, y_1, x_2, y_2)$ is the principal solution. But in view of Equation (A.8) we can write the principal solution as

$$T_{EAB}(\tau, u_1, v_1, u_2, v_2) = T(\tau, u_1, v_1, u_2, v_2) \; E(u_1, v_1) \; E^*(u_2, v_2) \ast Q(\tau, u_1, v_1, u_2, v_2)$$

where, by analogy with Equation (117), $Q(\tau, u_1, v_1, u_2, v_2)$ is the Fourier transform of a system function which is uniform within $Q_{AB}$ the system's "aperture".

Note that the element patterns are included in the convolution integral of Equation (A.14) and strictly speaking cannot be separated from the desired mutual coherence function $T(\tau, u_1, v_1, u_2, v_2)$. However, in most cases the antenna elements are much smaller than the array itself and the element patterns are slowly varying functions when compared to $Q(\tau, u_1, v_1, u_2, v_2)$. If this is the case we can write

$$T_{EAB}(\tau, u_1, v_1, u_2, v_2) = E(u_1, v_1) \; E^*(u_2, v_2) \left\{ T(\tau, u_1, v_1, u_2, v_2) \ast Q(\tau, u_1, v_1, u_2, v_2) \right\}$$

to a good degree of approximation. Consequently we obtain
as the principal solution corrected for the effect of element pattern. This result is valid only in regions where $|E(u,v)|$ is non-zero.

A.2 The Mutual Coherence Function in the Angular Domain

In practice it is more meaningful to express the mutual coherence function as a function of the angular variables $\theta$ and $\phi$ rather than of $u = \beta \sin\theta \cos\phi$ and $v = \beta \sin\theta \sin\phi$. Since $T(\tau, u_1, v_1, u_2, v_2)$ is a power density function we know that $T(0, u_1, v_1, u_2, v_2)$ du dv is the cross-power incident on the antenna system from the elementary regions located at $(u_1, v_1)$ and $(u_2, v_2)$. Transforming this element of cross-power from the $(u,v)$ to the $(\theta, \phi)$ domain, we write

$$T(0, u_1, v_1, u_2, v_2) \ du_1 \ dv_1 \ du_2 \ dv_2 =$$

$$T(0, \beta \sin\theta_1 \cos\phi_1, \beta \sin\phi_1, \beta \sin\theta_2 \cos\phi_2, \beta \sin\phi_2)$$

$$\frac{\partial(u_1, v_1, u_2, v_2)}{\partial(\theta_1, \phi_1, \theta_2, \phi_2)} \ d\theta_1 \ d\phi_1 \ d\theta_2 \ d\phi_2$$

(A.17)
where
\[ \frac{\delta(u_1, v_1, u_2, v_2)}{\delta(\theta_1, \phi_1, \theta_2, \phi_2)} = \beta^4 \cos \theta_1 \cos \theta_2 \sin \theta_1 \sin \theta_2 \] (A.18)

is the Jacobian of the transformation.

Now let us define the mutual coherence function in the angular domain to be \( T(\tau, \theta_1, \phi_1, \theta_2, \phi_2) \). The cross-power incident on the system from the elementary regions located at \((\theta_1, \phi_1)\) and \((\theta_2, \phi_2)\) is

\[ T'(0, \theta_1, \phi_1, \theta_2, \phi_2) \sin \theta_1 \sin \theta_2 \, d\theta_1 \, d\phi_1 \, d\theta_2 \, d\phi_2 \] (A.19)

If we equate this with the cross-power given by Equation (A.17) we obtain

\[ T'(0, \theta_1, \phi_1, \theta_2, \phi_2) = \beta^4 \cos \theta_1 \cos \theta_2, \quad T(\hat{\theta}, \beta \sin \theta_1 \cos \phi_1, \beta \sin \theta_1 \sin \phi_1, \beta \sin \theta_2 \cos \phi_2, \beta \sin \theta_2 \sin \phi_2) \] (A.20)

as the relation between the mutual coherence functions in the \((u,v)\) and
(θ, φ) domains.

This result also applies when we consider the source distribution to be weighted by the antenna element pattern.

\[ T_E(\tau, \theta_1, \varphi_1, \theta_2, \varphi_2) = \beta^2 \cos \theta_1 \cos \theta_2 E \left\{ \beta \sin \theta_1 \cos \varphi_1, \beta \sin \theta_1 \sin \varphi_1 \right\} \]

\[ E^* \left\{ \beta \sin \theta_2 \cos \varphi_2, \beta \sin \theta_2 \sin \varphi_2 \right\} T(\tau, \beta \sin \theta_1 \cos \varphi_1 \beta \sin \theta_1 \sin \varphi_1, \beta \sin \theta_2 \cos \varphi_2, \beta \sin \theta_2 \sin \varphi_2) \]

and if the element patterns are slowly varying we can write

\[ T_{AB} (\tau, \theta_1, \varphi_1, \theta_2, \varphi_2) = \frac{T_E(\tau, \theta_1, \varphi_1, \theta_2, \varphi_2)}{E(\beta \sin \theta_1 \cos \varphi_1, \beta \sin \theta_1 \sin \varphi_1) E^* (\beta \sin \theta_2 \cos \varphi_2, \beta \sin \theta_2 \sin \varphi_2)} \] (A.22)

A.3 Fourier Analysis for Electromagnetic Fields

Let us assume that the electromagnetic field is known on the plane \( z = 0 \). This plane can be thought of as the extended aperture of an antenna.
Any electromagnetic field in the plane can be decomposed as the sum of two modes, the TE and TM modes, each of which can be represented by a scalar function. In particular let us consider the TE mode and a field which varies only in the x direction. This is analogous to the one-dimensional apertures which were considered in the thesis. The electric component is

$$\vec{E}(x, z) = \hat{y} E_y(x, z).$$  \hspace{1cm} (A.23)

The scalar field $E_y(x, 0)$ in the aperture plane has as Fourier transform

$$\widetilde{E}_y(\beta \sin \theta),$$

which represents a spectrum of plane waves. Considering just one of these plane waves we can write

$$\hat{y} \widetilde{E}_y(\beta \sin \theta) e^{-j[\beta \sin \theta x + \beta \cos \theta z]} = \hat{y} \widetilde{E}_y(\beta \sin \theta) e^{-j[\beta \sin \theta x + \beta \cos \theta z]}$$  \hspace{1cm} (A.24)

which represents the field at any point $(x, z)$ due to the plane wave. The total field is the integral of all such plane waves over all possible directions.
\[ E_y(x, z) = \int_{-\infty}^{\infty} E_y(\beta \sin \theta) e^{-j[\beta \sin \theta x + \beta \cos \theta z]} \, d\beta \sin \theta, \quad (A.25) \]

The field at any point can be recovered from its plane wave expansion on the plane \( z = 0 \).

**Equivalent Current Sheet**

If we again consider the plane wave given by Equation (A.24) we can use Maxwell's Equation

\[ H(x, z) = -\frac{1}{j \omega \mu} \operatorname{curl} E(x, z) \quad (A.26) \]

to write

\[ \tilde{H}(\beta \sin \theta) = \frac{-\beta \cos \theta}{j \omega \mu} \tilde{E}(\beta \sin \theta) \quad (A.27) \]

as the \( x \) component of the plane wave's magnetic field. But it also follows from Maxwell's Equations that

\[ H_x(x, 0) = \frac{1}{2} J_y(x) \quad (A.28) \]
where \( J(x) \) is the density function of an equivalent sheet of electric current flowing in the \( z = 0 \) plane. Taking Fourier transforms of both sides of Equation (A.28) gives

\[
\tilde{H}_x(\beta \sin \theta) = \frac{1}{2} \tilde{J}_y(\beta \sin \theta)
\]

(A.29)

and in view of Equation (A.27) we can write

\[
\tilde{J}_y(\beta \sin \theta) = -\frac{2 \beta \cos \theta}{j \omega \mu} \tilde{E}(\beta \sin \theta).
\]

(A.30)

Substituting this result into Equation (A.25) gives

\[
E_y(x, z) = -\frac{j \omega \mu}{2} \int_{-\infty}^{\infty} \tilde{J}_y(\beta \sin \theta) e^{-j[\beta \sin \theta x + \beta \cos \theta z]} d\theta
\]

(A.31)

which represents the electric field at any point in terms of the spectrum of the current density in the aperture plane.
Far-Field Approximation

Let us rewrite Equation (A.31) as

\[ E_y (r, \theta) \sim \frac{-j\omega \mu}{2} \int_{-\infty}^{\infty} J_y (\beta \sin \theta) e^{-j\beta r_o \cos(\theta - \theta_o)} d\theta \quad (A.32) \]

where

\[ r_o = x^2 + z^2 \quad \text{and} \quad \theta_o = \tan \left( \frac{x}{z} \right). \]

If the observation point \((r_o, \theta_o)\) is in the far-field \(r_o\) is very large and the integral on the right side of Equation (A.32) can be evaluated by the method of stationary phase. We can write

\[ E_y (r_o, \theta_o) \sim -\frac{j\omega \mu}{2} J_y (\beta \sin \theta_o) e^{-j\beta r_o \cos(\theta - \theta_o)} \int_{-\infty}^{\infty} e^{-\frac{j}{2} \frac{\beta r_o}{\beta} (\theta - \theta_o)^2} d\theta \]

\[ \sim \frac{j\omega \mu}{2} H_0^{(2)} (\beta r_o) J_y (\beta \sin \theta_o) \quad (A.33) \]
where $H^{(2)}_2(\beta \rho)$ is the Hankel function of the second kind. Thus we see that the far electric field at a fixed radius $r_0$ from the origin is proportional to the Fourier transform of the current density function in the aperture with the transform variables being $\beta \sin \theta$ and $x$. This is not the case for the relation between the aperture electric field and the far electric field. Starting with Equation (A.25) we can show that in the far field

$$E_y(r_0, \theta) \propto \pi H^{(2)}_2(\beta \rho) \beta \cos \theta \tilde{E}_y(\beta \sin \theta).$$

(A.34)

Note the additional factor $\cos \theta$. 

APPENDIX B

OUTPUT OF THE MULTIPLE CROSS-CORRELATION SYSTEM

The signal from each of the N antennas is passed through an RF filter and delayed a certain amount. Thus the signal from the kth antenna after the filtering and the delay is

\[ V_k(t, u_k) = A_k(t, u_k)e^{-j\omega_0 t_k} \]  

(B.1)

where

\[ A_k(t, u_k) = \int_{-\beta}^{\beta} \int_{0}^{\infty} V(t-t_1, u) A_k(u-u_k) du f_k(t_1) dt_1 \]  

(B.2)

As is shown in Figure 13, the signal from the first antenna is fed into a frequency shifter (phase modulator) which increases the carrier frequency from \( \omega_0 \) to \( \omega_0 + \omega_1 \) with \( \omega_0 \gg \omega_1 \). Thus the signal can be written as

\[ V_1(t, u_1) = A_1(t, u_1)e^{-j(\omega_0 t_1 + \omega_1 u_1)} \]  

(B.3)

This signal is fed into a mixer (a squaring device) along with the signal from antenna 2, \( V_2(t, u_2) \). There is a component in the mixer output at frequency \( \omega_1 \) and it can be written as

\[ p_{12}(t, \tau_1, \tau_2, u_1, u_2) = A_1(t, u_1)A_2^*(t, \tau_1, \tau_2) e^{-j\omega_0 \tau_1} e^{j\omega_1 t} \]  

(B.4)
In a similar fashion the signal from antenna 3 is passed through a frequency shifting device with modulation frequency $\omega_3$ and after it is mixed with the signal from antenna 4 the mixer output contains a signal whose carrier is at frequency $\omega_3 \ll \omega_0$. It is given by

$$p_{34}(t, \tau_3^*, \tau_4^*) = A_3(t - \tau_3, u_3) A_4^*(t - \tau_4, u_4) e^{-j\omega_0 (\tau_3 - \tau_4)} e^{j\omega_3 t} \quad (B.5)$$

As can be seen in Figure 13 the signals of each adjacent pair of antennas are correlated in this manner and each mixer output has a distinct carrier frequency $\omega_k$, with $k = 1, 3, 5, \ldots, N-1$.

If, after passing through a band-pass filter, each of these single correlation outputs is mixed with the adjacent one, i.e., $p_{12}$ with $p_{34}$, $p_{56}$ with $p_{78}$, etc., and the process continued until a single output results, we can write the expression for the signal in the output at frequency $\omega_1 + \omega_3 + \ldots + \omega_{N-3} + \omega_{N-1}$ as follows

$$p_{123\ldots N}(t, \tau_1, \tau_2, \ldots, \tau_N, u_1, u_2, \ldots, u_N) =$$

$$A_1(t - \tau_1, u_1) A_2^*(t - \tau_2, u_2) A_3(t - \tau_3, u_3) A_4^*(t - \tau_4, u_4) \ldots \ldots$$

$$A_{N-1}(t - \tau_{N-1}, u_{N-1}) A_N^*(t - \tau_N, u_N) e^{-j\omega_0 [\tau_1^* - \tau_2^* + \tau_3^* + \ldots + \tau_N^*] - [\omega_1 + \omega_3 + \ldots + \omega_{N-1}]} \quad (B.6)$$

Then if the output is fed into a synchronous detector along with a reference signal at frequency $\omega_1 + \omega_3 + \ldots + \omega_{N-1}$, the detector output before time-averaging will be the following real voltage

*For simplicity of analysis we assume that the filter has no effect on the output signals in the narrow band $|\omega - \omega_k| \ll \Delta \omega$ and completely rejects the double frequency RF output signals and the signals in the low frequency band $|\omega| \ll \Delta \omega$. 


\[
\begin{align*}
\mathbb{R}_{A_1 A_2 \cdots A_N}(t, \tau_1, \tau_2, \tau_3, \ldots, \tau_N, u_1, u_2, \ldots, u_N) &= \mathbb{R}_e \left\{ \begin{array}{c} A_1(t-\tau_1, u_1) A_2(t-\tau_2, u_2) \\
A_3(t-\tau_3, u_3) A_4(t-\tau_4, u_4) \ldots A_N(t-\tau_N, u_N) \end{array} \right. \\
&= e^{-j\omega_0 (\tau_1 - \tau_2 + \tau_3 - \cdots - \tau_N)} \\
&= e^{j\omega_0 (t - \tau_1)} \\
\end{align*}
\]

If one of the signals, say \(A_1(t-\tau_1)\), is taken in phase quadrature then the above result becomes

\[
\begin{align*}
\mathbb{R}_{A_1 A_2 \cdots A_N}(t, \tau_1, \tau_2, \tau_3, \ldots, \tau_N, u_1, u_2, \ldots, u_N) &= \mathbb{R}_e \left\{ \begin{array}{c} A_1(t-\tau_1, u_1) A_2(t-\tau_2, u_2) \\
A_3(t-\tau_3, u_3) A_4(t-\tau_4, u_4) \ldots A_N(t-\tau_N, u_N) \end{array} \right. \\
&= e^{-j\omega_0 (\tau_1 - \tau_2 + \tau_3 - \cdots - \tau_N)} \\
&= e^{j\omega_0 (t - \tau_1)} \\
\end{align*}
\]

Thus we define

\[
\begin{align*}
\mathbb{R}_{A_1 A_2 \cdots A_N}(t, \tau_1, \tau_2, \tau_3, \ldots, \tau_N, u_1, u_2, \ldots, u_N) &= \\
&= j \omega_0^{(\tau_1 - \tau_2 + \cdots - \tau_N)} e^{j\omega_0 (t - \tau_1)} \left[ \mathbb{R}_{A_1 A_2 \cdots A_N}(t, \tau_1, \ldots, u_N) + j \mathbb{R}_{A_1 A_2 \cdots A_N}(t, \tau_1, \ldots, u_N) \right] \\
&= \mathbb{R}_{A_1 A_2 \cdots A_N}(t, \tau_1, \ldots, u_N) \\
\end{align*}
\]

as the complex system output for the case of \(N\) correlations. Using Equation (B.2) we can write the expected value of the time-average of this output as

\[
\begin{align*}
\mathbb{R}_{A_1 A_2 \cdots A_N}(t, \tau_1, \ldots, \tau_N, u_1, \ldots, u_N) &= E \left\{ \int \int \ldots \int \int \ldots \int V(t-\tau_1-t_1, u_1^1) \right. \\
&= E \left\{ \int \int \ldots \int \int \ldots \int V(t-\tau_2-t_2, u_2^1) V(t-\tau_3-t_3, u_3^1) \ldots V(t-\tau_N-t_N, u_N^1) \\
&= A_1(u_1^1 u_2^1) A_2(u_2^1 u_3^1) A_3(u_3^1 u_4^1) \ldots A_{N-1}(u_{N-1}^1 u_N^1) f(t_1) f(t_2) \ldots f(t_N) du_1 du_2 \ldots du_N dt_1 dt_2 \ldots dt_N \right\} \\
&= (B.10)
\end{align*}
\]
\begin{equation}
\begin{split}
V &= \int_{-\beta}^{\beta} \int_{-\beta}^{\beta} T^{(N)}(t_1, t_2, \ldots, t_N, u_1, u_2, \ldots, u_N) \, dt_1 \, dt_2 \, \ldots \, dt_N \\
&= \int_{-\beta}^{\beta} \int_{-\beta}^{\beta} \int_{0}^{\infty} \int_{0}^{\infty} T^{(N)}(t_1+t_1, t_2+t_2, \ldots, t_N+t_N, u_1, u_2, \ldots, u_N) \, du_1 \, du_2 \, \ldots \, du_N 
\end{split}
\end{equation}

where

\begin{equation}
T^{(N)}(t_1, t_2, \ldots, t_N, u_1, \ldots, u_N) = \mathbb{E} \left\{ V(t-t_1, u_1) V^*(t-t_2, u_2) \ldots V^*(t-t_N, u_N) \right\} 
\end{equation}

Since the source distribution is stationary, this function is independent of the exact time \( t \) at which the evaluation occurs. Inspection of the integrand of Equation (B-11) will reveal that we can write

\begin{equation}
R_{A_1 A_2 \ldots A_N}^{(N)}(t_1, t_2, \ldots, t_N, u_1, \ldots, u_N) = T^{(N)}(t_1, t_2, \ldots, t_N, u_1, \ldots, u_N) 
\end{equation}

\begin{equation}
\ast \left[ \frac{V}{A_1(u_1)} A_2^*(u_2) \ldots A_N^*(u_N) \right] = T^{(N)}(t_1, t_2, \ldots, t_N, u_1, \ldots, u_N) 
\end{equation}

which is the convolution of \( T^{(N)}(t_1, t_2, \ldots, t_N, u_1, \ldots, u_N) \) by the reverse of the system function \( A_1(u_1) A_2^*(u_2) \ldots A_N^*(u_N) \).

In the above derivation we have assumed that \( N \) was even. In most practical cases this will be the only pertinent situation since most of the source distributions will have even probability distributions, e.g., gaussian, and hence all odd moments will be zero. However, this will not always be the case and in order to measure the odd moments of a distribution we must use an odd number of antennas. The process is the same as for an
even number except that the last antenna signal is shifted in frequency by 
\( \omega_N - \omega_0 \) rather than by \( \omega_N \). It is then mixed directly with the output 
signal resulting from the mixing of the signals from antennas N-2 and 
N-1. The rest of the process is the same as before.

Finally we note that the two-antenna system is just a special case 
of the above. The output of the single mixer is fed immediately into 
the synchronous detector along with a signal at frequency \( \omega_1 \). The output 
is \( R_{A_1 A_2} (\tau_1, \tau_2, u_1, u_2) \) and if we let \( \tau_1 = 0, \tau_2 = \tau, u_1 = u, u_2 = v, A_1 = A, \) 
and \( A_2 = B \), we have

\[
R^{(2)}_{A_1 A_2} (\tau, \tau, u_1, u_2) = R_{AB} (\tau, u, v)
\]

(B.14)
APPENDIX C
CORRELATION RADAR SYSTEM

A diagram of the system is shown in Figure 14. The pulsed transmitter signal is divided into two equal parts, one of which is shifted in frequency from \( \omega_0 \) to \( \omega_0 + \omega_1 \), with \( \omega_0 \gg \omega_1 \). This slight change in frequency can be accomplished by inserting in the feed line a rotary phase shifter whose phase change is at the constant rate of \( \omega_1 \) radians per second.

These two distinct signals are then fed to antennas \( A_1 \) and \( A_2 \) and the far fields of the two antennas can be written as

\[
A_1(t,v) = \sum_{k=0}^{N-1} P(t-k \tau_0) A_1(v)
\]  

\[
A_2(t,v,\omega_1) = \sum_{k=0}^{N-1} P(t-k \tau_0) A_2(v) e^{j\omega_1 t}
\]

where \( P(t) \) is the video pulse, and \( \tau_0 \) is the pulse repetition period. We have assumed that the transmitter is turned on at \( t = 0 \) and the pulse is repeated \( N-1 \) times. \( A_1(v) \) and \( A_2(v) \) are the far-field patterns of antennas \( A_1 \) and \( A_2 \) respectively. The absence of RF filters in the
feed lines of the transmitting and receiving antennas of Figure 14 is due
to our assuming, for simplicity, that the actual filters have uniform
pass-bands and hence pass the signals unaltered.

Now for simplicity let us consider the case of a single target in
the v direction and at a range r. The returning echoes are received by
the other two antennas, B₁ and B₂. The terminal voltage of antenna B₁
can be written as

\[ b₁(t) = \sum_{k=0}^{N-1} P(t-\frac{2r}{c} - k, \tau) \left( \frac{1}{c} \right) \omega₁(t - \frac{2r}{c}) - \omega₂(t - \frac{2r}{c}) B₁(v) e^{j\omega₁(t - \frac{2r}{c})} + A₂(v)e^{j\omega₂(t - \frac{2r}{c})} \]

Note the time delay term \( \frac{2r}{c} \), where c is the velocity of light in the
medium. This is the time required for the pulses to reach the target and
after reflection to return to the antenna. It is common practice to
choose the pulse repetition period \( \tau_0 \) so that if the maximum practical
target distance is \( r_{\text{max}} \), then \( \tau_0 = \frac{2r_{\text{max}}}{c} \). Thus all echoes due to one
pulse will have returned before the succeeding pulse is transmitted. This
avoids any ambiguity in range measurement. If for the present we assume
that the target is stationary, each pulse will return at the same time
relative to its corresponding transmitted pulse. Consequently, we can,
for simplicity of notation, consider the time interval \( 0 < t < \tau_0 \) knowing
that the returns of succeeding intervals will be identical to the first
whose response, with the carrier frequency factor suppressed, can be
written as
\[ B_1(t) = P(t-t_r) \left[ A_1(v) + A_2(v)e^{j\omega_1(t-t_r)} \right] B_2(v)e^{-j\omega_0 t_r} \]  
\( \text{for } 0 \leq t \leq \tau_0, \)

and where we have let

\[ t_r = \frac{2r}{c}. \]  
\( \text{(C.5)} \)

The voltage of antenna \( B_2 \) is

\[ B_3(t) = P(t-t_r') \left[ A_1(v) + A_2(v)e^{j\omega_1(t-t_r')} \right] B_2(v)e^{-j\omega_0 t_r} \]  
\( \text{(C.6)} \)

for \( 0 \leq t \leq \tau_0, \) where \( B_2(v) \) is the receiving field strength pattern of antenna \( B_2. \)

Now in order to distinguish the two output voltages, \( b_1(t) \) is shifted in frequency; it is fed into a square-law device along with a second signal at frequency \( \omega_2. \) The frequency \( \omega_2 \) is chosen to be much larger than the RMS spectral width, \( \Delta \omega, \) of the pulse \( P(t) \), while \( \omega_1 \) is very much smaller. For example, if the operating frequency, \( \omega_0 \), of the radar is 10 Gc, and the pulses are one microsecond in length then \( \Delta \omega = 1 \) Mc, and we could let \( \omega_1 = 1 \) Kc, and \( \omega_2 = 1 \) Gc. A filter is located at the frequency shifter's output which passes only the signal at the difference frequency, \( \omega_0 - \omega_2. \)
This can be written as

\[
\bar{E}_1(t) = P(t-t_r) \left[ A_1(v) + A_2(v)e^{j\omega_0(t-t_r)} \right] B_1(v)e^{j[\omega_0(t-t_r)-\omega_2 t]}.
\] (C.7)

This voltage, along with \(B_2(t)\), is fed into a mixer which forms the square of their sum, i.e.,

\[
\left[ Re\left( \bar{B}_1(t) + B_2(t) \right) \right]^2 =
\]

\[
\left[ Re\left\{ P(t-t_r) \left[ A_1(v) + A_2(v)e^{j\omega_0(t-t_r)} \right] B_1(v)e^{j[\omega_0(t-t_r)-\omega_2 t]} \right\} \right]^2 +
\]

\[
Re\left\{ P(t-t_r) \left[ A_1(v) + A_2(v)e^{j\omega_0(t-t_r)} \right] B_2(v)e^{j\omega_0(t-t_r)} \right\}^2.
\] (C.8)

If an RF filter, whose passband is centered at frequency \(\omega_2\), is located at the mixer output it will pass the following RF signal
\[ C(t) = |P(t-t_r)|^2 \left[ |A_1(v)|^2 + |A_2(v)|^2 \right. \\
\left. + A_1(v)A_2^*(v)e^{-j\omega_1(t-t_r)} + A_1^*(v)A_2(v)e^{j\omega_1(t-t_r)} \right] B_1(v)B_2^*(v)e^{-j\omega_2 t}. \tag{C.9} \]

If this signal is fed into a synchronous (phase) detector along with a reference voltage \( \omega_2 + \omega_1 \), the detector output can be written as

\[ \psi(t) = |P(t-t_r)|^2 \left\{ C_0(v)e^{-j\omega_1 t_r} + C_1(v)e^{j\omega_1 t} + C_2(v)e^{j\omega_2 \left( t - \frac{t_r}{2} \right)} \right\} \tag{C.10} \]

where

\[ C_0(v) = A_1(v)B_1(v)A_2^*(v)B_2^*(v) \]

\[ C_1(v) = \left( |A_1(v)|^2 + |A_2(v)|^2 \right) B_1(v)B_2^*(v) \tag{C.11} \]

\[ C_2(v) = A_1^*(v)B_1(v)A_2(v)B_2^*(v) \]
As mentioned earlier, this result is valid for \( 0 \leq t < \tau_0 \). The output for any value of \( t \) can be written

\[
\begin{align*}
\mathbf{r}_N(t) &= \sum_{k=0}^{N-1} |P(t-\tau_0)|^2 \left[ C_0(v)e^{j\omega_1 t} + C_1(v) e^{j\omega_1 r} ight. \\
&\quad \left. + C_2(v)e^{j2\omega_1 \left( t - \frac{r}{2} \right)} \right]
\end{align*}
\]  \hspace{1cm} (C.12)

In practice, a linear saw-tooth voltage wave, synchronized with the pulse repetition rate, is often used to produce a visual display of this output on an oscilloscope. Thus, the abscissa of the display is the range coordinate \( s \) and the vertical deflection is proportional to the strength of the target return. For a given range \( s \), this deflection is given by the values of \( r_N(t) \) sampled at \( t = k \tau_0 + \frac{2s}{c} \). The average value of this deflection after \( N-1 \) repetitions of the pulse is

\[
\begin{align*}
R_N(s) &= \frac{1}{N} \sum_{k=0}^{N-1} \left\{ C_0(v)e^{j\omega_1 t} + C_1(v)e^{j\omega_1 \left( \frac{2s}{c} + k \tau_0 \right)} ight. \\
&\quad \left. + C_2(v)e^{j2\omega_1 \left( \frac{2s}{c} + k \tau_0 - \frac{r}{2} \right)} \right\}
\end{align*}
\]
\[
= P_0(s-r) \left\{ C_0(v) e^{\frac{j\omega_1 s}{2}} + C_1(v) \frac{\sin(N \omega_1 \tau_0)}{N \sin(\omega_1 \tau_0)} e^{j\omega_1 \left(\frac{(N-1)}{2} \tau_0 + \frac{2s}{c}\right)} \right\} \\
+ C_2(v) \frac{\sin(N \omega_1 \tau_0)}{N \sin(\omega_1 \tau_0)} \frac{\sin(N \omega_1 \tau_0)}{N \sin(\omega_1 \tau_0)} e^{j\omega_1 \left[(N-1)\tau_0 + \frac{4s + 2r}{c}\right]} \right\}
\]

where, in changing variables from \(t\) to \(s\), we have redefined the pulse function as

\[
P_0(s) = \left| P \left(\frac{2s}{c}\right)\right|^2.
\]

It will be shown later that it is to our advantage to require that \(\omega_1 \tau_0\) be small, say 0.5 radians or less. If this is the case, \(\sin \omega_1 \tau_0 \approx \omega_1 \tau_0\), and the absolute value of the second and third terms of Equation (C.13) can be written as

\[
P_0(s-r) \left| C_0(v) e^{\frac{j\omega_1 s}{2}} + C_1(v) \frac{\sin(N \omega_1 \tau_0)}{N \sin(\omega_1 \tau_0)} e^{j\omega_1 \left(\frac{(N-1)}{2} \tau_0 + \frac{2s}{c}\right)} \right| \\
+ C_2(v) \frac{\sin(N \omega_1 \tau_0)}{N \sin(\omega_1 \tau_0)} \frac{\sin(N \omega_1 \tau_0)}{N \sin(\omega_1 \tau_0)} e^{j\omega_1 \left[(N-1)\tau_0 + \frac{4s + 2r}{c}\right]} \right| \leq \frac{P_0(s-r)}{\omega_1 \tau_0} \left\{ 2|C_1(v)| + |C_2(v)| \right\}
\]
Note that as \( N \) increases, the absolute value at these terms approaches zero and in the limit Equation (C.13) becomes

\[
\lim_{N \to \infty} R_N(s) = P_0(s-r) C_0(v)e^{j\omega_1 r} \tag{C.16}
\]

or

\[
R(s) = P_0(s-r) A_1(v) B_1(v) A_2^*(v) B_2^*(v)e^{j\omega_1 r} \tag{C.17}
\]

A not uncommon case is when all the patterns are real, and one can write the actual real system output as

\[
R(s) = P_0(s-r) A_1(v) B_1(v) A_2(v) B_2(v) \cos\left(\frac{2\omega_1 r}{c}\right) \tag{C.18}
\]

But if \( 2\omega_1 r/c = \pi/2 \) the output is zero, a rather undesirable result. The \( \cos(2\omega_1 r/c) \) factor is due to the time delay \( 2r/c \) between the transmitted pulse and that which is received. As a consequence the reference signal in the synchronous detector leads the desired signal by \( 2\omega_1 r/c \) radians. This, in general, will cause a reduction in the system output and for real
patterns it is given by \( \cos(2\omega_1 r/c) \). Now if we select \( \omega_1 \) so that \( \omega_1 r \ll 0.5 \) radians, then the reduction in the system output will be to \( \left\{ \cos(0.5) \right\} 100 \% \) of the maximum possible output. This will occur for targets at the range limit \( r_{\text{max}} \). For targets which are closer, the reduction is less.

A better and still rather simple scheme would be to set the reference signal with a delay so that it is exactly in phase with the response from targets in the center of the range at \( r_{\text{max}}/2 \). Then it would lead the responses from \( r_{\text{max}} \) and lag the responses from \( r=0 \), by 0.25 radians. The reduction in the output in these cases would be to 96.8% of the maximum possible value. Thus we see that by keeping the phase modulation frequency low enough we can, to a reasonable approximation, obtain the following average response at the position \( s \) on the oscilloscope's range coordinate

\[
R(s) = P_0(s-r) A_1(v) A_2^*(v) B_1(v) B_2^*(v)
\]

(C.19)

However it can be shown that by introducing a continuously varying phase compensation in the reference voltage of the synchronous detector one can completely remove the phase factor \( 2\omega_1 r/c \) for all values of \( r \). It can also be shown that in this case \( \omega_1 r \ll 0.5 \), namely \( \pi/3 \), which will cause the other two terms of the detector output to average out to zero at a maximum rate. This scheme, however, is rather complicated and it might have no significant advantage over the one mentioned above in many practical situations.
For this simpler system it is clear that $\omega_1$, $\tau_0$, and $r_{\text{max}}$ are not independent. In usual practice one is given the value of $r_{\text{max}}$, e.g., 150 kilometers. From this, one can use the delay formulas to obtain

$$\tau_0 = \frac{2r_{\text{max}}}{c}.$$  \hspace{1cm} (C.20)

In this case $\tau_0 = 2(150)/300,000 = 10^{-3}$ seconds. The pulses are repeated every millisecond. Finally, we require that $\omega_1 \tau_0 = .5$; hence in this case $\omega_1 = .5/10^{-3} = 500$ radians per second which is approximately 80 cps.

If, as is commonly done, the composite patterns of the antenna system are scanned, then for a scan direction $u$, we can write the system output, as a function of $u$ and $s$, as follows

$$R(s,u) = P_o(s-r) A_1(v-u) A^*_2(v-u) B_1(v-u) B^*_2(v-u).$$  \hspace{1cm} (C.21)

This is the system response to a point target in the $v$ direction and at range $r$.

SUPPRESSION OF BACKGROUND NOISE

Let us suppose that in addition to the distribution of passive targets there is a background distribution of independent, active, noise sources.
If we assume that the antenna has an RF filter which passes only a narrow band of frequencies centered at $\omega_0$, we can give the following description of the noise as a function of time and direction

$$n(t,u) = N(t,u) e^{j\omega_0 t}$$  \hspace{1cm} (C.22)

where $N(t,u)$ is the narrow band complex noise phasor at time $t$ due to the noise source in the $u$ direction. It is a random function of time and we assume it is stationary; its statistical properties are invariant under a shift of the time origin.

The system output will contain components due to the target reflections alone (signals), the noise alone, and cross-products of the reflections and the noise. But since the noise is random and the reflections are not, these cross-products terms will average out to zero. It remains to investigate the output components due to the noise alone. The two output noise voltages are

$$\tilde{n}_{B_1}(t) = \int_{-\infty}^{\infty} N(t,u) B_1(u) du e^{j(\omega_0 - \omega_2) t}$$  \hspace{1cm} (C.23)

$$= N_{B_1}(t) e^{j(\omega_0 - \omega_2) t}$$  \hspace{1cm} (C.24)
where

$$N_{B_1}(t) = \int_{-\infty}^{\infty} N(t,u) B_1(u) du,$$  \hspace{1cm} (C.25)

and

$$n_{B_2}(t) = N_{B_2}(t)e^{j\omega t},$$  \hspace{1cm} (C.26)

where

$$N_{B_2}(t) = \int_{-\infty}^{\infty} N(t,u) B_2(u) du.$$  \hspace{1cm} (C.27)

The mixer forms the product of the sum of these two voltages and the filter at the mixer output passes the component at frequency $\omega_2$. It is given by

$$n_{\omega_2}(t) = \frac{1}{2} \left[ N_{B_1}(t) N_{B_2}^*(t) \right] e^{-j\omega_2 t}.$$  \hspace{1cm} (C.28)

The output of the synchronous detector corresponding to this voltage is proportional to
\[ n_o(t) = \frac{N_{B_1}}{N_{B_2}}(t) \ N_{B_2}^* (t) \ e^{-j\omega_1 t} \]  

(C.29)

The average value of this output, sampled at \( t = 2s/c + k \tau_0 \), for \( N \) samples, is given by

\[
n_{o, N}(s) = \frac{1}{N} \sum_{k=0}^{N-1} \ N_{B_1} \left( \frac{2s}{c} + k \tau_0 \right) N_{B_2}^* \left( \frac{2s}{c} + k \tau_0 \right) e^{-j\omega_1 \left( \frac{2s}{c} + k \tau_0 \right)} \]  

(C.30)

This is proportional to the oscilloscope's average vertical deflection at the position \( s \) of the horizontal range coordinate. Since the noise is stationary, and essentially uncorrelated between pulses, we can write the expected value of \( n_{o, N}(s) \) as

\[
E \left\{ n_{o, N}(s) \right\} = \frac{1}{N} \sum_{k=0}^{N-1} E \left\{ N_{B_1} \left( \frac{2s}{c} + k \tau_0 \right) N_{B_2}^* \left( \frac{2s}{c} + k \tau_0 \right) \right\} e^{-j\omega_1 \left( \frac{2s}{c} + k \tau_0 \right)}
\]

\[
= \frac{N_{B_1} B_2}{N} e^{-j \omega_1 \frac{2s}{c}} \sum_{k=0}^{N-1} e^{-j k \omega_1 \tau_0}
\]

\[
= \frac{\sin N \omega_1 \tau_0}{N \sin \omega_1 \tau_0} e^{-j \omega_1 \left( \frac{2s}{c} + \frac{N-1}{2} \tau_0 \right)}
\]  

(C.31)
where

\[ N_{B_1 B_2} = E \left\{ N_{B_1} \left( \frac{2s}{c} + k \tau \right) N_{B_2}^* \left( \frac{2s}{c} + k \tau \right) \right\} \]  

(C.32)

is the mathematical expectation or statistical average of \( N_{B_1} \left( \frac{2s}{c} + k \tau \right) \)
\( N_{B_2}^* \left( \frac{2s}{c} + k \tau \right) \), and due to stationarity, is independent of \( k \). From Equation (C.31) we can write

\[
\left| E \left\{ n_{o_0 N}(s) \right\} \right| \leq |N_{B_1 B_2}| \left| \frac{\sin \left( \frac{N \omega_1 \tau}{1} \right)}{N \sin \omega_1 \tau} \right|
\]  

(C.33)

and except when \( \omega_1 \tau = 2q\pi \), for integral \( q \), we have

\[
\lim_{N \to \infty} \left| E \left\{ n_{o_0 N}(s) \right\} \right| \leq \lim_{N \to \infty} |N_{B_1 B_2}| \left| \frac{\sin \left( \frac{N \omega_1 \tau}{1} \right)}{N \sin \omega_1 \tau} \right|
\]  

(C.34)

\[
= 0 .
\]
APPENDIX D

RADAR MAPPING OF A TARGET DISTRIBUTION

If the output voltage $B_1(t, f, r, u, v)$, as given by Equation (207) of Chapter 10, is first shifted in frequency to $\omega_0 - \omega_2$, and then mixed with $B_2(t, f, r, u, v)$ as given by Equation (208), the output of the band-pass filter (at frequency $\omega_2$) can be written as

$$m(t, f, r, u, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A_1(u_1-u) A_2^*(u_2-v) B_1^*(u_2-v) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} N-1 \ N-1 j \left\{ \frac{2\omega_0}{c} \left[ l-r \right] - \frac{2\omega_1}{c} \left( r-r_2 \right) \right\} \ g(t-\frac{2}{c}(l-r), r_1, r_2) e^{-j(\omega_l+\omega_2)t} \ g^*(t-\frac{r-r_2}{c}, u_2, r_2) du_1 du_2 dr_1 dr_2 e \ (D.1)$$

Note that the usual correlation delay $\tau$, has not been introduced. Consequently the system output will be the cross-correlation of the two antenna voltages evaluated at $\tau = 0$. We have also assumed that the RF filters of the system are capable of passing the video pulses of the radar with no distortion. However even with these simplifications the
mathematical analysis is still quite involved.

Letting the reference voltage be

$$v_{REF}(t) = e^{j\left[\omega_1 t + \frac{2\omega_1(t)}{c} \left( r - \frac{r_{\text{max}}}{2} \right) \right]}$$  \hspace{1cm} (D.2)

the output of the synchronous detector becomes

$$\tilde{R}_N(t, l, r, u, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} C_1(u-u_1) C_2(v-u_1) \sum_{k=0}^{N-1} \sum_{i=0}^{N-1} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p \left\{ t+ \frac{2}{c} \left( l-r_1 \right) - 2k \right\}$$

$$\left\{ t+ \frac{2}{c} \left( r-r_2 \right) - 2l \right\} e^{\frac{2\omega}{c} [l-r]} g(t, u_1, r_1) g^*(t, u_2, r_2) dr_1 dr_2 du_1 du_2$$

where we have defined

$$C_1(u) = A_1(u) B_1(u)$$  \hspace{1cm} (D.4)
\[ C_2(v) = A_2(v) B_2(v) \quad (D.5) \]

There are other terms in the output, just as in the single target case (see Equation C.10), but since they all have a zero time-average we have, for simplicity of presentation, omitted them in the above output expression. Since the pulses are essentially non-overlapping (orthogonal) we can write the output as

\[ R_N(s, t, r, u, v) = C_1(u) C_2(v) * \sum_{k=0}^{N-1} \int_0^\infty \int_0^\infty P(s+t-r_1-2kr_{\text{max}}) e^{-j \frac{2\omega}{c} (s+t)} \]

\[ \bar{P}(s+r-r_2-2kr_{\text{max}}) e^{-j \frac{2\omega}{c} (s+r)} g(\frac{2s+t-r_1}{c}, \frac{u}{c}) g^*(\frac{2s+r-r_2}{c}, \frac{v}{c}) dr_1 dr_2 \]

where \( s = ct/2 \).

For a target at a given range, for example \( r_1 \), we will assume that its reflection coefficient, \( g(t, u, r_1) \), is slowly varying compared to the pulse that strikes it. This occurs when
\[ s = l-r_1 - 2kr_{\text{max}} = 0 \] (D.7)

or

\[ r_1 = s + l - 2kr_{\text{max}} \] (D.8)

Similarly the pulse strikes the relatively unchanging target at range \( r_2 \) when

\[ r_2 = s + r - 2kr_{\text{max}} \] (D.9)

Substituting these results into Equation (D.6) gives

\[
\bar{R}_N(s, l, r, u, v) = \mathcal{V}_1(u) \mathcal{V}_2^*(v) * \sum_{k=0}^{N-1} \int_0^\infty \int_0^\infty \bar{P}\left(s + r - 2kr_{\text{max}}\right) dr_1 dr_2
\]

(D.10)
Letting the output be sampled at $s = 2kr_{\text{max}}$ (i.e., at $t = 2kr_0$), the average output is given by

$$\overline{R}_N(l, r, u, v) = \frac{1}{N} \sum_{k=0}^{N-1} e^{-2\omega} \int_{-\infty}^{\infty} \frac{2\omega}{c} (t-r) \left\{ \mathcal{F}_1(u) \mathcal{F}_2(v) \sum_{k=0}^{N-1} p(s+t-2kr_{\text{max}}) * p(s+r-2kr_{\text{max}}) \right\}.$$  

Now if the target function $g(t, u, r)$ satisfies the ergodic hypothesis, then we have

$$g(\frac{4kr_{\text{max}}}{c}, u, l) g(\frac{4kr_{\text{max}}}{c}, v, r).$$
The expected value of the system output after $N$ pulses is

$$
E \left\{ \bar{R}(t, u, v) \right\} = \frac{1}{N} \Sigma_{k=0}^{N} \left\{ \sum_{k=0}^{N} \left( \frac{2\omega}{c} \right)^{1/2} \left( \frac{C_1(u) C_2(v) \overline{P(t)} \overline{P(r)} * G(o, l, r, u, v)}{c} \right) \right\} \tag{D.14}
$$

or

$$
\bar{R}(t, r, u, v) = e^{j \frac{2\omega}{c} (t-r)} \sum_{k=0}^{N} \left( \frac{C_1(u) C_2(v) \overline{P(t)} \overline{P(r)} * G(o, l, r, u, v)}{c} \right) \tag{D.15}
$$

Multiplying both sides of the above equation by $e^{-j \frac{2\omega}{c} (t-r)}$ gives
\[ R(t, r, u, v) = e^{-J \int_0^\infty (I - r)} \bar{R}(t, r, u, v) \]  
(D.16)

\[ = \mathcal{C}_1(u) \mathcal{C}_2(v) \mathcal{P}(t) \mathcal{P}^*(r) \ast G(o, t, r, u, v) \]  
(D.17)

as the required system output.
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