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SUMMARY

The research presented here, although motivated by the single theme of finding the channel capacity of a discrete memoryless channel for codes other than block codes, is divided into two essentially independent sets of results.

First, in section II a general framework for encoding and decoding is presented which includes block coding. The key concept used with the generalized codes is that of decoding rate. A weak converse is proven using decoding rate which shows that channel capacity for the generalized codes is the same as the usual block coding channel capacity $C$ for a discrete memoryless channel.

Second, in section III uniform finite-memory codes are defined from the general framework after several motivating definitions of properties which seem natural to require of any code. Channel capacity $C_u$ is defined for these codes but what its value is remains an open question. A class of channels is given for which $C_u$ is nonzero for each member of the class. From the converse in section II it is known that $C_u \leq C$. 
I. NOTATION AND PRELIMINARY FACTS

For any set $A$ and any positive integer $n$, $A^n$ denotes the set of all $n$-tuples of elements from $A$. $\prod_{i=1}^{n} A_i$ denotes the set of all sequences $(x_1, x_2, \ldots, x_n)$ of elements from $A$ while $A^I$ denotes the set of all sequences $\overline{x} = (x_1, x_2, \ldots)$ of elements from $A$. If $w \in A^n$ then $w(i) = x_i$ for $w = (x_1, \ldots, x_n)$ and $1 \leq i \leq n$. Similarly, $\overline{x}(i) = x_i$ for $\overline{x} \in A^I$. For $A$ a finite set, $|A|$ denotes the number of elements in $A$ and $\sigma(A^I)$ denotes the $\sigma$-field of subsets of $A^I$ determined by cylinder sets.

A **discrete memoryless channel (DMC)** is a triple $(B, \tilde{B}, p)$ where

1. $B$ is a finite set of elements called inputs,
2. $\tilde{B}$ is a finite set of elements called outputs,
3. $p \cdot p(-/\cdot)$ is a function on $B \times \tilde{B}$ such that $p(-/y)$ is a probability distribution on $\tilde{B}$ for each $y \in B$, and
4. for each positive integer $t$ and for all sequences $(y_1, \ldots, y_t) \in B^t$, $(\tilde{y}_1, \ldots, \tilde{y}_t) \in \tilde{B}^t$, $p(\tilde{y}_1, \ldots, \tilde{y}_t/y_1, \ldots, y_t) = \prod_{i=1}^{t} p(\tilde{y}_i/y_1)$.

The $n$-extension of $(B, \tilde{B}, p)$ is the DMC $(B^n, \tilde{B}^n, q)$ where $n$ is a positive integer and for each $(y_1, \ldots, y_n) \in B^n$, $(\tilde{y}_1, \ldots, \tilde{y}_n) \in \tilde{B}^n$, $q(\tilde{y}_1, \ldots, \tilde{y}_n/y_1, \ldots, y_n) = \prod_{i=1}^{n} p(\tilde{y}_i/y_1)$.

A **source** is a sequence $\{X_i, i = 1, 2, \ldots\}$ of finite-valued random variables which are independent, identically distributed with a uniform distribution. In section III a source $\{X_i, -\infty < i < \infty\}$ will be used. Frequently it will be helpful to think of the subscript $i$ as corresponding to time.
Throughout this report all random variables are finite-valued unless otherwise noted. They will be denoted by capital letters \( X, Y, Z, \ldots \) and their values by small letters \( x, y, z, \ldots \). The ranges of \( X \) and \( Y \) will be denoted by \( A \) and \( B \) respectively, where corresponding affixes are used when necessary. For example, \( Y(Y) \) will, with a subscript to distinguish order, denote an input (output) random variable to the channel \( (B, \mathcal{B}, p) \). For any random variable \( Z \), \( p(z) \) will denote \( P[Z = z] \), the probability that \( Z = z \).

For finite-valued random variables \( U \) and \( V \) the numbers
\[
I(U) = \sum_{\{u: p(u) > 0\}} -p(u) \log p(u)
\]
\[
I(U/V) = \sum_{\{u,v: p(u,v) > 0\}} -p(u,v) \log \frac{p(u,v)}{p(v)}
\]
are called the average uncertainty of \( U \) and the average uncertainty of \( U \) given \( V \) respectively. \( J(U,V) = I(U) - I(U/V) \) is called the average mutual uncertainty of \( U \) and \( V \). All logarithms used will be to the base 2.

For a probability distribution \( p(\cdot) \) on \( B \) of \( (B, \mathcal{B}, p) \) with \( p(y, y) = p(y) p(\bar{y}/y) \) and \( p(\bar{y}) = \sum_{y} p(y, \bar{y}) \) for \( y \in B, \bar{y} \in \mathcal{B} \),
\[
C = \sup_{p(\cdot)} J(X, Y)
\]
(1.1)
is called the block coding channel capacity of \( (B, \mathcal{B}, p) \). A standard result for the DMC \( (B, \mathcal{B}, p) \) will be used without comment. Let \( k \) and \( n \) be positive integers and let \( X_1, \ldots, X_k \) be a sequence of random variables, all with the same range \( A \). Then for any finite collection of functions \( \{f_R\} = \{f_R: A^k \to B^n\} \) and any probability distribution
\[ p(x_1, \ldots, x_k, r) \] for the random variables \( X_1, \ldots, X_k \) and the function \( f_r \) (a random variable)

\[ J_r((X_1, \ldots, X_k), (Y_1, \ldots, Y_n)) = nC \tag{1.2} \]

where \( p(x_1, \ldots, x_k; Y_1, \ldots, Y_n) = \sum_{r} p(x_1, \ldots, x_k, r) \prod_{i=1}^{n} p(Y_i / Y_{r_i}) \) and

\( (Y_{r_1}, \ldots, Y_{r_n}) = f_r(x_1, \ldots, x_k) \).

One result used often in the sequel is Fano's Inequality\(^\text{2}\).

For two arbitrary random variables \( X \) and \( Y \) (not necessarily a source output or channel input) the value of \( X \) is decided on from the occurrence of \( Y \) by a function \( g: B \rightarrow A \) (a decoder in the terminology of this report). The probability of error \( P[g(Y) \neq X] \) for any \( g \) is related to the average uncertainty of \( X \) given \( Y \) by Fano's Inequality:

\[ I(X/Y) = h(P[g(Y) \neq X]) + P[g(Y) \neq X] \log |A| \tag{1.3} \]

where \( h(x) = -x \log x - (1-x) \log(1-x) \), \( 0 < x < 1 \), and \( h(x) = 0 \) if \( x = 0, 1 \).
II. GENERAL CODING FRAMEWORK

In this section general codes are considered which (i) map infinite source sequences \((x_1, x_2, \ldots)\) into infinite sequences of channel inputs \((y_1, y_2, \ldots)\) and (ii) map infinite channel output sequences \((\tilde{y}_1, \tilde{y}_2, \ldots)\) into infinite decoded source sequences \((\tilde{x}_1, \tilde{x}_2, \ldots)\) in ways other than breaking up the sequences into independent blocks as usually done by block coding. The main result of this section is Theorem 1 which proves that channel capacity for these general codes is the same as the channel capacity for block codes. All channels considered are discrete memoryless channels.

To begin this section the basic facts of block coding are given. A standard way of sending a source output \(X_1\) over a DMC \((B, E, p)\) is by block coding. A function \(f: A^k \rightarrow B^n\) (\(k\) and \(n\) are positive integers) called the encoder maps (encodes) \(k\)-tuples of source outputs into \(n\)-tuples of channel inputs as given by

\[
(Y_{jn+1} \ldots Y_{(j+1)n}) = f(X_{jk+1} \ldots X_{(j+1)k}), \quad j = 0, 1, \ldots \quad (2.1)
\]

From the channel outputs a function \(g: B^n \rightarrow A^k\) called the decoder maps (decodes) the channel outputs into source symbols as given by

\[
(\tilde{X}_{jk+1} \ldots \tilde{X}_{(j+1)k}) = g(Y_{jn+1} \ldots Y_{(j+1)n}), \quad j = 0, 1, \ldots \quad (2.2)
\]

The goal of the code \((f, g)\) is, of course, to have \((\tilde{X}_{jk+1} \ldots \tilde{X}_{(j+1)k}) = (X_{jk+1} \ldots X_{(j+1)k})\) with high probability, \(j = 0, 1, \ldots \). The diagram of Figure 1 illustrates the block coding relations.

For all \(j = 1, 2, \ldots\) the joint probability distribution of source outputs and channel outputs is defined by
Figure 1. Block Coding Relations for a Block Code \( (f, g) \)
\[ p(x_1, \ldots, x_{jk}; y_1, \ldots, y_{jn}) = \frac{1}{|A|^{jk}} \prod_{i=1}^{in} p(y_i / y_1) \text{ where} \]

\[ (y_{rn+1}, \ldots, y_{(r+1)n}) = f(x_{rk+1}, \ldots, x_{(r+1)k}), \quad r = 0, \ldots, j-1. \]

Thus blocks of \( k \)-tuples from the source are encoded and decoded independently of other blocks so that \( P[(\bar{x}_{jk+1}, \ldots, \bar{x}_{(j+1)k}) \neq (x_{jk+1}, \ldots, x_{(j+1)k})] \) is independent of \( j \). \( e(f, g) = P[(\bar{x}_1, \ldots, \bar{x}_k) \neq (x_1, \ldots, x_k)] \) is called the probability of error for the block code \((f, g)\).

\[ \text{R} = \frac{k \log |A|}{n} \] is called the rate of the block code \((f, g)\). As the average number of bits per channel input, it measures the density of source outputs per channel input. From the decoding viewpoint (the viewpoint which is useful for general codes used later) \( \text{R} \) is the average number of bits decoded per channel output.

The block coding channel capacity \( C \) of a DMC \((B, \bar{B}, p)\) has the following property

\[ C = \sup \left\{ \frac{R'}{n} : \inf \left\{ e(f, g) : k \log |A| R' = 0 \right\} = 0 \right\} \]

which is just a result of the usual coding theorem for a DMC \((B, \bar{B}, p)\).

From the observation that there are many conceivable ways other than block coding to send a source output \((x_1, x_2, \ldots)\) over a channel, the question naturally arises as to whether (i) a code rate can be defined for a general class of codes (for which channel capacity is defined for some suitable error criterion) and (ii), if so, do block codes attain the channel capacity of the general codes? To begin answering (i) and (ii) a general class of encoders and decoders is first defined.
One of the properties that any practical encoder should have and which a block encoder does have is that the $n^{th}$ channel input depends on only a finite number of source outputs. Similarly, a decoder should decide on the $k^{th}$ source symbol after some finite number of channel outputs. Therefore the following definitions are made.

An encoder for $(X_i)$ and $(B, S, P)$ is a sequence of functions $\{f_n: A^{K(n)} \to B\}$ where $\{K(n)\}$ is a sequence of positive integers and $f_n$ determines the $n^{th}$ channel input from the first $K(n)$ source outputs. Since there are many different sequences $\{K(n)\}$ which could be used for the representation of the same encoder it is assumed that $K(n)$ is, for each $n$, the smallest positive integer $r$ such that the first $n$ channel inputs depend on at most the first $r$ source outputs. With this assumption, if the source subscripts of $(X_i)$ correspond to time in seconds, then $K(n)$ is the earliest time in seconds that the $n^{th}$ channel input could be sent where, of course, the $n^{th}$ channel input is not sent before the $(n-1)^{th}$ even though it may be determined by earlier source outputs.

The block encoder $f: A^{k'} \to B^{n'}$ is obviously a special case of the encoder defined above. With the general encoder, however, the $n^{th}$ channel input can depend on the whole source output $X_1, \ldots, X_{K(n)}$ while the $n^{th}$ channel input of the block encoder can depend on at most the source outputs $X_{jk+n'}, \ldots, X_{(j+1)k+n'}$ where $j$ satisfies $jn' = n \leq (j+1)n'$. In addition, the functions $f_n$ which correspond to the block encoder $f: A^{k'} \to B^{n'}$ are periodic with period $n'$. 
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A decoder for \( \{X_i\} \) and \((B, \bar{B}, p)\) is a sequence of functions 
\( \{g_k : B^{N(k)} \to A\} \) where \( \{N(k)\} \) is a sequence of positive integers and 
\( g_k \) determines the \( k \)th decoded source output from the first \( N(k) \) channel outputs. As with the sequence \( \{K(n)\} \) for the encoder, it is assumed that \( N(k) \) is, for each \( k \), the smallest integer \( r \) such that the first \( k \) decoded outputs depend on at most the first \( r \) channel outputs. Remarks comparing a block decoder with the decoder defined here are similar to those made for the encoders.

A diagram illustrating the general encoder and decoder is shown in Figure 2.

Throughout, an arbitrary but fixed source \( \{X_i\} \) and DMC \((B, \bar{B}, p)\) will be understood if not explicitly stated. For the sequences \( \{K(n)\} \) and \( \{N(k)\} \) understood, an encoder and decoder for \( \{X_i\} \) and \((B, \bar{B}, p)\) will be denoted by \( \{f_n\} \) and \( \{g_k\} \) respectively. The pair \( \{(f_n), (g_k)\} \) will be called a code.

For an encoder \( \{f_n\} \) the following probability distribution between source outputs and channel outputs will always be assumed.

For each positive integer \( t \), for each \( (x_1, x_2, \ldots, x_{K(t)}) \) and \( (\bar{y}_1, \ldots, \bar{y}_t) \)
\[
p(x_1, x_2, \ldots, x_{K(t)}; \bar{y}_1, \ldots, \bar{y}_t) = \frac{1}{|A|^{K(t)}} \prod_{i=1}^{t} P(\bar{y}_i / x_1, \ldots, x_{K(i)}).
\]

Because the probability distributions are consistent in \( t \), that is,
\[
\sum_{x_{K(t)+1}, \ldots, x_{K(t+1)}} P(x_1, \ldots, x_{K(t+1)}; \bar{y}_1, \ldots, \bar{y}_{t+1}) = P(x_1, \ldots, x_{K(t)}; \bar{y}_1, \ldots, \bar{y}_t)
\]
for \( t = 1, 2, \ldots \), the marginal probability distributions \( p(x_1, \ldots, x_i; \bar{y}_1, \ldots, \bar{y}_j) \) are determined for all \( i, j \) (assume \( K(t) \to \infty \)).
Figure 2. General Encoding and Decoding Relations for a Code

\([\{f_1\}, \{g_k\}] \text{ with } K(2) = K(3).\)
For a code \( ([f_n], [g_k]) \) the channel input random variables are defined by
\[ Y_n = f_n(X_1, \ldots, X_k(n)) \quad n = 1, 2, \ldots \tag{2.6} \]
and the decoded source random variables by
\[ X_k = g_k(Y_1, \ldots, Y_{N(k)}) \tag{2.7} \]
For each \( k \), \( \frac{k \log |A|}{N(k)} \) is the average number of bits decoded per channel output from the first \( N(k) \) channel outputs. The rate \( R_d \) of the decoder \( \{g_k : N(k) \to A\} \) is defined by
\[ R_d = \liminf_{N(k)} \frac{k \log |A|}{N(k)} \tag{2.8} \]
which is just the average number of bits decoded per channel output when the above limit exists. For a block decoder \( g : \mathbb{N}^* \to \mathbb{A}^k \), \( N(k) = N(i) + jk \) for \( k = i + jk' \), \( 0 < i \leq k' \), \( j = 0, 1, 2, \ldots \) so that \( R_d \)
\[ \lim_{k \to \infty} \frac{k \log |A|}{N(k)} = \kappa' \log |A|, \]
the usual rate for a block code \( (f, g) \).

With a block code \( (f, g) \) the error criterion which was used was the probability of error for a block: \( P\left([X_{jk'+1}, \ldots, X_{(j+1)k'}] \neq (I_{jk'+1}, \ldots, I_{((j+1)k')})\right) = e(f, g) \). For a code \( ([f_n], [g_k]) \) the error criterion used will be the average coordinate probability of error
\[ \bar{e}_t = \frac{1}{t} \sum_{i=1}^{t} P[X_i \neq I_i] \]
In particular, the interest here will be in what happens to \( \bar{e}_t \) as \( t \to \infty \). Note that for a block code \( (f, g) \), \( \bar{e}_k \leq e(f, g) \) and thus \( \bar{e}_k \) is a weaker error criterion for a block code than \( e(f, g) \); however, Theorem 1 is a converse and, consequently, a converse in terms of \( \limsup \bar{e}_t \) is a stronger statement than a converse in terms of an average error for blocks of length \( t \):
\[ \bar{e}_{t,r} = \frac{1}{t} \sum_{i=1}^{t-r+1} P\left([X_{i+1}, \ldots, X_{(i+1)r}] \neq (I_{i+1}, \ldots, I_{(i+1)r})\right) \]
that is, $\limsup_t \bar{e}_t \leq \limsup_r \bar{e}_{t,r}$, $r = 1, 2, \ldots$. Channel capacity $C'$ for the class of codes $\{(f_n), (g_k)\}$ for a DMC $(B, \bar{B}, p)$ is thus defined by

$$C' = \sup \left\{ R : \inf \left\{ \limsup_t \bar{e}_t \right\} = 0 \right\}.$$ 

(2.5)

It is easy to see that for a code $\{(f_n), (g_k)\}$ which corresponds to a block code $(f, g)$, $\lim_t \sup \bar{e}_t \leq \epsilon(f, g)$ and, since $R_d$ is equal to the block code rate, it follows from (2.1) that $C' \leq C$.

The main result of this section follows from Theorem 1: $C' \leq C \Rightarrow C' = C$.

**Theorem 1.** For a DMC $(B, \bar{B}, p)$ with block coding capacity $C$, let $\{(f_n), (g_k)\}$ be any code with decoding rate $R_d$. If $R_d > C$ then there exists a positive number $\alpha(C/R_d)$ which depends only on $C/R_d$ and not on $\{(f_n), (g_k)\}$ or $(B, \bar{B}, p)$ such that $\liminf_t \bar{e}_t = \alpha$.

**Lemma 1.** For all $t$, $1 - N(t)C \leq \frac{1}{t \log |A|} h(\bar{e}_t) + \bar{e}_t$.

**Proof of Lemma.** From (1.2)

$$J(\{(X_1, \ldots, X_t), (Y_1, \ldots, Y_n(t))\}) \leq N(t)C \Rightarrow$$

$$1 - \frac{1}{t} I(X_1, \ldots, X_t) = \frac{1}{t} \sum_{i=1}^{t} I(X_i / Y_1, \ldots, Y_n(1))$$

From $I(X_1, \ldots, X_t) = t \log |A|$ and Fano's inequality (1.3)

$$1 - \frac{N(t)C}{t \log |A|} \leq \frac{1}{t \log |A|} \left[ \frac{1}{t} \sum_{i=1}^{t} \log h(\bar{P}[X_i \neq X_1]) + \bar{e}_t \log |A| \right] \leq$$

$h(\bar{e}_t) + \bar{e}_t$ since $h(x)$ is convex and $\log |A| = 1$. This completes the proof of the lemma.
Proof of Theorem 1. First, by Lemma 1

\[
\lim_{t} \inf \left( 1 - \frac{N(t)C}{t \log |A|} \right) = 1 - \lim_{t} \sup \frac{N(t)C}{t \log |A|} = 1 - \frac{C}{\log |A|}
\]

\[
\lim h(\bar{e}_t^t) + \bar{e}_t^t, \text{ where } t' \text{ is any subsequence of } \{t\} \text{ such that } t'.
\]

\[
h(\bar{e}_t^{t'}) + \bar{e}_t^{t'}, \text{ converges. In particular, for } R_d \geq C
\]

\[
0 \leq 1 - \frac{C}{R_d} = h(\lim_{t} \inf \bar{e}_t^t) + \lim_{t} \inf \bar{e}_t^t.
\]

Now, let \( \alpha \) be the unique real number, \( 0 = \alpha - 1/2 \), such that

\[
1 - \frac{C}{\log |A|} = h(\alpha) + \alpha.
\]

Clearly, \( \alpha = \alpha(C/R_d) = 0 \) and \( \lim_{t} \inf \bar{e}_t^t = \alpha \) so that Theorem 1 is proved.

If \( R_d \) had been defined as \( \lim_{t} \sup k \log |A| \) then Theorem 1

\[
\text{would be true with } \lim_{t} \sup \bar{e}_t^t = \alpha \text{ replacing } \lim_{t} \inf \bar{e}_t^t = \alpha. \text{ The proof is straightforward following the proof above.}
\]

There is an interesting generalization of the decoders \( \{g_k\} \)

used here suggested by the work of Blackwell. Suppose that the decoder can change its past decisions, that is, suppose \( X_1, \ldots, X_k \)

can be changed after \( N(t) \) channel outputs where \( t = k \). To make sense from a communication standpoint the first \( k \) decoded source

outputs should be changed only a finite number of times with probability \( 1 \) for each \( k \). This point, however, will not be needed

for the converse (Theorem 2) below.

Let \( \{g_k^{*} : N(k) \rightarrow A^k\} \) be any sequence of functions where the same assumptions are made for \( \{N(k)\} \) as before. (The superscript * will be used to denote a decoder \( \{g_k^*\} \) which can change its previous decisions.) Let
\[(\tilde{x}_{ik}, \ldots \tilde{x}_{kk}) = \varepsilon^*_k(\tilde{y}_{1}, \ldots \tilde{y}_{N(k)}), \quad k = 1, 2, \ldots\]

where \(\tilde{x}_{ik}\) (1 \(\leq\) \(k\)) represents the decision for the \(i\)th source output after \(N(k)\) channel outputs. For the decoders previously used,

\[\tilde{x}_{ik} = \tilde{x}_{ik'} = \tilde{x}_i \quad \text{for all} \quad k, k' \leq i, \quad \text{that is, no changes in the decoded outputs were made.} \]

A code \([(f_n), (g_k)]\) is illustrated in Figure 3.

As before, the rate of a decoder \((g_k)\) will be defined by

\[R_d = \lim_{k \to \infty} \inf \frac{k}{N(k)} \log |A|.
\]

**Theorem 2.** For a DMC \((B, B, p)\) with block coding capacity \(C\) and any code \([(f_n), (g_k)]\) with \(R_d > C\), \(\lim_{t \to \infty} e_t^* = \alpha > 0\) where \(e_t^* = \frac{1}{t} \sum_{i=1}^t P[\tilde{x}_{it} \neq X_i]\) and \(\alpha\) is defined by (2.10).

**Lemma 2.** For all \(t, l - N(t)C \leq h(e_t^*) + e_t^*\).

**Proof of Lemma.** As in the proof of Lemma 1,

\[
\frac{1}{t} I(X_1, \ldots X_t) - I(X_1, \ldots X_t / \tilde{Y}_1, \ldots \tilde{Y}_{N(t)}) \leq N(t)C \quad \Rightarrow \quad \frac{1}{t} I(X_1, \ldots X_t) - \frac{N(t)C}{t} \leq \frac{1}{t} \sum_{i=1}^t I(X_i / \tilde{Y}_1, \ldots \tilde{Y}_{N(t)}).
\]

(In the proof of Lemma 1 the sum on the right hand side of the last inequality was \(\frac{1}{t} \sum_{i=1}^t I(X_i / \tilde{Y}_1, \ldots \tilde{Y}_{N(i)}))\) From \(I(X_1, \ldots X_t) = t \log |A|\) and Fano's inequality

\[1 - N(t)C \leq \frac{1}{t \log |A|} \left[ \frac{1}{t} \sum_{i=1}^t h(P[\tilde{x}_{it} \neq X_i]) + e_t^* \log |A| \right] \leq h(e_t^*) + e_t^* \quad \text{since} \quad h(x) \quad \text{is convex and} \quad \log |A| \geq 1. \]

This proves the lemma.
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Figure 3. Encoding and Decoding Relations for a Code \( \{ f_n \}, \{ g_k^* \} \).
The proof of Theorem 2 proceeds from this point exactly as in Theorem 1.

It can be concluded from Theorem 2 that the channel capacity $C^*$ for the class of codes $\{(f_n), (g_n)\}$, where

$$
C^* = \sup \left\{ R: \inf \left( \limsup_{t \to \infty} S^* \right) = 0 \right\}
$$

$$
\left( \{(f_n), (g_n)\} \text{ with } R_d \equiv R \right)
$$

is equal to $C$.

In both Theorems 1 and 2 no use was made of the encoder $\{f_n: A^I \to B^I\}$. In fact, Theorems 1 and 2 hold for any function $f: A^I \to B^I$ which is $(\sigma(A^I), \sigma(B^I))$-measurable. What is needed is the definition of the probability distributions $p(x_1, \ldots, x_i; y_1, \ldots, y_j)$, $i, j = 1, 2, \ldots$ for the general $f$, since then $J((x_1, \ldots, x_i), (y_1, \ldots, y_j))$ is defined for all $i, j$ and is $\leq J_c$. From this point the proofs go through as before. The definition of $p(x_1, \ldots, x_i; y_1, \ldots, y_j)$ for $f: A^I \to B^I$, $(\sigma(A^I), \sigma(B^I))$-measurable is given in the appendix.

The rate $R_n$ of the encoder $\{f_n\}$ is defined by

$$
R_n = \liminf_{n} K(n) \log |A|.
$$

If the source subscripts correspond to time in seconds then $K(n)$ is the time in seconds the $n$th channel input is transmitted (assuming zero delays in the encoding equipment) and $K(N(k))$ is the time in seconds the $k$th source output is decoded (again, assuming zero delays in channel transmission and in the decoding equipment).

One natural requirement for any code is that of bounding the time lag (positive or negative) between the time an output occurs and time it is decoded, that is, require $\sup_k |K(N(k)) - k| < \infty$. 
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Theorem 3. For a code $\{(f_n), \{g_k\}\}$ with $\sup_k K(N(k)) < \infty$, $R_e \leq R_d$.

Proof. $\sup_k K(N(k)) - k < \infty \Rightarrow \lim_{k \to \infty} K(N(k)) = 1$ $\Rightarrow$

$$\lim_{k \to \infty} \frac{K(N(k))}{N(k)} = 1.$$ 

Pick a subsequence $k'$ such that

\[
\frac{R_d}{\log|A|} \to \frac{R_e}{\log|A|},
\]

so that $\lim_{k' \to \infty} \frac{K(N(k'))}{N(k')} \exists$ and equals $\frac{R_d}{\log|A|} \Rightarrow
\frac{R_d}{\log|A|} \geq \frac{R_e}{\log|A|}.$

This completes the proof.

From the proof it is immediate that Theorem 3 remains true if $\sup_k K(N(k)) - k < \infty$ is replaced by the weaker condition $\lim_{k \to \infty} K(N(k)) = 1$.

Since both Theorems 1 and 2 are weak converses the next question to ask would be whether $\mathcal{e}_t \to 1$ or $\mathcal{e}^*_t \to 1$ (the strong converse statements) for $R_d > C$. Since one could guess each source output correctly with a probability of at least $1/|A|$, regardless of the decoding rate $R_d$, it follows that $\mathcal{e}_t \leq 1 - 1/|A|$ for all $t$ for at least one decoder $\{g_k\}$.

Thus there is no strong converse statement in terms of $\mathcal{e}_t^*$. Similar remarks are true for $\mathcal{e}_t^*$.

Strong converses can be obtained for a different probability of error as follows. For a code $\{(f_n), \{g_k\}\}$ one may consider the encoding of

\[\uparrow\text{This fact was pointed out to the writer by Professor D. Blackwell.}\]
(X₁, ..., Xₖ) to (Y₁, ..., Yₖ) to be random, that is, if K(N(k)) = k then what (X₁, ..., Xₖ) is mapped into (i.e., what sequence (Y₁, ..., Yₖ)) depends on Xₖ₊₁, ..., Xₖ(N(k)). (If K(N(k)) ≤ k there is no question of random encoding since X₁, ..., Xₖ determines Y₁, ..., Yₖ.) Since the strong converse for block codes continues to hold when the encoder is random the following result is obtained.

Theorem 4. For a DMC (B, B, p) with block coding capacity C let ([fₙ], [gₖ]) be a code with R_d < C. Then

\[ eₜ = P \left[ \bigcup_{i=1}^{t} \left( gₖ(\bar{Y}_1, ..., \bar{Y}_N(i)) \neq X_i \right) \right] \to 1 \]

The same argument applies for the redecoding case.

Theorem 5. For a DMC (B, B, p) let ([fₙ], [gₖ]) be any code with R_d < C. Then

\[ eₜ = P \left[ gₖ(\bar{Y}_1, ..., \bar{Y}_N(t)) \neq (X_1, ..., X_t) \right] \to 1. \]

The codes ([fₙ], [gₖ]) of Theorem 1 can be changed for use with a doubly infinite source \(X_{-\infty} < i < \infty\). An encoder becomes a sequence of functions \(f_n: \mathbb{A}_1 \to \mathbb{B}\) where it is required that each \(f_n(\infty < n < \infty)\) depend on at most s finite number of coordinates of \(\mathbb{A}_1\) where it is assumed that each \(n\) is for each \(n\) the smallest integer \(r\) such that all channel inputs up to and including the \(n\)th do not depend on the source outputs \(X_{i+r}, X_{i+r+2}, \ldots\). A decoder is a sequence of functions \(g_k: \mathbb{B}_1 \to \mathbb{A}_1\) where it is assumed that

1. \(N(k)\) is, for each \(k\), the smallest integer \(r\) such that all decoded outputs \(\bar{X}_1 = g_1(\bar{X}_D(1), \ldots, \bar{X}_N(1))\) up to and including the \(k\)th
do not depend on channel outputs \((\overline{x}_{t+1}, \overline{x}_{t+2}, \ldots)\), and

(ii) \(D(k) \leq N(k), \ D(k) \leq D(k+1)\) for all \(k\).

\[ R_d = \lim \inf_k \frac{k}{N(k)} \log |A| \]  
will be called the rate of the decoder \(\{g_{\ell}\}_{\ell=0}^{N(k)}_{\ell=0} \to A\). The average number of bits decoded per channel output between the \(t\)th and \(k\)th decoded outputs \((t < k)\) is

\[ \frac{(k-t) \log |A|}{N(k) - N(t)} \]  
(assume \(N(k) > N(t)\))

and

\[ \lim \inf_k \frac{(k-t) \log |A|}{N(k) - N(t)} = R_d \]  
for all \(t: -\infty < t < \infty\),

that is, the same rate is obtained independently of which decoded source output is used as a starting point.

The analogous statement of Theorem 1 for the doubly-infinite source is

**Theorem 6.** For a DMC \((\mathcal{B}, \mathcal{E}, p)\) with block coding capacity \(C\) let\((\{f_n\}, \{g_k\})\) be any code for a doubly-infinite source with \(R_d > C\). Then

\[ \lim \inf_r \frac{1}{t} \sum_{j=t}^{r+t-1} P[\bar{x}_1 \neq x_1] \geq \alpha(C/R_d) > 0 \]

for all \(r: -\infty < r < \infty\) where \(\alpha\) is defined by \((2.10)\).

**Lemma 3.** For each \(r: -\infty < r < \infty\) and for all \(t: 1 < t < \infty\)

\[ 1 - \frac{N(t+r-1) - D(r)}{t \log |A|} \leq h \left( \frac{1}{t} \sum_{j=r}^{r+t-1} P[\bar{x}_1 \neq x_1] \right) \]

\[ + \frac{1}{t} \sum_{j=r}^{r+t-1} P[\bar{x}_1 \neq x_1] \]

The proofs of Lemma 3 and Theorem 6 offer no difficulty following the proofs of Lemma 1 and Theorem 1, and thus are omitted.
III. UNIFORM FINITE-MEMORY CODES

For this section \( \{X_i\} \) will denote a doubly-infinite source \( \{X_i, -\infty < i < \infty\} \) and all codes discussed will be for such sources. To begin, suppose the \( (\{f_n\}, \{g_k\}) \) of section II takes almost the simplest form possible:

\[
\begin{align*}
    f_n &= f(m) : A^m \to B \quad \text{for all } n: -\infty < n < \infty, \\
    g_k &= g(m) : B^m \to A \quad \text{for all } k: -\infty < k < \infty, \\
    \text{with } &\{K(n)\} = \{n\} \text{ and } \{N(k)\} = \{k + m - 1\}.
\end{align*}
\]

The code is illustrated in Figure 4. \( \tilde{Y}_1, \ldots, \tilde{Y}_m \) are used to decode \( X_1 \) since in the encoder \( Y_1, \ldots, Y_m \) are the only channel inputs which depend on \( X_1 \) and, intuitively then, \( \tilde{Y}_1, \ldots, \tilde{Y}_m \) should be the most important channel outputs for decoding \( X_1 \). Of course, using other channel outputs will improve the probability of deciding \( X_1 \) correctly but, for the present, only \( \tilde{Y}_1, \ldots, \tilde{Y}_m \) will used. Because of the stationarity involved with the above code it is clear that \( P[X_1 \neq X_1] \)

is the same for all \( i \) so that it suffices to restrict attention to \( X_1 \) when discussing the probability of error for \( X_1 \). The following questions arise. When can \( P[X_1 \neq X_1] \overset{\text{M}}{=} 0 \), that is, when does there exist a sequence \( (f(m), g(m)) \) of codes of the above form such that \( P[X_1 \neq X_1] \overset{\text{M}}{=} 0 \)? What if the \( n \)-extension \((B^n, B^n, p)\) is used instead of \((B, B, p)\), that is, when does there exist, for some fixed \( n \), a sequence of codes \( (f(m), g(m)) \) where for \( m = 1, 2, \ldots \)

\[
\begin{align*}
    f(m) : A^m &\to B^n, \\
    g(m) : B^{nm} &\to A
\end{align*}
\]
Figure 4. Coding Relations for the Code $\langle f(m), g(m) \rangle$ of (3.1).
such that \( P[x_1 \neq g(m) (\tilde{x}_1, \ldots, \tilde{x}_m)] = P[\tilde{x}_1 \neq x_1] \to 0 \). Before giving partial answers to these questions certain properties of the above codes will be singled out.

An encoder \( \{ f_n : \mathbb{A} \to \mathbb{B}, -\infty < n < \infty \} \) will be called a finite-memory encoder if there exists a positive integer \( m \) such that the \( f_n \), for each \( n \), depend on at most the last \( m \) coordinates of \((\ldots, x_{n-1}, x_n)\).

The smallest such \( m \) will be denoted by \( m \) and called the duration of memory of \( \{ f_n \} \). The corresponding definition for decoders is obvious.

An encoder \( \{ f_n \} \) will be said to satisfy a uniform timing constraint \( (k_e, n_e, s_e) \) if \( K(n) = \frac{n^+_e}{n_e} k_e + s_e \) for all \( n \). Here, \( k_e, n_e \) and \( s_e \) are integers with \( k_e \) and \( n_e \) positive, and \( \lfloor a \rfloor \) denotes the smallest integer \( \geq a \). The corresponding uniform timing constraint for decoders will be denoted by \( (k_d, n_d, s_d) \) where \( K(n) = \frac{n^+_d}{n_d} k_d + s_d \) for all \( n \).

The natural requirement for an encoder \( \{ f_n \} \) with memory duration \( m \) and uniform timing constraint \( (k_e, n_e, s_e) \) is that the functions \( f_n \) themselves satisfy a uniformity requirement. An encoder \( \{ f_n \} \) with memory duration \( m \) and uniform timing constraint \( (k_e, n_e, s_e) \) will be called a uniform finite-memory encoder (UFME) if there exists a function \( f : \mathbb{A}^m \to \mathbb{B}^n \) such that the \( f_n \) are periodic with period \( n_e \) and

\[
f_{j+n_e} = f(j) \quad \text{for} \quad j = 1, \ldots, n_e.
\]

(3.2)

where \( f(j) \) denotes the \( j \)th component of \( f \). As before, a similar definition is obvious for uniform finite-memory decoders (UFMD).

For everything that remains it will be assumed that \( k_e = k_d = k, \ n_e = n_d = n, \) and \( s_e = s \). (The positive integers \( k \) and \( n \) used here have no relation to the dummy variables in \( N(k) \) and \( K(n) \).) In addition,
the memory duration of a UFME and a UFMD will always be \( m'k \) and \( m'n \) respectively for some positive integer \( m' \). At the risk of confusion, the superscript ' will be dropped. For a given \( m \), \( s_d \) will be taken as \((m-l)n\). Because \( k \) and \( n \) will always be understood a UFME will be denoted by \( f(m) \) and a UFMD by \( g(m) \) where

\[
f(m): A^{km} \rightarrow B^n \quad \text{and} \quad g(m): B^n \rightarrow A^k.
\]

(3.3)

The code (3.3) corresponds to the code (3.1) for \( k=1, n=1 \).

Notation for a uniform finite-memory code (UFMC) \((f(m), g(m))\) can be greatly simplified to correspond to that of code (3.1). Let, for all \( i \),

\[
U_i = (x_{(i-1)k+1} \ldots x_{ik}), \quad U_i = (x_{(i-1)k+1} \ldots x_{ik})
\]

\[
V_i = (y_{(i-1)n+1} \ldots y_{in}), \quad V_i = (y_{(i-1)n+1} \ldots y_{in}).
\]

Then

\[
V_i = f(m)(U_{i-m+k+1}, \ldots U_i), \quad V_i = g(m)(V_{i-1}, \ldots V_{i+m-1})
\]

(3.4)

for \(-\infty < i < \infty \). The diagram of Figure 5 illustrates the relations for a UFMC \((f(m), g(m))\). Note that the encoding and decoding rates for the above UFMC are both equal to \( \frac{k \log |A|}{n} \), and, as before with code (3.1), \( P[U_1 \neq U_i] \) is the same for all \( i \).

Particular cases of uniform finite-memory encoders are quite prominent in coding literature. For the case of a binary source and channel Elias\(^6\) calls \( f(m) \) a convolutional encoder if \( f(m) \) is a linear function (in the binary field sense) from \( B^{km} \) to \( B^n, B = \{0,1\} \). For other sources and channels \( f(m) \) is called a sequential encoder by Reiffen\(^7\) when it is linear in the sense of some finite field appropriate for both source and channel. Decoding for these encoders, however, is quite different from that done here. For example, the decision for \( U_1 (U_1) \) is always made from \( V_1, \ldots V_m \).
Figure 5. Coding Relations for the UFMC $(f^{(n)}, g^{(m)})$. 
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assuming outputs $U_{m+2}, \ldots, U_0$ are known or that previously decoded outputs $U_{m+2}, \ldots, U_0$ are correct. $\tilde{U}_2$ is then determined from $\tilde{V}_2, \ldots, \tilde{V}_{m+1}$ and $\tilde{U}_{m+3}, \ldots, \tilde{U}_1$ assuming $\tilde{U}_1$ was correct and so on for $\tilde{U}_2, \ldots$. The whole coding procedure is made into a block code by periodically putting in $m-1$ known source symbols at appropriate intervals.

To return to the questions at the beginning of this section one may ask what is

$$C_u = \sup_{k, n, |A|} \left\{ \frac{k}{n} \log |A| : \text{there exists a sequence } \left( \left( x^{(m)}, g^{(m)} \right) \right) \text{ such that } P[\tilde{U}_1 \neq U_1] = 0. \right\}$$

(3.5)

$C_u$ is called the uniform finite-memory coding capacity of $(S, \tilde{S}, p)$, because it is required that the error go to 0 with $n \to \infty$, $k$ and $n$ fixed, $C_u$ is not just the expression for $C'$ restricted to the class of uniform finite-memory codes.

Let $P[\tilde{U}_1 \neq U_1/x^{(m)}, g^{(m)}]$ denote $P[\tilde{U}_1 \neq U_1]$ when a UPE $f^{(m)}$ and a UPM $g^{(m)}$ are used. Because

$$\frac{1}{k} \sum_{i=1}^{k} P[X_i \neq \tilde{X}_i] = \sum_{i=1}^{k} P[\tilde{U}_1 \neq U_1] = P[\tilde{U}_1 \neq U_1]$$

for all $i$ with a UPM $X^{(m)}$, it follows from Theorem 6 that for any $m$ and $(X^{(m)}, g^{(m)})$ with $k = \frac{k}{k} \log |A|$, $C_u$ is defined by (2.10). $C_u \leq C$.

In the appendix a stronger form of the above statement is proven which allows the decoder, for a UPE $X^{(m)}$, to use all channel outputs ($\tilde{V}_{m+2}, \tilde{V}_0, \tilde{V}_1, \ldots$).
Unfortunately, what $C_u$ is for a DMC $(B,\tilde{B},p)$ is an open question. The next few paragraphs are devoted to exhibiting a class of channels for which $C_u = 0$.

Denote the minimum probability of error over all ways of deciding $U_1$ from $(U_a, \ldots, U_b \mid \tilde{V}_c, \ldots, \tilde{V}_d)$ ($a \leq b$, $c \leq d$) when a UFM $f^{(m)}$ is used by $\epsilon(U_1 \mid f^{(m)}; U_a, \ldots, U_b \mid \tilde{V}_c, \ldots, \tilde{V}_d)$. Also, let $\epsilon(U_1 \mid f^{(m)}; \tilde{V}_c, \ldots, \tilde{V}_d)$ be the minimum probability of error over all ways of deciding $U_1$ from $(\tilde{V}_c, \ldots, \tilde{V}_d)$. For example, for $c = 1$ and $d = m$, $\epsilon(U_1 \mid f^{(m)}; \tilde{V}_1, \ldots, \tilde{V}_m) = \min_{g^{(m)}} P[U_1 \neq U_1(f^{(m)}), g^{(m)}]$.

Reiffen\textsuperscript{7,8} has shown that for $R = \frac{k}{n} \log |A| < C$, there exists a sequence of UFM's $\{f_k^{(m)}; m = 1, 2, \ldots\}$ such that for all $m$

$$\epsilon(U_1 \mid f_k^{(m)}; U_{m+2}, \ldots, U_0 \mid \tilde{V}_1, \ldots, \tilde{V}_m) \leq C(m)2^{-mE(R)}$$

(3.7)

where $C(m)$ is a polynomial in $m$ (whose coefficients depend on $n$) and $E(R) > 0$ for all $R < C$. Before making use of (3.7) three lemmas are given below, the first two of which are routine.

**Lemma 4.** For a UFM $f^{(m)}$ and positive integer $r$ ($m \geq 2$)

$$\epsilon(U_1 \mid f^{(m)}; U_{m-r+2}, \ldots, U_{m+1} \mid \tilde{V}_{r+2}, \ldots, \tilde{V}_m) = r \epsilon(U_0 \mid f^{(m)}; U_{m+2}, \ldots, U_0 \mid \tilde{V}_1, \ldots, \tilde{V}_m).$$

**Lemma 5.** For any finite-valued random variables $X$ and $Y$ let

$$\epsilon(X \mid Y) = \min_{g: B \to A} P[g(Y) \neq X].$$

Then for any sequence $\{\tilde{I}_k\}$ of finite-valued random variables with the same finite range $B$

$$\epsilon(X \langle \tilde{I}_2, \ldots, \tilde{I}_n \rangle) \leq \epsilon(X \langle \tilde{I}_1, \tilde{I}_2, \ldots \rangle),$$
where \( e(X/Y_1,Y_2,\ldots) = \inf \mathbb{P}[g(Y_1,Y_2,\ldots) \neq X] \quad \{g^{-1}(x) \in \mathcal{B} \text{ for all } x\} \)

Let \( e(\tilde{V}_1,\ldots,\tilde{V}_m) = \\
\inf \left\{ \mathbb{P}[g(\tilde{V}_1,\ldots,\tilde{V}_m) \neq U] \right\} \text{ when } f^{(m)} \text{ is the encoder } \}
\quad \{g^{-1}(x) \in \mathcal{B} \quad \text{for all } x\}

**Lemma 6.** Suppose there exists a sequence of UFMS's \( \{f^{(m)}_0\} \) such that
\( e(U_1/f^{(m)}_0,\ldots,\tilde{V}_1,\ldots,\tilde{V}_m) \to 0 \). Then there exists a sequence \( \{f^{(m)}\} \) of
UFMS's such that \( e(U_1/f^{(m)}_0,\tilde{V}_1,\ldots,\tilde{V}_m) \to 0 \).

**Proof.** Let \( a_{m,r} = \min e(U_1/f^{(m)}_0,\ldots,\tilde{V}_m) \), \( m,r = 1,2,\ldots \),
\( \{\text{all UFMS's } f^{(m)}_0 \text{ of memory } m\} \)
Then (i) \( a_{m,r} = a_{m,r+1} \) and \( a_{m,r} \to a_m \leq e(U_1/f^{(m)}_0,\tilde{V}_1,\ldots,\tilde{V}_m) \)
\( \quad \Rightarrow a_m \to 0 \). These statements follow from Lemma 2 and the definition of
\( a_{m,r} \).

(ii) \( a_{m,r} = a_{m+1,r} \).

To prove (ii), notice that for \( f^{(m)}_0 \), the UFMS which yields
\( a_{m,r} = e(U_1/f^{(m)}_0,\tilde{V}_m,\ldots,\tilde{V}_m) \), the UFMS \( h^{(m+1)} \) defined by
\( V_j = h^{(m+1)}(U_{j-m-1},\ldots,U_j) = f^{(m)}_0(U_{j-m-1},\ldots,U_j) \)
merely advances the \( V_j \)'s one coordinate so that the probability distribution of
\( (U_1,\ldots,\tilde{V}_m,\ldots,\tilde{V}_m) \) with \( f^{(m)}_0 \) is the same as \( (U_1,\ldots,\tilde{V}_m,\ldots,\tilde{V}_m) \)
with \( h^{(m+1)} \quad \Rightarrow a_{m+1,r} \leq e(U_1/h^{(m+1)},\tilde{V}_m,\ldots,\tilde{V}_m) = a_{m,r} \).

From (i) and (ii) it follows that \( a_m \to 0 \) if the sequence \( \{f^{(m)}_0\} \) of
UFMS's has \( e(U_1/f^{(m)}_0,\tilde{V}_1,\ldots,\tilde{V}_m) \to 0 \). This completes the proof.

From Lemma 6 whenever there exists a sequence \( \{f^{(m)}_0\} \) such that
\( e(U_1/f^{(m)}_0,\tilde{V}_1,\ldots,\tilde{V}_m) \to 0 \) then there exists a sequence \( \{f^{(m)},g^{(m)}\} \) of
UFMS's such that \( f^{(m)},g^{(m)} \to 0 \). A class of channels will now be
given for which $e(u_1/f_o^{(m)}, \ldots, \bar{v}_1, \ldots, \bar{v}_n) \rightarrow 0$ for some sequence $\{f_o^{(m)}\}$.

The following definitions will be needed. The product of the DMC's $(B, \bar{B}, p)$ and $(B', \bar{B}', p')$ is the DMC $(B \times B', \bar{B} \times \bar{B}', q)$ where

$q(\bar{y}, \bar{z}', y', z') = p(\bar{y}/y)p'(\bar{z}/z')$ for all $y, \bar{y}, y', \bar{y}'$. A binary symmetric channel (BSC) has $B = \bar{B} = \{0, 1\}$ with

$p(0/0) = p(1/1) = q$,

$p(0/1) = p(1/0) = p$,

and $p + q = 1$.

BSC $(p_o, q_o)$ denotes a BSC with $\bar{y} = q_o, \bar{z} = p_o$. The $k$-tuple erasure channel accepts $k$-tuples of 0's and 1's and erases the whole $k$-tuple with probability $p'$, or lets it through correctly with probability $q'$. Consider a channel which is the product of the $n$-extension of the BSC $(p_o, q_o)$ and the $k$-tuple erasure channel with $q' = q^k$. Suppose the encoding of a $\{0, 1\}$ source to the BSC $(p_o, q_o)$ is done by a UWE $f_o^{(m)}$ (an element of a sequence satisfying (3.7)) and the encoding of the source to the erasure channel is done by using the $k$-tuple of source directly as an erasure channel input. A diagram is given below (Figure 6).

If the product channel inputs are denoted by $V_1 = (U_1, V_1)$ it is clear that the encoder given by

$V_1 = (U_1, f_o^{(m)}(U_1, U_2, \ldots, U_n))$

is also a UWE $f_o^{(m)}$ of memory duration $m$ for the product channel.

Decoding $U_1$ from the sequence $(\ldots V_1', \ldots, V_n')$ is accomplished as follows. Starting at the zero coordinate, $m$-1 consecutive unerased U's are sought. Suppose that $U_{-m+1}, \ldots, U_{-m+1}$ is the first run of $m$-1 U's not erased $(r \geq m)$. By Lemma 3, $U_1$ can be decided using only
Figure 6. Encoding Relations for the Product of the n-extension of
the BSC and the k-tuple Erasure Channel.
(U_{-r+1}, ..., U_{-m+1}, \tilde{V}_{-m}, ..., \tilde{V}_n) with a probability of error \( \frac{r-m+2}{2m^2} \eta(m) 2^{-mnE(R)} \). Let \( p_{u,v} \) be the probability of finding \( m-1 \) consecutive \( U \)'s not erased for the first time at coordinate \(-u,v,v=1,2,\ldots \).

Then \( s(u_t, \nu_t^{(m)}; \tilde{V}_1, \ldots, \tilde{V}_n) = \sum_{r=1}^{\infty} (r-m+2) p_{u,v} \eta(m) 2^{-mnE} \leq \sum_{r=1}^{\infty} r p_{u,v} \eta(m) 2^{-mnE} \) (assume \( m \geq 2 \))

\( = (\text{Feller}^9, \text{page} 300 \text{ with Feller's} \ p, r \text{ replaced by} \ q^k, 1-q^k, \text{and} \ m-1 \text{ respectively}) \)

\[
\frac{1 - (q^k)^m}{(1-q^k)^m} (\eta(m) 2^{-mnE} \leq \eta(m) \frac{q^k}{1-q^k} 2^{-m[k-l\log 1/q]} \]

\( \Rightarrow 0 \text{ if} [mE-k\log 1/q] = 0. \)

Since only nonpositive coordinates of \( \tilde{V}_1 \) were used to find \( m-1 \) consecutive erasures one can write

\( s(u_t, \nu_t^{(m)}; \tilde{V}_1, \ldots, \tilde{V}_n) \leq \eta(m) \frac{q^k}{1-q^k} 2^{-m[k-l\log 1/q]} \)

Examining the coefficient \([nE(R) - k\log 1/q]\) it is clear that if it is greater than zero for some \( k, n \) with \( k/n = R \) then it is greater than zero for all \( k, n \) with \( k/n = R \). For the case here, \( R \) is the rate for the BSC so that \( R < 1-h(p_0) \). (The rate for the product channel is just \( k \).

By selecting a \( q \) sufficiently close to \( 1 \) depending on \( R = k/n = 1-h(p_0) \) there exists a sequence \( \{x_0^{(m)}\} \) such that \( s(u_t, \nu_t^{(m)}; \tilde{V}_1, \ldots, \tilde{V}_n) \geq 0. \)

Once \( q \) is fixed \( k \) can be selected such that \( R = k/n \) is fixed and the block coding channel capacity \( kn^k \) of the erasure channel is arbitrarily small. Thus one has the situation of being able to make a product channel from an \( n \)-extension of the BSC (block coding channel capacity \( n(1-h(p_0)) \)) with an erasure channel of arbitrarily small block coding capacity and
still have a sequence \( \{ f^{(m)} \} \) with \( R = k/n \) such that 
\[
e(u_1/f^{(m)}; \ldots \tilde{u}_i, \tilde{v}_1^{i}, \ldots \tilde{v}_m^{i}) \rightarrow 0.
\]

The same demonstration can be carried out for a general DMC \((B, \tilde{B}, p)\) and source \( \{ X_i \} \) if the \( k \)-tuple erasure channel takes \( k \)-tuples \((x_1, \ldots , x_k), x_i \in A \) as inputs. The block coding channel capacity of the erasure channel is then \( kq^k \log A \) where, as before \( q^k \) is the probability that any \( k \)-tuple goes through uneraser.

Aside from calculating \( C_u \) for a given DMC it would be nice to know if \( C_u > 0 \) for a channel which does not have the erasure properties used above (for example, is \( C_u > 0 \) for the BSC). It would also be useful to have an example, if possible, for which \( C_u = C \).

Another question arises from the fact that Lemma 6 does not provide any information about how fast \( P[u_1 \neq u_1/f^{(m)}, g^{(m)}] \) tends to 0 with \( m \).

For example, when
\[
e(u_1/f^{(m)}; \ldots \tilde{v}_1^{i}, \ldots \tilde{v}_m^{i}) = (m) \frac{q^k}{1-q^k} 2^{-m[k-k \log 1/q]},
\]
and hence tends to 0 exponentially with \( m \), does \( e(u_1/f^{(m)}; \tilde{v}_1^{i}, \ldots \tilde{v}_m^{i}) \) tend to 0 exponentially with \( m \)? More generally, one would like to know how much smaller \( e(u_1/f^{(m)}; \tilde{v}_1^{i+2}, \ldots \tilde{v}_m^{i+1}, 1) \) is than 
\[
e(u_1/f^{(m)}; \tilde{v}_1^{i}, \ldots \tilde{v}_m^{i}) \text{ for } r_1, r_1^1 = 1, 2, \ldots
\]
In this section the probability distributions \( p(x_1, \ldots, x_j; y_1, \ldots, y_j) \), \( i, j = 1, 2, \ldots \) are defined for a function \( f: \mathbb{A}^I \rightarrow \mathbb{B}^I \) which is \((\sigma(\mathbb{A}^I), \sigma(\mathbb{B}^I))\)-measurable. Terms used can be found in Loève. 10

For a DMC \((B, \mathbb{S}, p)\) let \( p(\cdot, y) \) be the product probability on \( \sigma(\mathbb{B}^I) \) determined by the probabilities \( p(\cdot, y_i) \) on \( B_1, \ i = 1, 2, \ldots, \ y = (y_1, y_2, \ldots) \). Then \( p(\cdot, y) \) is a \( \sigma(\mathbb{B}^I) \)-measurable probability, that is,

1) \( p(\cdot, y) \) is a probability on \( \sigma(\mathbb{B}^I) \) for each \( y \in \mathbb{B}^I \) and

2) for each set \( \mathcal{E} \in \sigma(\mathbb{B}^I) \), \( p(\mathcal{E}, \cdot) \) is a \( \sigma(\mathbb{B}^I) \)-measurable function.

For a source \((X_1)\) and a function \( f: \mathbb{A}^I \rightarrow \mathbb{A}^I \) which is \((\sigma(\mathbb{A}^I), \sigma(\mathbb{B}^I))\)-measurable, the function \( p(\cdot, f(\cdot)) \) is a \( \sigma(\mathbb{A}^I) \)-measurable probability. From \( p(\cdot, f(\cdot)) \) a probability \( Q \) is defined on \( \sigma(\mathbb{A}^I) \times \sigma(\mathbb{B}^I) \) by

\[
Q(W) = \int_{\mathbb{A}^I} p(W(x)/f(x)) \; \mu(x), \quad W \in \sigma(\mathbb{A}^I) \times \sigma(\mathbb{B}^I)
\]

where \( \mu \) is the probability on \( \sigma(\mathbb{A}^I) \) corresponding to the source variables being independent, identically and uniformly distributed, and \( W(x) \) is the section of \( W \) at \( x \). All probabilities \( p(x_1, \ldots, x_j; y_1, \ldots, y_j) \) are then just the marginal probabilities of \( Q \).

It can be shown that the probabilities \( p(x_1, \ldots, x_j; y_1, \ldots, y_j) \) thus defined are the same as those used in section IX when \( f: \mathbb{A}^I \rightarrow \mathbb{B}^I \) is given by the encoder \( \{ x_n \to A^I(n) \to B \} \).
APPENDIX II

Let \( f(u) \) be any UHFME for \( \{X_i\} \) and \( (B, \bar{B}, \bar{p}) \) such that \( \sum_{n=0}^{\infty} (\bar{B}_{-n} \Rightarrow A) \) for all \( u \).

Then for any function \( g : \bigcup_{i=-\infty}^{\infty} B_i \rightarrow A^k \) such that \( g^{-1}(u) \in \bigcup_{i=-\infty}^{\infty} B_i \) for all \( u \).

\[ P[g(\ldots, \bar{V}_{-1}, \bar{V}_0, \bar{V}_1, \ldots) \neq U_1] \geq \alpha(C/R). \]

**Proof.** For any positive integers \( r \) and \( t \):

\[ I(U_1, \ldots, U_t) = I(U_1, \ldots, U_t/\bar{V}_{r+1}, \ldots, \bar{V}_{r+t}) \leq (2r+t)\log|A| \]

Since

\[ I(U_1, \ldots, U_t) = tk\log|A| \]

it follows

\[ I(U_1, \ldots, U_t/\bar{V}_{r+1}, \ldots, \bar{V}_{r+t}) \geq tk\log|A| - (2r+t)\log|A| \]

Now,

\[ I(U_1, \ldots, U_t/\bar{V}_{r+1}, \ldots, \bar{V}_{r+t}) \leq \sum_{i=0}^{t} I(U_1/\bar{V}_{r+1}, \ldots, \bar{V}_{r+t}) \]

\[ \leq \sum_{i=0}^{t} I(U_1/\bar{V}_{r+1}, \ldots, \bar{V}_{r+t}) \]

\[ = t I(U_1/\bar{V}_{r+1}, \ldots, \bar{V}_{r+t}) \]

since the probabilities \( p(u_1/\bar{V}_{r+1}, \ldots, \bar{V}_{r+t}) \) are the same for all \( i \).

\[ \therefore I(U_1/\bar{V}_{r+1}, \ldots, \bar{V}_{r+t}) \geq k\log|A| \left( 1 - \frac{2r+t}{t} \frac{C}{R} \right) \]

for all positive integers \( t \) and \( r \)

\[ I(U_1/\bar{V}_{r+1}, \ldots, \bar{V}_{r+t}) \geq k\log|A| \left( 1 - \frac{C}{R} \right) \]

for all positive integers \( r \).

Because

\[ I(U_1/\bar{V}_{r+1}, \ldots, \bar{V}_{r+t}) \leq I(U_1/\ldots, \bar{V}_{-1}, \bar{V}_0, \bar{V}_1, \ldots) \]

it follows

\[ I(U_1/\ldots, \bar{V}_{-1}, \bar{V}_0, \bar{V}_1, \ldots) \geq k\log|A| \left( 1 - \frac{C}{R} \right) \]

Since \( k\log|A| \geq 1 \) it follows immediately from Fano's inequality (1.3) that

\[ P[g(\ldots, \bar{V}_0, \bar{V}_1, \ldots) \neq U_1] + h\left(P[g(\ldots, \bar{V}_0, \bar{V}_1, \ldots) \neq U_1]\right) \geq 1 - C/R \]

so that

\[ P[g(\ldots, \bar{V}_0, \bar{V}_1, \ldots) \neq U_1] \geq \alpha(C/R) \]

where \( \alpha \) is defined by (2.10).

Fano's inequality (see (1.3)) was assumed (and can be proven) for the case

\[ \bigcup_{i=-\infty}^{\infty} B_i \]

is the \( 0 \)-field of subsets of \( \bigcup_{i=-\infty}^{\infty} B_i \) determined by cylinder sets.

---
If \( X \) is finite-valued, \( Y \) is an arbitrary random variable and \( g: \mathbb{B} \to A \) is measurable on the range of \( Y \) (that is, \( g^{-1}(x) \in \sigma \)-field appropriate for the range of \( Y, x \in A \)). \( I(X/Y) \) is defined for this case as the expectation of the random variable almost surely defined by

\[
I(X/Y) = -\log \left( P \left( \left[ X=x \right] \mid Y \right) \right) \text{ on the set } [X=x].
\]
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