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ABSTRACT

Various methods for launching surface waves are reviewed, and the basic design principles are outlined for different kinds of launchers.

The case of a slot in a dielectric-clad groundplane is analyzed in detail, and experiments supporting the calculated results are reported. A way of combining several slots for good launching efficiency is derived and a five-slot launcher designed after this principle is described. Results from measurements of radiation patterns and efficiency are reported; as well as from measurements of radiation patterns from discontinuities on a surface waveguide excited by this launcher in combination with a cylindrical parabolic reflector.

In particular, a launching efficiency of over 80 percent was achieved with five slots, as compared to about 48 percent with one slot. Radiation patterns due to abrupt changes in dielectric thickness were measured, and compared with theoretical results for a corresponding change in surface reactance. The agreement was good at least within the main lobe.
I - INTRODUCTION

Theories about and techniques for surface wave launching have been treated by a great number of authors. [1,2,3]

The reasons for carrying out the work reported here were the following:

a) to develop a flush-mounted launcher, with small dimensions in terms of wavelengths and good efficiency.

A flush-mounted launcher would have application as a feed for surface wave antennas in cases where good aerodynamic performance is imperative. Small size is also important in antennas of this kind, and high efficiency is desired for clean patterns and good noise performance.

b) to design an efficient launcher with low radiation in the direction at which the main surface wave is set up.

Such a launcher is very desirable for work involving measurement of radiation from inhomogeneities on surface waveguides, such as discontinuities or gradual variations of the reactance ("modulations") or other radiating structures coupled to the surface wave. Measuring the radiation patterns from such inhomogeneities in the presence of a relatively strong feed radiation is next to impossible. and this difficulty accounts to a large degree for the fact that very few successful experiments of this type have been reported.

The report begins with a brief account of basic properties of various classes of surface wave launchers, including a review of the basic problems involved in their design. Based on this discussion, a design principle is selected that appears promising with respect to the requirements stated above; detailed design formulas are worked out and results from tests of an experimental launcher
are presented.

II - DIFFERENT APPROACHES TO SURFACEWAVE LAUNCHING.

a) Coordinate System

Before entering into a discussion on surface wave launching arrangements, it is suitable to define the coordinate system which will be used throughout this report. We assume that the guiding surface is the plane \( z = 0 \), and use the coordinates shown in Figure 1. The plane \( z = 0 \), will also be referred to as "horizontal," and the \( z \)-axis as "vertical" in the following:

\[
\begin{align*}
R &= z \cos \theta \\
r &= z \sin \theta \\
x &= r \cos \phi \\
y &= r \sin \phi \\
\end{align*}
\]

![Figure 1 - Coordinate System](image)

We also define the following propagation constants for the fields:

\[
\begin{align*}
\gamma_x &= \alpha_x + j\beta_x & \text{propagation constant in the x direction} \\
\gamma_y &= \alpha_y + j\beta_y & \text{propagation constant in the y direction} \\
\gamma_z &= \alpha_z + j\beta_z & \text{propagation constant in the z direction} \\
\end{align*}
\]
b) Characterization of Launchers

The accepted way of characterizing a surfacewave launcher is by the spectrum of plane waves that form its primary field, i.e., the field that would be emitted by the launcher if no guiding structure were present, and the launcher was radiating into free space. The primary spectrum can be derived from the free space radiation pattern of the launcher, \[3, 4, 5\] or from the fields on some plane surface that may be called the aperture plane. \[3, 4, 5\] In the latter case, the spectrum is obtained by carrying out a Fourier analysis of the aperture field. This yields the spectrum for all angles, real as well as complex. \[3\] The far field radiation pattern will only give information about real angles, but since the spectrum is an analytic function it can be continued for complex angles. (Readers not familiar with the concept of complex angles are referred to \[3, 4\] and following paragraphs).

c) Types of Guiding Surfaces to be Considered

The discussion will here be limited to flat, homogeneous guiding surfaces supporting TM-type surface waves, and presenting a positive reactance to a vertically incident field. Examples of such structures are corrugated surfaces, \[6\] metallic planes covered with a dielectric slab, \[7\] and "fakir's beds," \[8\] For all these surfaces, a plane surface wave traveling in the x-direction (no variation in the y-direction) has three field components for \(z > 0\): (Time factor \(e^{j\omega t}\) is assumed).
\[ H_y = H_0 e^{-\beta_0 X z - j \beta_0 \sqrt{1 + X^2}} \]

\[ E_z = \frac{\beta_0 \sqrt{1 + X^2}}{\omega \varepsilon_0} \frac{H_y}{H_y} \]

\[ E_x = -j \frac{\mu_0}{\varepsilon_0} X H_y \]

(1)

where \( \beta_0 = \frac{\omega}{c} = \frac{2\pi}{\lambda_0} \), \( \lambda_0 \) being the free space wavelength; and \( X \) is the reactance of the surface.

A surface wave of this kind can be interpreted as a plane wave propagating in a direction given by a complex angle.

For a plane wave in two dimensions, propagating in the direction \( \theta = \theta_0 \), we have the phase factor:

\[ F = e^{-j \beta_0 R \cos(\theta - \theta_0)} + j \omega t \]

(2)

With the substitution, \( x = R \sin \theta \), \( z = R \cos \theta \), (2) becomes

\[ F = e^{-j \beta_0 (z \cos \theta_0 + x \sin \theta_0)} + j \omega t \]

(3)

If \( \theta_0 = \frac{\pi}{2} - j \theta_1 \), we get

\[ \cos \theta_0 = j \sinh \theta_1 \], and \( \sin \theta_0 = \cosh \theta_1 = \sqrt{1 + \sinh^2 \theta_1} \).
With the notation $X = \sinh \theta_1$, the phase factors of (1) and (3) become the same, and the analogy is obvious.

III - DIFFERENT KINDS OF LAUNCHERS

There are four main classes of launchers that may be used for exciting waves of this kind:

1. horns or slots with their aperture in the plane $x = 0$
2. horns or slots with their aperture planes parallel to the plane $z = 0$
3. directional coupler feeds
4. short vertical monopoles or dipoles

A brief discussion of these classes of launchers will be given below. For the cases 1 and 2, we assume a structure of infinite width in the $y$-direction, thus restricting the problem to the dimensions $x$ and $z$.

a) Apertures in the Plane $x = 0$

Call the $H_y$ field in the aperture $H_0(z)$. The primary spectrum is then the Fourier transform of $H_0$, which can be written:

$$\tilde{H}_0(\beta_z) = \int_{-\infty}^{+\infty} e^{j\beta_z z} H_0(z) dz.$$  \hspace{1cm} (4)

It can be shown that the primary field in the quadrant $z > 0$, $x > 0$ can be expressed as

$$H_y(x, z) = \frac{1}{2\pi} \left[ e^{-j(\beta_z z + \frac{x}{\beta_z})} \tilde{H}_0(\beta_z) d\beta_z \right]_{-\infty}^{+\infty}$$  \hspace{1cm} (5)
where

\[ \beta_x = \sqrt{\beta_0^2 - \beta_z^2}. \]

The presence of the surface gives rise to reflections, and the total field is:

\[ H_y(x, z) = \frac{1}{2\pi} \left( \int_{-\infty}^{+\infty} e^{-j\beta_x x} (e^{j\beta_z z} + Q \cdot e^{j\beta_z z}) H_0(\beta_z) d\beta_z \right) \]

where \( Q \) is a "reflection coefficient," that is a function of \( \beta_z \).

From (6) it is possible to calculate the radiation pattern and the surface wave amplitude. We first rewrite the integrand of (6):

\[ H_y(x, z) = \frac{1}{2\pi} \left[ H_0(\beta_z) + Q(-\beta_z) H_0(-\beta_z) e^{-j(\beta_x x + \beta_z z)} \right] \]

The expression in the bracket is now the resulting spectrum, and is proportional to the radiation pattern, if \( \beta_z = \beta_0 \cos \theta \) is inserted.

The surface wave appears as a residue term from a pole in \( \beta_z \), located as shown in Figure 2.

![Figure 2 - Location of the pole in Q of EQ(6)](image-url)
To illustrate the conditions for a typical case, let us assume a dielectric clad metallic plane (dielectric constant \( \varepsilon \), thickness of dielectric = \( d \)), fed by a horn whose radiation pattern is symmetric around its peak at \( \theta = \frac{\pi}{2} \). For this case we have on the real axis of Figure 2:

\[
\Omega(-\beta_z) = \frac{\varepsilon \beta_z - j \beta_z \tan \beta_z d}{\varepsilon \beta_z + j \beta_z \tan \beta_z d}
\]

(8)

where

\[
\beta_z' = \sqrt{\beta_0^2 (\varepsilon - 1) + \beta_z^2}
\]

(9)

On the imaginary axis of Figure 2 we have \( \beta_z = -j a_z \), and on this axis we have

\[
\Omega(-\beta_z) = \frac{\varepsilon a_z + \beta_z' \tan \beta_z' d}{\varepsilon a_z - \beta_z' \tan \beta_z' d}
\]

(10)

\[
\beta_z' = \sqrt{\beta_0^2 (\varepsilon - 1) - a_z^2}
\]

(11)

\( \Omega \) has a pole for \( a_z = \beta_0 X \) (definition of \( X \)).

In the real axis of Figure 2 we can obviously expand \( \tilde{H}_0(\beta_z) \) in a Taylor series in the vicinity of \( \beta_z = 0 \); and because of the symmetry assumed we obtain
In the imaginary axis, \( \tilde{H}_0(a_z) \) becomes

\[
\tilde{H}_0(a_z) = \tilde{H}_0(0) + \tilde{H}_0''(0) \frac{a_z^2}{\beta_z^2} + \ldots.
\]

The narrower the pattern of the horn is, the larger \( \tilde{H}_0''(0)/\tilde{H}_0(0) \), but before we can draw any more definite conclusions, we have to evaluate the complete spectrum function around \( \beta_z = 0 \).

On the real axis of Figure 2 we get

\[
S(\beta_z) \approx \frac{2\epsilon \beta_z}{\epsilon \beta_z + j\beta_z \tan \beta_z t d (\tilde{H}_0(0) - \tilde{H}_0''(0) \frac{\beta_z^2}{\beta_0^2})}.
\]

On the imaginary axis, we have

\[
S(a_z) \approx \frac{-2\epsilon a_z}{\epsilon a_z - \beta_z \tan \beta_z t d (\tilde{H}_0(0) + \tilde{H}_0''(0) \frac{a_z^2}{\beta_z^2})}.
\]

Figure 3 shows the normalized radiation patterns, given by \( S(\beta_z) \cdot \sin \theta \) for two cases. In both cases \( d = \lambda_0/10 \) and \( \epsilon = 2.5 \). The solid curve represents the case \( \tilde{H}_0(0) > > \tilde{H}_0''(0) \), which corresponds to a small horn with a wide primary pattern, and the dotted curve is the pattern for \( \tilde{H}_0(0) = 0.1 \tilde{H}_0''(0) \), corresponding to a 3db beamwidth of about 30° in the primary pattern of the
FIGURE 3 - RADIATION PATTERNS CLOSE TO ENDFIRE FOR
TWO DIFFERENT HORNS FEEDING A SURFACE WAVEGUIDE.

Horn Pattern: \( F_0(\theta) = \tilde{H}_0 - \tilde{H}_0^" \cdot \cos^2 \theta \)

Solid Curve: \( \tilde{H}_0^" << \tilde{H}_0 \)

Broken Curve: \( \tilde{H}_0^" = 10 \tilde{H}_0 \)

\( \epsilon = 2.5, \quad d = \lambda_0/10 \)
launcher.

For the assumed values of $\epsilon$ and $d$ we have $X = 0.41$, and the residue at the pole is

$$\text{Res} = - \frac{2\epsilon \beta_0 X \cdot \tilde{H}_0(0)}{(\epsilon + 1)(1 + \frac{\epsilon X^2}{\epsilon - 1 - X^2})} (1 + \frac{\tilde{H}_0''(0)}{\tilde{H}_0'(0)} X^2).$$

The residue is 2.7 times larger when $\tilde{H}_0''(0) = 10 \cdot \tilde{H}_0'(0)$ compared to the case $\tilde{H}_0''(0) < \tilde{H}_0'(0)$; and the difference in radiation patterns (Figure 3) also tends to increase the launching efficiency. From this example, we can conclude that the more directive the primary pattern is, the better the efficiency for this type of launcher. However, it is also apparent that the main radiation from the feed is concentrated in a lobe close to the direction $\theta = \pi/2$. This makes the launcher less suitable for measurements of radiation patterns from discontinuities or other radiating structures located on the surface in front of the launcher. To achieve high efficiency for other applications, the aperture of the horn will have to be large, and this is undesirable when good aerodynamic properties are necessary.

It is theoretically possible to create an aperture distribution $H_0(z)$, that for good efficiency will give a low value of $\tilde{H}_0(\beta_z)$ in the region $-\beta_0 < \beta_z < \beta_0$, and a high value at the surface wave pole.

However, if we assume a spectrum function $\tilde{H}_0(\beta_z)$ and calculate $H_0(z)$ from the inversion of (4) we generally arrive at a $H_0(z)$ that is not zero for $z < 0$, which is required by the physical situation. In the case of
a dielectric slab over a ground plane, one also has to deal with sources within the dielectric. The situation is thus very complicated, but this alone should of course not rule out further work in this direction. The main reason for abandoning the vertical apertures for practical applications is that for reasonably good aerodynamic properties, the aperture will have to be small, say in the order of one wavelength or less. What the synthesis procedure touched on above really means under such circumstances is to create an antenna with high supergain ratio and small dimensions. This always results in severe problems in realizing the desired aperture distribution, as well as poor bandwidth performance.

b) Apertures in the Plane \( z = 0 \)

To illustrate this case, let us consider a ground plane at \( z = -d \), covered by a dielectric slab of thickness \( d \), and relative dielectric constant \( \varepsilon \).

The \( E \) field in the aperture (located at \( z = -d \)) is assumed to have only an \( x \) component \( E_0(x) \) and we define:

\[
(17) \quad \tilde{E}_0(\beta_x) = \int_{-\infty}^{+\infty} e^{j \beta_x x} E_0(x) dx.
\]

Above the dielectric, the \( H_y \) field turns out to be (for proof see following chapter).

\[
(18) \quad H_y(x, z) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \tilde{E}_0(\beta_x) Q(\beta_x) e^{-j(\beta_x x + \beta_z z)} d\beta_x
\]

where
\[ Q = \frac{\beta_x^e}{\epsilon j \beta_z \cos \beta_z \, d - j \beta_z \sin \beta_z \, d} \]

\[ \beta_z = \sqrt{\beta_0^2 - \beta_x^2} \]

and

\[ \beta_z' = \sqrt{\beta_0^2 - \beta_x^2} = \sqrt{\beta_0^2 (\epsilon - 1) + \beta_z^2}. \]

\( Q \) has poles for \( \beta_x = \pm \beta_0 \sqrt{1 + x^2} \) (Figure 4) giving surface waves in both positive and negative \( x \)-direction. The radiation pattern \( F(\theta) \) can be written:

\[ F(\theta) = \cos \theta \tilde{E}_0(\beta_x = \beta_0 \sin \theta) Q(\beta_x = \beta_0 \sin \theta). \]

The endfire direction here corresponds to \( \beta_x = \beta_0 \), and for pure endfire radiators the relationship between primary pattern and efficiency is similar to that for the vertical aperture. The design of supergain structures is, however, simpler in this case, since one can work directly with the spectrum function \( \tilde{E}_0(\beta_x) \).

Assuming some suitable shape for \( \tilde{E}_0 \) will, of course, lead to an infinite aperture also here. But we are now free to include negative \( x \) and truncate the
aperture function on both sides of $x = 0$ in points where it has a low value.

A few examples will be carried out to illustrate this.

1. One suitable form for $\tilde{E}_0(\beta_x)$ would obviously be a narrow pulse-type spectrum with its peak at one of the poles, giving a surface wave in one direction only (Figure 5).

Such a function could be approximated by:
where $A$ is a constant that can be varied to give the pulse the desired height and width. $E_0(x)$ is now given by the inverse of (17):

$$E_0(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{E}_0(\beta_x) e^{-j\beta_x x} d\beta_x$$

and one obtains:

$$E_0(x) = \begin{cases} \frac{1}{2} e^{-j\beta_0 x \sqrt{1 + x^2}} & \text{if } -A < x < A \\ 0 & \text{if } |x| > A \end{cases}$$

This means a traveling wave with the same phase-velocity as the surface-wave, and the length of the aperture is $2A$.

The spectrum-function given by (23) is known to have a "main lobe" and "sidelobes." [10] To determine the order of magnitude of $A$ for reasonably good efficiency, let us assume that the first null is located at $\beta_x = \beta_0$, so that only the "sidelobes" contribute to the radiation fields. This gives:

$$\frac{2A}{\lambda_0} = \frac{1}{\sqrt{1 + x^2} - 1}.$$
Figure 6 shows aperture length versus $X$, derived from (26). For low $X$-values, the length of the aperture becomes very large, and there are some additional problems with this type of launcher that will be described in more detail in connection with directional coupler feeds.

Before taking another example, it should be pointed out that the result above can be obtained from well-known results in filter theory. The Fourier pair (17), (24) suggests such an analogy, and we can interpret $E_0(x)$ as a time function, and $E_0(x)$ as the transfer function of a filter. The reverse is also possible, but since our aperture functions are complex it is more convenient to interpret $E_0(x)$ as the transfer function. (23) is then clearly the pulse response from a filter with constant amplitude response in the passband, $2A$ and a linear phase characteristic.

2. In the previous example, we have really introduced rather severe limitations on $E_0(\beta_x)$. For $|\beta_x| > \beta_0 \sqrt{1 + X^2}$, the value of $E_0(\beta_x)$ is non-critical, and the spectrum shown in Figure 7 would also be acceptable.

If we assume that the step is located at $\beta_x = \beta_a$, such that $\beta_0 < \beta_a < \beta_0 \sqrt{1 + X^2}$, and that the shape for $\beta_x > \beta_a$ is that of an exponential function, we can write:

$$E_0(x) = \frac{1}{2\pi} \int_{\beta_a}^{+\infty} e^{-b(\beta_x - \beta_a)} e^{-j\beta_x x} d\beta_x$$

This assumption will lead to an infinitely large aperture, but as will be shown later, it is relatively easy to estimate the effect of a truncation of the aperture
Figure 6

Aperture Length in Wavelengths (for "invisible" main lobe and constant amplitude) as function of reactance:

\[ \frac{2A}{\lambda_0} = \frac{1}{\sqrt{1 + X^2} - 1} \]
to a finite length. From (27) we obtain:

$$E_0(x) = \frac{1}{2\pi \beta_b b \sqrt{1 + x^2 / b^2}} e^{-j(\beta_a x + \tan^{-1}(x/b))}$$

The aperture field is here basically a traveling wave with varying amplitude but has an extra phase retardation in the center (close to $x = 0$).

Figure 8 shows magnitude and phase of $E_0(x)$ for the case $\beta_a b = 1$. The fact that the magnitude of $E_0(x)$ decreases for increasing $|x|$ indicates that some finite aperture with this distribution would give a good result. It may be reasonable to try a truncation at $x/b = \pm 10$, where the magnitude of $E_0(x)$ is about 20db down from the peak at $x = 0$. The choice of the parameter $\beta_a$ will then determine the length of the aperture in terms of wavelengths. If the aperture length is $2A$, we get:
FIGURE 8 - AMPLITUDE AND PHASE OF APERTURE FIELD FOR OBTAINING THE SPECTRUM IN FIGURE 7
The aperture length is thus roughly proportional to $\beta_a b$, but when making this parameter small, one encounters another practical limitation. The propagation constant of the aperture field in the center is $\beta_a (1 + \frac{1}{\beta_a b})$ and for small $\beta_a b$ this means a very slow wave, and in addition a fast variation in phase velocity near $x = 0$. Some compromise has to be made between aperture length and the rate of phase velocity variation.

The effect of finite aperture size can be easily determined for $A/b \geq 10$. We get:

\[
E_0(\beta_x) = \int_{-A}^{+A} \frac{1}{2\pi \beta_a} \frac{e^{-j(\beta_a - \beta_x)x}}{b + jx} \, dx.
\]

For $x > A$, we can write:

\[
E_0(x) \approx \frac{1}{2\pi \beta_a} \frac{e^{-j(\beta_a - \beta_x)x}}{jx}.
\]

Using this approximation, the spectrum for $\beta_x < \beta_a$ (normalized to the value at the peak when $A \to \infty$) can be written:

\[
\tilde{E}_0(\beta_x < \beta_a)_{\text{norm}} = \frac{1}{2} - \frac{\text{Si}(A(\beta_a - \beta_x))}{\pi}.
\]
This expression is independent of \( b \), as long as \( A > 10b \). Figure 9 shows a plot of (32) and the effect of finite aperture size is exactly what one can expect from the filter analogy. The "rise time" is inversely proportional to the "bandwidth" and from this follows that for small \( X \), \( \beta_a \) will have to be close to \( \beta_0 \). A large value on \( A \) will then be required to prevent the flank of the spectrum from falling within the region \( \beta_x < \beta_0 \).

Like in the previous example, the arrangement arrived at above suggests a "directional coupler" type launcher, but with varying "coupling" and changing phase velocity in the "driving" transmission line.

These aspects will be discussed in connection with directional coupler feeds; but it is already obvious that using continuous distributions with traveling wave characteristics may lead to problems with rapidly changing phase-velocities. If individually fed discrete sources were used, it would be somewhat easier to control phase and amplitude of the aperture function. Returning to the time-frequency analogy, this would correspond to passing a time-function through a filter with several narrow passbands some distance apart (frequency sampling). Such a process is known to result in a time-function at the output of the filter that closely approximates the input function in a time interval whose length is inversely proportional to the spacing of the passbands. Translating this into our "language" tells us that it should be possible to approximate the desired spectrum function \( \tilde{E}_0(\beta_x) \) in the region \( \beta_0 < \beta_x < \beta_0 \) using point sources along the aperture with a certain maximum spacing.

To be more specific, assume that we have arrived at a desirable continuous

* within the limits of the approximation (31)
FIGURE 9 - SPECTRUM FOR $\beta_x < \beta_a$, WHEN THE APERTURE FUNCTION IN FIGURE 8 IS TRUNCATED AT $x = \pm 10b$
aperture field given by:

\[(33)\]

\[E_0(x) = G(x)e^{j\phi(x)}.\]

Assume further that \(G(-x) = G(x)\), and \(\phi(-x) = -\phi(x)\); which is always true when \(E_0(\vec{A}_x)\) is real for real \(\vec{A}_x\). The spectrum is then:

\[(34)\]

\[\tilde{E}_0(\vec{A}_x) = 2 \int_0^\infty G(x)\cos(\vec{A}_x x - \phi(x))dx.\]

If the aperture is made up of point sources at \(x = 0, \pm x_1, \pm x_2, \ldots, \pm x_N\), with voltages \(V_n = G(x_n)e^{j\phi(x_n)}\), the spectrum becomes:

\[(35)\]

\[\tilde{E}_0(\vec{A}_x) = \sum_{n=0}^{N} G(x_n)\cos(\vec{A}_x x_n - \phi(x_n)).\]

For \(x_n = nd\), where \(d\) is a constant length, (35) has the form of a Fourier series, and provided \(\phi(nd) = n\phi_0\), where \(\phi_0\) is a constant phase-angle, the series will have only cosine terms. This suggests that \(E_0(\vec{A}_x)\) has a periodic behavior. If now a periodic spectrum-function is selected, and its Fourier series is calculated, the location of the slots, as well as the proper excitation voltages (both phase and magnitude) are immediately given.

This seems to be by far the simplest way of designing a launcher of this type, and is in essence the method used for the launcher to be described in this report.
c) Vertical Monopoles or Dipoles

A vertical dipole at some height above the guiding surface, or a monopole on the surface will launch a surface wave. The situation is very similar to that of a vertical aperture, but cylindrical coordinates have to be used for describing the problem completely. The current distribution along the conductor will determine the spectrum, and very little can be done to shape the spectrum from one short dipole. In this respect a single dipole or monopole has the same drawbacks as a low-silhouette vertical aperture. On the other hand, if several elements are distributed over the surface, one has the same possibilities to design for suitable "group spectra" (c.f. "group pattern" in array theory) in the same way as can be done with the slots in the ground-plane treated in the previous paragraph.

d) Directional Coupler Type Launchers

The two examples of launchers with horizontal aperture described above both have aperture fields with traveling wave characteristics. This immediately suggests an open transmission line as the basic element in the launcher. The aperture is then in a sense the coupling region in a directional coupler, between the feeding line and the surface waveguide. This is at least a convenient way of treating the problem of setting up the desired aperture field.

The directional coupler approach has been used for launcher design, and for a detailed analysis, this report should be consulted. The analysis is based upon even and odd coupled modes in the coupling region, and several conditions have to be fulfilled simultaneously to allow 100 percent power transfer between
the two waveguides. The design problems may, in a practical case, be more or less severe, but the dual viewpoint of directional coupling and aperture field and spectrum is certainly the most convenient one to apply in the design of traveling wave type launchers.

From the previous discussion it can be deduced that a horizontal aperture made up of discrete sources should offer many advantages. In the following such a launcher will be described and analyzed, and results from tests of an experimental launcher will be presented. The design principles are in essence those already described, but the formulas have to be modified to include a third dimension and put into a form permitting numerical calculations.

First, formulas will be derived for radiation and surface-wave fields excited by a single slot in an infinite ground plane covered by a dielectric slab. The results will then be used to determine a suitable distribution of slots and their proper excitation for obtaining high launching efficiency.

IV. SINGLE SLOT IN A GROUND PLANE COVERED BY A DIELECTRIC SLAB

a) Solution of the Boundary Value Problem

The arrangement considered in this chapter is shown in Figure 10. In the slot \((z = -d)\) we assume the \(E\)-field to be:

\[
E_x = E_0 \cos \frac{\pi}{2L} y
\]

\[
E_y = 0.
\]

In all other parts of the plane \(z = -d\), we have \(E_x = E_y = 0\), and this plane can be considered as the aperture. Next the aperture field is transformed to a spectrum
FIGURE 10 - SLOT GEOMETRY
function by means of a two-dimensional Fourier integral:

\[
\tilde{E}_{x0}(\beta_x, \beta_y) = \int_{-\infty}^{+\infty} E_x(x, y, -d)e^{-j(\beta_x x + \beta_y y)} \, dx \, dy.
\]

The spectrum function represents a set of plane waves, and for each pair \(\beta_x, \beta_y\) one has a wave in a direction represented by the angles \(\phi\) and \(\theta\), given by

\[
\begin{align*}
\beta_x &= \beta_0 \sin \theta \cos \phi \\
\beta_y &= \beta_0 \sin \theta \sin \phi
\end{align*}
\]

We also define

\[
p = \beta_0 \sin \theta = \sqrt{\beta_x^2 + \beta_y^2}
\]

and

\[
\beta_z = \sqrt{\beta_0^2 - p^2} = \beta_0 \cos \theta.
\]

If the dielectric were not present, the \(E_x\) field for \(z = -d\) would be given by

\[
E_x(x, y, z) = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \tilde{E}_{x0}(\beta_x', \beta_y')e^{-j(\beta_x x + \beta_y y + \beta_z z)} \, d\beta_x' \, d\beta_y'.
\]
Now the dielectric is present, and a boundary value problem must be solved. This is done in the following three steps:

1. Each elementary wave (given by a pair \( A_x, A_y \)) is split up into one "TE wave" characterized by \( E_z = 0 \), and one "TM wave" with \( H_z = 0 \). Together these two waves represent the most general combination giving a certain \( E_x \) at \( z = -d \), with \( E_y = 0 \). \([4]\)

2. The boundary conditions in \( z = 0 \) are introduced for each such wave, and additional fields are introduced to fulfill these conditions.

3. The resulting elementary waves are summed up, using an integral similar to (41) which gives the total field.

   During this process we will be working with "field components" that are really "spectrum" or "transform" functions. To stress this fact, the transform signs \( \sim \) will be retained throughout the calculations.

The splitting into "TM" and "TE" waves is illustrated in Figures 11 and 12. The two waves are characterized by their "transverse" components \( \tilde{E}_t \) and \( \tilde{H}_t \), transverse in the sense that they are perpendicular to the direction of propagation. The direction of \( \tilde{H}_t \) and \( \tilde{E}_t \) is into the paper in Figures 11, 12.

From the conditions in the plane \( z = -d \), we get:

\[
\tilde{E}_t(\beta_x, \beta_y) = \frac{-\beta_y}{p} \tilde{E}_x(\beta_x, \beta_y)
\]

\[(42)\]

\[
Z_0 \tilde{H}_t(\beta_x, \beta_y) = \frac{\beta_x}{p} \tilde{E}_x(\beta_x, \beta_y).
\]
FIGURE 11 - FIELD CONFIGURATION OF THE TE WAVE

\[ \vec{H} = \vec{E} / z_0 \]

\[ \Theta \]

\[ \vec{E}(\phi, \theta) \]

\[ \phi = \text{const.} \]

FIGURE 12 - FIELD CONFIGURATION OF THE TM WAVE

\[ \vec{H}_t(\phi, \theta) \]

\[ \vec{E} = z_0 \vec{H}_t \]

\[ \phi = \text{const.} \]
Since the surface is isotropic, we can solve the boundary value problems for \( H_t \) and \( E_t \) for any \( \phi \), and this can be done as follows:

For the TE waves we assume in the region \( z > 0 \):

\[
E_t' = A_1 e^{-j(\beta_x x + \beta_y y + \beta_z z)}
\]

(43)

and for \( -d < z < 0 \)

\[
E''_t = \left[ A_2 e^{-j\beta'_z (z + d)} + A_3 \sin \beta'_z (z + d) \right] e^{-j(\beta_x x + \beta_y y)}
\]

(44)

where

\[
\beta'_z = \sqrt{\beta_0^2 - \beta_x^2 - \beta_y^2}.
\]

(45)

Comparing (44) and (42), we have:

\[
A_2 = E_t'(z = -d) = -\frac{\beta_y}{\beta_x} E_x(\beta_x, \beta_y).
\]

(46)

At \( z = 0 \) the boundary conditions are that both \( \widetilde{E}_t \) and \( \partial / \partial z (\widetilde{E}_t) \) are continuous. This gives, after elimination of \( A_3 \):

\[
A_1 = -\frac{\beta_y}{\beta_x} \frac{1}{\cos \beta'_z d + j(\beta'_z / \beta_z) \sin \beta'_z d} \widetilde{E}_x(\beta_x, \beta_y).
\]

(47)
The second term of (44) represents reflections in the boundary between air and dielectric. Since this added field is zero at the ground plane, the boundary conditions there are satisfied.

For $\tilde{H}_t$, we do not know the total field at the ground plane, only the part associated with $\tilde{E}_0$, as given by (42). By treating this part as a "driving" primary field, and adding a reflection term that gives no additional $\tilde{E}_x$ or $\tilde{E}_y$ at $z = -d$, we can arrive at the correct field.

For $z > 0$, we assume:

$$\tilde{H}_t'' = M_2 e^{-j(\beta_x x + \beta_y y + \beta_z z)}$$

(48)

and for the region $0 > z > -d$ the assumption is

$$\tilde{H}_t'' = \left[ M_2 e^{-j\beta_z (z+d)} + M_3 \cos \beta_z d \right] e^{-j(\beta_x x + \beta_y y)}$$

(49)

In the dielectric (42) has the form

$$M_2 = \tilde{H}_t(z = -d) = \frac{\beta_x}{\beta_z p} \frac{\sqrt{\epsilon}}{Z_0} \tilde{E}_x(\beta_x, \beta_y).$$

(42a)

The boundary conditions at $z = 0$ are

$$\tilde{H}_t' = \tilde{H}_t''; \quad \frac{\partial}{\partial z} \tilde{H}_t' = \frac{1}{\epsilon} \frac{\partial}{\partial z} \tilde{H}_t''.$$
After elimination of $M_3$ between (48) and (49), and introduction of (42a) one obtains

$$M_1 = \frac{\beta_x}{p} \frac{\beta_0}{\beta_z} \frac{E_{x0}}{Z_0} \frac{1}{\cos \beta_z d + j(\beta_x / \epsilon \beta_z) \sin \beta_z d} \text{d} \beta_x \text{d} \beta_y \text{d} \beta_z$$

The fields for $z > 0$ are then given by

$$E_t(x, y, z) = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} A_1(\beta_x, \beta_y) e^{-j(\beta_x x + \beta_y y + \beta_z z)} d\beta_x d\beta_y$$

$$H_t(x, y, z) = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} M_1(\beta_x, \beta_y) e^{-j(\beta_x x + \beta_y y + \beta_z z)} d\beta_x d\beta_y$$

b) Radiation Fields

The radiation fields can be obtained from (51) and (52) using saddle point integration. The result is

$$E_\phi = \frac{j\beta_0}{2\pi} A_1(\phi, \theta) \cos \theta e^{-j\beta_0 R} \frac{1}{R}$$

$$H_\theta = \frac{E_\phi}{Z_0}$$

$$H_\phi = \frac{j\beta_0}{2\pi} M_1(\phi, \theta) \cos \theta e^{-j\beta_0 R} \frac{1}{R}$$

$$E_\theta = Z_0 H_\phi$$

The calculations leading from (51), (52) to (53) are collected in Appendix I.
For power calculations, we also need an expression for the Poynting vector in the far field. We have

\begin{equation}
S = \frac{1}{4\pi^2} \frac{\beta_0^2}{R^2} \cos^2 \theta \left[ \frac{A_1 A_1^*}{Z_0} + Z_0 M_1 M_1^* \right]
\end{equation}

where $*$ denotes complex conjugates.

c) Surface Wave Fields

As is described in Appendix I, the surface wave fields can be obtained from the residues in the poles of $A_1$ and $M_1$. In the general case, both these functions will have poles, but if $\beta_0 \sqrt{\epsilon - 1} < \frac{\pi}{2}$, $M_1$ will have only one pole, and $A_1$ has none. The $p$-value at the pole can be written $p = \beta_0 \sqrt{1 + X^2}$, where $X$ is obtained from equation (A18) in Appendix II. Using (50) and (A1.3), we can write the $H_{\phi}$ component of the surface wave field

\begin{equation}
H_{\phi} = \frac{1 + i}{4\pi^2} 2\pi j \left[ \frac{\pi \beta_0 \sqrt{1 + X^2}}{r} \right] e^{-\beta_0 X z} - i \beta_0 r^{1+X^2}
\end{equation}

The expression (55) can now be compared with (A15) of Appendix II, to establish the correct value of $K$. The "power density" in the surface wave (i.e. the power contained in an angular interval $\Delta\phi$ of unit measure) is then
obtained from (A16). By integrating the surface wave power and the radiated power as obtained from (54), the efficiency of one slot is readily determined. In next section, the efficiency will be calculated for a specific case, as well as the distribution of radiation fields and surface wave.

V. RADIATION AND SURFACE WAVE FIELDS FROM ONE SLOT

a) Radiation Fields

The following numerical values on the various parameters will be used:

\[
\begin{align*}
\lambda_0 &= 1.20 \text{ inch} & 2\ell &= 0.54 \text{ inch} \\
\omega &= 2\pi \cdot 9.83 \cdot 10^9 \text{ rad/sec.} & 2w &= 1/16 \text{ inch} \\
\epsilon &= 2.30 & d &= 1/8 \text{ inch}
\end{align*}
\]

(56)

First, the radiation pattern will be computed, using the formulas derived in Appendix I.

We observe, that for \( |p| < 2\beta_0 \), \( \rho w < 0.1 \), so that the factor \( \sin(\rho w \cos \phi)/(\rho w \cos \phi) \) in (A3) is \( \approx 1 \) for all \( p \)-values of interest. With this approximation, \( A_1 \) and \( M_1 \) become:

\[
A_1 = -\frac{16E_0 w\ell}{\pi} \frac{\cos \frac{\pi}{2} \frac{4\ell}{\lambda_0} \sin \theta \sin \phi}{\left[1 - \left(\frac{4\ell}{\lambda_0}\right)^2 \sin^2 \theta \sin^2 \phi\right]} \frac{\sin \phi}{\cos \tau + i \cos \theta \sqrt{\epsilon - \sin^2 \theta \sin \tau}}
\]

(57)

\[
M_1 = \frac{16E_0 w\ell}{\pi} \frac{\cos \frac{\pi}{2} \frac{4\ell}{\lambda_0} \sin \theta \sin \phi}{\left[1 - \left(\frac{4\ell}{\lambda_0}\right)^2 \sin^2 \theta \sin^2 \phi\right]} \frac{\cos \phi}{\cos \tau \cos \theta + j\left(\epsilon - \sin^2 \theta / \epsilon\right) \sin \tau}
\]

(58)
where:

$$\tau = \beta_0 d \sqrt{\epsilon - \sin^2 \theta} .$$

The power pattern can now be obtained from (54).

For convenience in later computations, we normalize the pattern so that the variable part is unity for $\theta = 0$. This gives:

$$S = \frac{S_0}{R^2} \frac{\cos^2 \left[ \frac{\pi}{2} \frac{4L}{\lambda_0} \sin \theta \cdot \sin \phi \right]}{1 - \left( \frac{4L}{\lambda_0} \right)^2 \sin^2 \theta \cdot \sin^2 \phi} \left[ \frac{\cos^2 \theta \cdot \sin^2 \phi (1 - \frac{\epsilon - 1}{\epsilon} \sin^2 \tau)}{1 - \frac{\epsilon - 1}{\epsilon} \sin^2 \theta \cdot \sin^2 \tau} \right]$$

$$+ \frac{\cos^2 \phi (1 - \frac{\epsilon - 1}{\epsilon} \sin^2 \tau)}{1 - \frac{\epsilon - 1}{\epsilon} \cos^2 \theta \cdot \sin^2 \theta \cdot \sin^2 \tau}$$

where $\tau = \beta_0 d \sqrt{\epsilon}$, and

$$S_0 = \frac{64}{\pi^4} \frac{E_0^2}{Z_0} \frac{2 \omega \gamma^2}{\beta_0^2} \frac{1}{(1 - \frac{\epsilon - 1}{\epsilon} \sin^2 \tau)} .$$

The total power radiated is:

$$P_{\text{rad}} = \int_{0}^{\pi/2} \int_{0}^{2\pi} SR^2 \sin \psi \, d\psi \, d\theta .$$

This integral has been evaluated numerically with the result:
\[ P_{\text{rad}} = S_0 \cdot 2.52 \]

(59) shows the effect of the dielectric on the radiation pattern. For example if \( \tau \to 0 \), (or \( \epsilon \to 1 \)), the pattern for \( \phi = 0 \) is independent of \( \Theta \) as it should be. With the dielectric, a null occurs for \( \Theta = \pi/2 \) at all \( \phi \) values. Figure 13 shows the pattern for \( \phi = 0 \), as given by (59).

b) **Surface Wave Fields**

Equation (A17) of Appendix II gives for the parameters assumed above \( X = 0.392 \). According to (A13), (A3), the \( H \) field of the surface wave is for \( Z > 0 \) and \( \beta_0 r > \Gamma \):

\[
H_{\phi_s} = (1 + j) \frac{16E_0 w \ell}{4\pi^3 Z_0} \frac{\cos \left[ \frac{\pi}{2} \frac{4\ell}{\lambda_0} \left( 1 + X^2 \sin \phi \right) \right]}{\left[ 1 - \left( \frac{4\ell}{\lambda_0} \right)^2 \left( 1 + X^2 \right) \sin^2 \phi \right]} \left( \cos \phi \beta_0 \sqrt{\frac{\pi \beta_0}{r}} \right)^2 (1 + X^2)^2
\]

(62) \[ \lim_{u \to \sqrt{1 + X^2}} \left[ \frac{(u - \sqrt{1 + X^2}) 2\pi j}{\sin \left[ \beta_0 d \sqrt{\epsilon - u^2} \right] - \sqrt{u^2 - 1} \cos \left[ \beta_0 d \sqrt{\epsilon - u^2} \right] \sqrt{\beta_0 X Z - j \beta_0 r \sqrt{1 + X^2}}} \right] \]

Performing the limiting process results in
FIGURE 13 - $E_\theta$ FOR $\phi = 0$ WITH $d = 1/8''$, $\epsilon = 2.3$, $\lambda_0 = 1.20''$
The power density in the wave can be written:

\[
S_s = \frac{2\pi r^2 \cos^2 \phi}{r} \frac{\cos\left[\frac{\pi}{2} \frac{4l}{\lambda_0} \sqrt{1 + \frac{X^2}{\sin^2 \phi}} \right]}{\left[1 - \left(\frac{4l}{\lambda_0}\right)^2 \left(1 + X^2 \sin^2 \phi\right)\right]^{1/2}}
\]

The surface wave pattern is shown in Figure 14.

The total power in the surface wave is then:

\[
P_s = \int_0^{2\pi} S_s d\phi
\]

For the assumed parameters, one obtains \(P_s = 2.90 \frac{s}{s_0}\), and the efficiency is then given by

\[
\eta = \frac{P_s}{P_{rad} + P_s} = \frac{1}{\left[1 + 0.868 \frac{S_0}{S_{s0}}\right]}
\]

A comparison between (62), (63), and (A14) results in a value for \(K\) that can be inserted into (A16) in order to obtain \(S_{s0}\). The result is

\[
S_{s0} = \frac{64}{\pi^3} E_0^2 w_0^2 l_0^2 \frac{\alpha_0^2}{Z_0} \frac{\left[\epsilon X \left[1 + (\epsilon + 1)X^2\right]\right]}{\left[\epsilon + \alpha_0 dX \left[1 + (\epsilon + 1)X^2\right]\right]} \frac{1}{X \left[1 + (\epsilon + 1)X^2\right]}
\]
Insertion of appropriate numbers in (60) and (67) gives \( S_0 = 1.04 S_0 \), and from (66) one obtains \( \eta = 0.525 \).

The efficiency of one slot plays a vital part in the following, since it is used for relative calibration of surface wave and radiation field probes used to determine efficiency for a 5 slot launcher.

VI. COMBINATION OF SLOTS FOR HIGH EFFICIENCY

On a two-dimensional guiding surface one can use an argument similar to that of "group spectra" used earlier for one-dimensional guides.

If we assume that an array of slots of finite length is placed along the x-axis, the transform function of the array can be written:

\[
\tilde{F}(\beta_x, \beta_y) = \tilde{F}_{\text{slot}}(\beta_x, \beta_y) \sum_n A_n e^{-j \beta_x x_n}
\]

where \( \tilde{F}_{\text{slot}} \) is the transform for one slot with unit excitation, \( A_n \) is the (complex) amplitude of the nth slot, and \( \beta_x = \alpha_0 \sin \theta \cos \phi \). The notation \( \tilde{F}_a \) and the word "array factor" will be used for the series in (68).

Next, assume that the array factor has the shape of a "square wave" as shown in Figure 15. To find the qualitative effect on the radiation pattern that this array factor would give, we recall that the pattern in a direction \((\phi, \theta)\) in space is proportional to \( \tilde{F}(\beta_x = \alpha_0 \sin \theta \cos \phi, \beta_y = \alpha_0 \sin \theta \sin \phi) \). Also, the surface wave amplitude in a direction \( \phi \) is proportional to \( F[\beta_x = \alpha_0 \sqrt{1 + x^2} \cos \phi, \beta_y = \alpha_0 \sqrt{1 + x^2} \sin \phi] \).

Figure 16 shows the \( \beta_x - \beta_y \) plane with shaded areas representing \( \tilde{F}_a = 2 \).
FIGURE 16
SQUARE WAVE SPECTRUM, ONE DIMENSION

FIGURE 16
SQUARE WAVE SPECTRUM, TWO DIMENSIONS
The inner circle is the boundary for radiation (real \( \theta \)), and the dotted circle represents the pole at \( p = \beta_0 \sqrt{1 + \beta^2} \). It is obvious that this \( \tilde{F_a} \) will suppress the radiation completely, and the surface wave will be confined to a rather narrow angular region around \( \phi = 0 \).

Using the two numbers \( a \) and \( b \) shown in Figure 15 to fix the position and period of the square-wave, \( \tilde{F_a} \) gets the form:

\[
\tilde{F_a}(\beta_x) = 1 - \frac{4}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1} \cos \left[ \left(2n+1\right) \frac{\beta_0 \lambda_0}{2(a+b)} - \frac{\pi}{2(a+b)} \right].
\]

(69)

The relative amplitude and phase of the slots, as well as their location is shown in Figure 17 \((a = 1, b = 1.25\) is assumed\). A comparison with Figure 8 illustrates the close relationship between the continuous distribution for a step-type spectrum and this slot arrangement. The slots can clearly be looked upon as sampling points for the continuous function.

In a practical launcher, one has to use a finite number of slots, and this will have the same effect on the spectrum as a low-pass filter on a square-wave. Once the number of slots is determined, the shape of \( \tilde{F_a} \) is given, and \( a, b \) can be chosen to suit various conditions on surface wave and radiation fields. This process is best described by an example.

Assume that 5 slots are to be used, and that \( X = 0.39 \) as before. We want to suppress the surface wave for negative \( x (\phi = \pi) \), and place one null of the spectrum function at \( \beta_x = -\beta_0 \sqrt{1 + X^2} \) (Figure 18). This gives us the equation:
FIGURE 17 - AMPLITUDE AND PHASE DISTRIBUTION IN MULTISLOT LAUNCHER  \( a = 1.0, \ b = 1.25 \) (FIGURE 15)
FIGURE 18 - SPECTRUM FOR 5 SLOTS. $a = 0.97$, $b = 1.43$ (FIGURE 13)
\[
\beta_0 \sqrt{\frac{1 + \alpha^2}{\lambda_0}} - \frac{\pi (a-b)}{2(a+b)} = -1.10 .
\]

One more condition is needed, and we could for instance assume \( a = 1 \), which makes \( b = 1.43 \) and

\[
\frac{\beta_x \lambda_0}{2(a+b)} - \frac{\pi (a-b)}{2(a+b)} = \frac{\lambda_0}{\beta_x 4.43} + 0.28 .
\]

The three middle slots will thus be about \( \lambda_0/4 \) apart, and the distance between two of the outer slots is nearly \( \lambda_0/2 \). The length of the array is less than \( 1.5 \lambda_0 \).

**VII. DESIGN AND ADJUSTMENT OF 5-SLOT LAUNCHER**

It was decided to build a 5-slot launcher using the design principles described in the preceding section. In the final design \( b \) was chosen to 1.43, and \( a \) was made 0.97. For a wavelength \( \lambda_0 = 1.20 \) inches, \( \lambda_0/(2a+b) \) is then 0.25 inch. Figure 18 shows the resulting spectrum function. The three slots in the middle are then 0.25 inch apart, and regular X-band waveguide (RG52 or WR90) cannot be used to feed these slots. Waveguides with inner dimensions .200 x .900 inches ("1/2 height X-band guide") were therefore used for all the slots.

Phase-shifters of the dielectric-slab type were introduced in all the feeding guides, except the guide feeding the middle slot.

The power division network is shown in Figure 19. To the two outer
Figure 1: Feeding Arrangement for the 5 Slot Launcher
slots power is taken from the input guide via directional couplers. The remaining power is split up between the three middle guides in the way shown in Figure 19. The power ratios were thus not variable, but designed to provide the correct power ratios if no coupling between the slots takes place. This is, of course, not a realistic assumption, but on the other hand it is extremely difficult to anticipate the coupling effects, and some assumptions had to be made. In the first try we were also prepared to waste power if necessary by introducing lossy devices in order to obtain the desired slot fields (Figure 20). The important question is not the overall efficiency, but the launching efficiency in terms of the relation between surface wave power and radiation emitted by the launcher.

The slots were cut in a 1/16 inch thick aluminum plate with the dimensions 6x4 inches. The slot-width was 1/16 inch and length was adjusted to present a good match to the feeding guide when covered by a polyethylene slab of thickness 1/8 inch. This length was experimentally determined to 0.54 inch or 0.45λ₀ for a VSWR < 1.2.

Grooves were cut 1/32 inch deep on the side of the plate facing the feeding guides, mating their walls, in order to ensure good contact between the walls and the plate, so as to prevent leakage between individual guides.

To make measurements on a single slot possible, a similar plate was made with one slot. The groundplane was a circular aluminum plate, 1/8 inch thick and 36 inches in diameter. In the center a rectangular hole was cut to accept the slotted plates. Good contact between the circular and rectangular
FIGURE 21 - CALCULATED AND MEASURED PATTERNS FOR THREE SLOTS
\( E_y \) FOR \( \phi = 0 \)

FIGURE 22 - CALCULATED AND MEASURED PATTERNS FOR FIVE SLOTS
\( E_y \) FOR \( \phi = 0 \)
plates was ensured by covering the gap between them with aluminum foil.

To measure radiation patterns, a probe arm was erected, permitting the measurement of $\mathbf{E}_\phi$ or $\mathbf{E}_\psi$ as a function of $\theta$ for any $\phi$. A synchro was attached to the probe arm to permit use of a pattern recorder. The same arrangement was used to measure surface wave distribution as a function of $\phi$.

The probe was an open-ended WR90 waveguide that could be turned to accept the desired polarization and the distance probe-launcher was about 11 inches. The setup, including a parabolic reflector and with the ground-plane extended for the experiments described in Section IX, is shown in Figure 24.

Adjustment of the launcher had to be made in two steps. First the two outer slots were covered with aluminum foil and the pattern for the three middle slots was taken for $\phi = 0$ (Figure 21). A direct way of measuring relative phase and amplitude in the slots would have been preferable. However, such a method is very hard to conceive, since the measurements have to be made with the dielectric slab in place and without disturbing the coupling between the slots.

The desired pattern had been computed in advance, using the previously presented theory. The phase shifters were adjusted for closest agreement between theoretical and measured patterns, but at first the agreement was rather poor. By calculating and plotting the spectrum from the measured pattern it was found that this was due to higher fields in the side slots than desired. Small strips of lossy film were placed across the ends of these slots, and after a few
FIGURE 24 - SETUP USED FOR MEASUREMENT OF RADIATION PATTERNS FOR LINE DISCONTINUITIES ACROSS A SURFACE WAVEGUIDE

The discontinuities were placed along the dark line in the foreground, and the probe arm was fastened in the empty support, also in the foreground. The circular ground plane used for measurements of feed patterns can be seen in outline as well as the arrangement for moving the probe-arm in the $\phi$-direction.
changes the desired pattern was obtained.

Next step was to remove the foil from the outer slots and vary their phase shifters until the desired pattern was achieved. This was not pursued to the point of exact agreement. Adjustments were made up to a point where the pattern at all $\phi$ had approximately the correct level and the surface wave for $\phi = \pi$ was brought down more than 15 db below the value at $\phi = \upsilon$. Theoretical and measured patterns for three and five slots are shown in Figures 21 and 22. Surface wave distribution for five slots is shown in Figure 23.

The VSWR of the complete launcher was less than 1.4.

VIII. EXPERIMENTAL DETERMINATION OF LAUNCHING EFFICIENCY FOR 5-SLOT LAUNCHER

The radiation pattern and the surface wave distribution were measured with the setup described in the previous section. To determine the efficiency from these measurements, it was necessary to calibrate the probe. To be more specific, the power received by the probe when placed in the radiation field is proportional to the power density (watts per unit solid angle), but in the surface wave field the power received by the probe will be proportional to the power content in the surface wave per unit interval in $\phi$. To interpret the measured data from the 5-slot launcher the relative meaning of the radiation field and surface wave field readings must be known. If one can make the corresponding measurements on a launcher with known ratio between the two kinds of power (e.g. a launcher with known launching efficiency) this relationship can be established. A single slot is in our case a convenient reference and radiation as well as surface wave patterns were measured for both a single slot.
and for the 5-slot launcher, with the output from a directional coupler sampling the input power as reference. For the single slot, patterns were also taken without the dielectric cover. The single slot patterns were compared to those computed from theoretical expressions, and the agreement was found to be good (see Figure 25 for example). Writing the power radiated without dielectric:

\[
\frac{\pi}{2} \int_{0}^{2\pi} S_{10} F(\theta, \phi) \sin \theta d\phi d\theta
\]

(72)

and that radiated when the dielectric is present:

\[
\frac{\pi}{2} \int_{0}^{2\pi} S_{20} G(\theta, \phi) \sin \theta d\phi d\theta
\]

(73)

we obtain by numerical integration of the theoretical expressions:

(74) \[ P_1 = S_{10} \cdot 3.896 \]

(75) \[ P_2 = S_{20} \cdot 2.516 \]

Since the measured patterns agree very well with those derived from theory, (74) and (75) can be considered correct. If now \( S_{10} \) and \( S_{20} \) are measured for the same incident power, the surface wave power with dielectric is * \( F(\theta, \phi) \) and \( G(\theta, \phi) \) are both the sum of the power radiated in the two polarizations, and \( F(\theta = 0) = G(\theta = 0) = 1 \)
\[ \eta_1 = \frac{P_1 - P_2}{P_1} = 1 - \frac{S_{20}}{S_{10}} \cdot 0.646 \]

Conversely, (76) gives

\[ \frac{S_{20}}{S_{10}} = \frac{1 - \eta_1}{0.646}. \]

Inserting the previously computed value \( \eta_1 = 0.525 \) in (77) makes \( S_{20} = 0.725 S_{10} \). In other words, theory predicts that \( S_{20} \) should be about 1.3 dB below \( S_{10} \). The results of the measurements show a \( S_{20} \) value only 0.5 dB below \( S_{10} \). This difference of 0.8 dB is partially due to the fact that the slot was severely mismatched when the dielectric was removed (VSWR = 6.5). A slide-screw tuner was used to cancel the reflections, and some extra loss was introduced this way. The waveguide attenuation between the slot and the tuner was about 0.1 - 0.2 dB, and the increase in attenuation due to extra losses in this section is about twice this value when the VSWR is 6.5 before tuning. However, this leaves 0.2 - 0.5 dB unaccounted for, and it is hard to tell what caused this discrepancy between theory and experiment. Some loss in the tuning screw itself can be expected, but not quite of this magnitude. An accumulative error in the numerical integration could be the explanation, as well as deviations in \( X, \epsilon \) or \( d \) from the assumed values.

If we accept the measured values of \( S_{10} \) and \( S_{20} \), including corrections
for extra tuning loss of 0.4 db* the efficiency of the one slot launcher is:
\[ \eta_1 > 0.475. \]

The surface wave power can be written:

\[
P_{sw} = \int_{0}^{2\pi} S_{sw} g(\phi) d\phi
\]

(78)

where \( g(0) = 1 \). Numerical integration of (78) gives

\[
P_{sw} = S_{sw} \cdot 2.896
\]

(79)

and we have

\[
\eta_1 = \frac{P_{sw}}{P_s + P_{sw}} = \frac{1}{1 + \frac{S_{20}}{S_{sw}} 0.870}
\]

(80)

For \( \eta_1 = 0.475 \), (80) gives \( S_{sw} = 0.787 S_{20} \), or in terms of logarithmic measure, \( S_{sw} \) is about 1 db below \( S_{20} \).

When the probe was set to measure the peak of the surface wave pattern, the indicator showed a reading 9.2 db higher than that obtained at the peak of the radiation pattern. This means that the readings of surface wave power should be decreased 10.2 db in order to be comparable to the radiation levels in the sense indicated by (77) and (78).

For the 5-slot launcher, the radiation patterns for both polarizations and the surface wave distribution were again measured, and in terms of two

* at least
new reference power densities $S_{20}^{'}$ and $S_{sw}^{'}$ numerical pattern integrations were performed with the results:

$$P_{rad} = S_{20}^{'} \cdot 1.73$$  (81)

$$P_{sw} = S_{sw}^{'} \cdot 0.940.$$  (82)

The indicator readings of the reference levels differed 17.5 db, with the surface wave level higher than the radiation field reading. According to the previous calibration, 10.2 db should be subtracted from this value for obtaining the ratio between $S_{sw}^{'}$ and $S_{20}^{'}$, which gives $S_{20}^{'} = 0.186 \cdot S_{sw}^{'}$. The efficiency of the 5-slot launcher is then $\eta_5 = (1.186)^{-1} = 0.84$.

The accuracy of this value is naturally not very good, because of the great number of measurements and numerical integrations performed. However, great care has been taken in each step of the procedure, and it should be safe to assume that the actual efficiency lies in the immediate vicinity of 0.8 or higher.

This may not seem extremely high, but in view of the low reactance ($\approx 0.4$) and the small size of the launcher ($1.25\lambda_0 \cdot 0.45\lambda_0$) this result must be considered as good. Of major importance is also that the conceived design method has been proved feasible at least for laboratory use, and it is undoubtedly possible to increase the efficiency by adding more slots. As will be described in the next section, the designed launcher has already been used for
measuring the pattern of radiation from step-type changes in the thickness of the dielectric and other radiating discontinuities with good results.

IX. EXPERIMENTS PERFORMED WITH THE 5-SLOT LAUNCHER

Radiation and surface wave patterns, as well as efficiency, do not in themselves form a very convenient basis for judging the usefulness of a launcher. Until actual experiments have been performed to demonstrate the capability of the launcher in a specific application, this investigation would not be complete. As has been pointed out before in this report, one of the major applications for a launcher of this type is its use in connection with pattern measurements on radiating elements placed on a surface waveguide. The main problem here is to avoid interference between the element radiation and radiation from the launcher. The latter can be due to either radiation direct from the feed or to room reflections and to prevent both, a high efficiency is desirable. Since the radiation is mainly concentrated in the direction of maximum surface wave intensity for all endfire-type launchers, the requirements on efficiency become very strict. To circumvent this difficulty and in order to obtain a collimated surface wave "beam" simulating a one-dimensional structure, the arrangement shown in Figure 24 was used. The reflector is a parabolic cylinder with 12 inches focal length, and its height and position was chosen so that the surface wave is reflected with good efficiency, but very little radiation is intercepted by the reflector due to the null in the radiation pattern for \( \theta = \pi/2 \).

The ground plane was extended in the direction of the reflected surface wave "beam," and provisions were made for a radiation probe to be moved on
a circle with 11 inches radius and with its center located on the surface 30 inches away from the feed. The pattern of a line discontinuity placed across the guide at this point can then be measured in a plane parallel to the direction of surface wave propagation. The setup is shown in Figure 24 except that the probe here is mounted for taking patterns of the launcher. The supports for the probe arm used for taking patterns of discontinuities can be seen near the edge of the extended ground plane.

Two kinds of discontinuities were investigated: (1) abrupt changes in the thickness of the dielectric (from 1/8 inch to 1/4 inch, and from 1/8 inch to zero) and (2) metallic rods of different cross-sections. Figure 21 shows the pattern obtained without discontinuity, Figures 27 to 36 show the patterns measured for the various discontinuities.

In Figures 27 and 28 curves marked theory have been superimposed on the measured patterns. These curves have been computed from [14] where the pattern from an abrupt change of reactance \( X \) from \( X_0 \) to \( X_1 \) is derived. Changing the notation for polar angle to conform with that used in this report, the theoretical power pattern expression reads:

\[
S(\theta) = \frac{(X_0 - X_1)^2 \sqrt{1 + X_0^2}}{\pi kr} \cdot \frac{\cos^2 \theta}{\sqrt{(1 + X_1^2 - \sin \theta)(1 + X_0^2 - \sin \theta) (X_0^2 + \cos^2 \theta)}}.
\]

\( X_0 \) is in our case 0.392. For \( d = 1/4 \) inch \( X_1 \) becomes 0.758, and when the dielectric is terminated \( X_1 = 0 \) should be used in (83). From Figures 27 and 28 it can be seen that (83) gives the correct difference in level between
FIGURE 27 - PATTERNS FOR STEP IN DIELECTRIC FROM 1/8" TO 1/4" THICKNESS. CALCULATED PATTERN ASSUMES CHANGE IN REACTANCE FROM 0.392 TO 0.758. ANGULAR SCALE IS SHIFTED 6° TO THE RIGHT.

FIGURE 28 - PATTERNS FOR STEP IN DIELECTRIC FROM 1/8" TO ZERO THICKNESS. CALCULATED PATTERN ASSUMES CHANGE IN REACTANCE FROM 0.392 TO ZERO. ANGULAR SCALE IS SHIFTED 6° TO THE RIGHT.
FIGURE 29 - RADIATION PATTERN FOR A 0.043" DIA BRASS ROD PLACED ACROSS THE SURFACE WAVEGUIDE.

FIGURE 30 - RADIATION PATTERN FOR A 0.125" DIA BRASS ROD PLACED ACROSS THE SURFACE WAVEGUIDE.
FIGURE 31 - RADIATION PATTERN FOR A 0.155" DIA BRASS ROD PLACED ACROSS THE SURFACE WAVE-GUIDE.

FIGURE 32 - RADIATION PATTERN FOR A 0.187" DIA BRASS ROD PLACED ACROSS THE SURFACE WAVE-GUIDE.
FIGURE 33 - RADIATION PATTERN FOR A 0.280" DIA BRASS ROD PLACED ACROSS THE SURFACE WAVEGUIDE.

FIGURE 34 - RADIATION PATTERN FOR A 0.341" DIA BRASS ROD PLACED ACROSS THE SURFACE WAVEGUIDE.
FIGURE 35 - RADIATION PATTERN FOR A RECTANGULAR ALUMINUM ROD (0.119" X 0.50") PLACED ACROSS THE SURFACE WAVEGUIDE WITH THE LONGER SIDE RESTING ON THE SURFACE.

FIGURE 36 - RADIATION PATTERN FOR THE SAME ROD AS IN FIGURE 35 BUT WITH THE SHORT SIDE RESTING ON THE SURFACE.
the peaks of the two patterns, and that the theory agrees well with the measure-
ments for $\theta > 60^\circ$. However, the measured radiation patterns decrease faster
for $\theta < 60^\circ$ than the theory predicts. This indicates that the radiation near
endfire from step discontinuities on dielectric-clad surfaces can be accurately
obtained with the theory put forward in [14]. The discrepancy for angles near
broadside is an example of the known fact that a dielectric clad ground plane
in certain respects does not behave as a surface with constant normal impedance.

The experiments reported here are of course only a small fraction of
those that could be performed using the launcher. The capabilities of the
launcher for this type of measurement has however been convincingly demonstrated.
APPENDIX I

Evaluation of the Integrals (51) and (52)

In order to keep (x, y, z) -space and (β_x, β_y, β_z) -space separate, we introduce the following notations in (51) and (52):

\[
\begin{align*}
\beta_x &= p \cos \phi \\
\beta_y &= p \sin \phi \\
\beta_z &= \beta_0 \cos \theta \\
p &= \beta_0 \sin \theta
\end{align*}
\]

(A1)

(51) and (52) then both take the following form:

\[
f(x, y, z) = \frac{1}{2\pi} \int_0^\infty F_1(p) \left[ \int_{\phi_0}^{\phi_0+2\pi} F_2(p, \phi) e^{-jp\beta \cos(\phi - \phi_0)} d\phi \right] e^{-jz\sqrt{\beta_0^2 - p^2}} dp
\]

where \( \phi_0 \) is an arbitrary angle.

The inner integrals will first be carried out under the assumption that \( pr >> 1 \).

We have

\[
\tilde{E}_{x0} = 2WE_0 \frac{\sin(pw \cos \phi)}{pw \cos \phi} \frac{2\ell}{\pi} \frac{4 \cos(\frac{\pi}{2} - \frac{2\ell}{\pi} p \sin \phi)}{|1 - (\frac{2\ell}{\pi} p \sin \phi)^2|}
\]

(A3)

We observe that \( \tilde{E}_{x0} \) is an even function of both \( \phi \) and \( p \). For the two integrals, \( F_2 \) is:

\[
F_2 = \cos \phi \tilde{E}_{x0}
\]

(A4)

\[
F_2 = \frac{\cos \phi}{\sqrt{1 - p^2 / \beta_0^2}} \tilde{E}_{x0}
\]

\[
(51) \quad F_2 = -\sin \phi \tilde{E}_{x0}
\]

\[
(52)
\]
We also observe that a change of $\varphi$ with $+\pi$ has exactly the same effect on the integrands as changing the sign of $p$. We can therefore write:

\[ f(x, y, z) = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} \left[ \left( F_1(p) e^{-jpr \cos(\varphi - \phi)} - j2 \sqrt{\frac{2}{\pi}} e^{-p^2} \right)^2 \right] e^{-j2\sqrt{\frac{2}{\pi}} p^2} dp. \]

Next, a new variable is introduced: $\psi = \psi_1 + j\psi_2 = \varphi - \phi$ and we have $\psi_0 = \varphi_0 - \phi$. The exponent in the integrand then becomes:

\[ -jpr \cos(\varphi - \phi) = -pr \sin \psi_1 \sinh \psi_2 - jpr \cos \psi_1 \cosh \psi_2. \]

The case $p > 0$, $r > 0$ will be treated first, and for this case the real part of (A6) is negative in the shaded areas of the $\psi$-plane, shown in Figure A1.

If the integration path is augmented as shown in Figure A1, the value of the integral (51) will not change since $\sin \varphi = \sin(\psi + \phi) = 0$ along the added portions. The same is true for (52), if $\psi_0$ has the values shown in Figure A1.

Figure A2 shows the contour in the $\psi$-plane for which the imaginary part of the exponent (A6) is constant and equals $-jpr$. The real part of (A6) is either negative or zero (at $\psi = 0$). Since the integration path of Figure A1 has its endpoints in the shaded areas of the $\psi$-plane, it can be deformed into the path of constant phase close to $\psi = 0$ (if $pr > 1$) without noticeable change in the value of the integral. Contributions to this value are only obtained close to $= 0$, where the path is a straight line ($\psi_1 = \psi_2$) and if $F_2(p, \psi + \phi)$ varies.
\( \sin \psi_0 = \sin(\psi_0 + \pi) = 0 \) if \( \psi_0 = -\phi \) for \( 0 < \phi \leq \pi \)

\( \psi_0 = \pi - \phi \) for \( \pi < \phi < 2\pi \)

\( \cos \psi_0 = \cos(\psi_0 + \pi) = 0 \) if \( \psi_0 = -\frac{\pi}{2} - \phi \) for \( -\frac{\pi}{2} < \phi < \frac{\pi}{2} \)

\( \psi_0 = \frac{\pi}{2} - \phi \) for \( \frac{\pi}{2} < \phi < \frac{3\pi}{2} \)
FIGURE A2 - CONSTANT-PHASE CURVE FOR (51), (52)
slowly in this region, we can write:

\[
(A7) \quad \int_{\phi_0}^{\phi_0 + \pi} F_2(\phi, p)e^{-jpr \cos \psi} d\psi \approx F_2(\phi, p)e^{-jpr} \int_{-\infty}^{+\infty} e^{-pr \sqrt{\frac{\pi}{pr}} (1+j)}d\psi
\]

\[= F_2(\phi, p)e^{-jpr \sqrt{\frac{\pi}{pr}} (1+j)}.
\]

In the case \(p < 0, r > 0\), one has to select a different path of integration, and the saddle-point is then located at \(\psi = \pi\). The result differs from \((A7)\) by a change of sign for \(pr\), and to include negative \(p\) in \((A7)\) we have to exchange \(p\) with its magnitude \(|p|\) in the square root. Negative \(r\) can also be included by writing \((A7)\)

\[
(A8) \quad F_2(\phi, p)e^{-jpr \sqrt{\frac{\pi}{|pr|}} (1+j)}.
\]

Introducing \((A8)\) into \((A5)\) gives

\[
(A9) \quad f(x, y, z) = \int_{-\infty}^{+\infty} \frac{1 + j}{4\pi^2} F_1(p)F_2(\phi, p)\sqrt{\frac{\pi}{|pr|}} e^{-j(pr+\beta_0^2 - p^2)} dp.
\]

In the discussion of \((A9)\) \(p\) will be regarded as a complex variable. \(p = 0\) is neither a branch-point nor a pole, but \(F_1(p)\) may contain two or more poles, and \(p = \pm \beta_0^2\) are branch-points. For the function \(\sqrt{\beta_0^2 - p^2}\), we choose the branch that is real and positive for \(p\)-values on the real
axis between $-\beta_0$ and $+\beta_0$, and is negative imaginary for all other real values of $p$. The poles will appear in symmetrical pairs on the real $p$-axis, in the intervals $-\beta_0 \sqrt{\varepsilon} < p < \beta_0$ and $\beta_0 < p < \beta_0 \sqrt{\varepsilon}$. Figure A3 shows the proper position of the branchcuts and the integration-path, and three pairs of poles are shown in typical positions.

It is convenient to introduce polar coordinates in (A9), according to (A1), and this gives:

\[ pr = \beta_0 R \sin \theta \sin \phi \]
\[ z \sqrt{\beta_0^2 - p^2} = \beta_0 R \cos \phi \cos \theta. \]

From (A10) follows, that the exponent in (A9) can be written:

\[ - j \beta_0 R \cos(\phi - \theta). \]

Assuming $\phi$ to be complex ($\phi = \phi_1 + j \phi_2$) Figure A3 now transforms to Figure A4. The integrand of (A9) has a saddlepoint at $\phi_1 = 0, \phi_2 = 0$, and the constant-phase contour is of the same shape as the contour in Figure A2. If we now deform the solid integration path of Figure A4 into the constant-phase contour, and $0 < \theta < \pi/2$, the contribution at the saddle-point will be a good approximation to the integral, provided $\beta_0 R >> 1$. This contribution becomes:
FIGURE A3 - BRANCH CUTS, POLES AND INTEGRATION PATH FOR (A9)
FIGURE A4 -- INTEGRATION PATHS FOR (A9) IN THE COMPLEX
\( \Theta \)-PLANE

Solid Curve: Integration path equivalent to that in Figure A3

Broken Curve: Saddle-point path
\[ f_1(x, y, z) \simeq \frac{(1+i)^2}{4\pi^2} F_1(\beta_0 \sin \theta) F_2(\psi, \beta_0 \sin \theta) e^{+i \beta_0 R \cos \theta} \int_{-\infty}^{+\infty} e^{-\beta_0 R \Theta^2} d\Theta \]

(A12)

\[ = \frac{i \beta_0}{2\pi \cos \psi} F_1(\beta_0 \sin \theta) F_2(\psi, \beta_0 \sin \theta) R \cos \theta \]

The factor \( \beta_0 \cos \theta \) comes from the differential: \( dp = d(\beta_0 \sin \theta) = \beta_0 \cos \theta d\theta \)

and otherwise the operations performed are identical to (A7).

For \( \theta \)-values close to \( \pi/2 \), however, the poles come close to the integration path, and will give an appreciable contribution to the integral.

For \( \theta = \pi/2 \), the constant-phase contour follows the branchcut, and within the approximations used, the integral along the cut is zero, since (A12) contains the factor \( \cos \theta \). This makes it possible to close the original contour in Figure A4 as shown in Figure A5. Now, the integral is given by the residues at the poles.

From a pole at \( p = \beta_0 \sqrt{1+X^2} \), the contribution is

\[ f_2(x, y, z) = \frac{1+it}{4\pi^2} 2\pi j \lim_{p \to \beta_0 \sqrt{1+X^2}} \left[ (p-\beta_0 \sqrt{1+X^2}) F_1(p) \right] \]

(A13)

\[ F_2(\psi, \beta_0 \sqrt{1+X^2}) \left( \frac{\pi \beta_0 \sqrt{1+X^2}}{r} \right) e^{-\beta_0 \sqrt{1+X^2} r} \]

(A13) shows all the characteristic features of a surface wave, and its \( z \)-dependence just above \( z = 0 \) must be:
FIGURE A5 - CLOSED INTEGRATION PATH FOR $\theta = 0$
In between the extreme cases \(0 < \theta \ll \frac{\pi}{2}\), and \(\theta \approx \frac{\pi}{2}\) the evaluation of the integral becomes more complicated. One can however assume that (A12) represents the radiation field for all points in space where \(\rho_0 R \gg 1\), and that (A13) combined with (A13a) represents a surface wave. This assumption is strongly supported by the performed measurements.
APPENDIX II

Basic Properties of Lowest Order TM-type Surface Waves on Dielectric-clad Metallic Surfaces

Far away from the source, we can regard the surface waves as being plane, and we can express the fields as follows:

In the dielectric: \((0 > x > -d)\)

\[
H_\phi = \frac{K}{\sqrt{r}} \cos\left[\beta_0 (z+td) \sqrt{\epsilon - 1 - X^2}\right] e^{-j\beta_0 r \sqrt{1 + X^2}}
\]

\[
E_r' = -j \frac{K}{\sqrt{r}} \frac{Z_0}{\epsilon} \sqrt{\epsilon - 1 - X^2} \sin\left[\beta_0 (z+td) \sqrt{\epsilon - 1 - X^2}\right] e^{-j\beta_0 r \sqrt{1 + X^2}}
\]

\[
E_z = - \frac{Z_0}{\epsilon} \frac{\sqrt{1 + X^2}}{\epsilon} H_\phi
\]

Above the dielectric: \((z > 0)\)

\[
H_\phi'' = \frac{K}{\sqrt{r}} \cos\left[\beta_0 X \sqrt{\epsilon - 1 - X^2}\right] e^{-\beta_0 Xz - j\beta_0 r \sqrt{1 + X^2}}
\]

\[
E_r'' = -j \frac{K}{\sqrt{r}} Z_0 X \sin\left[\beta_0 X \sqrt{\epsilon - 1 - X^2}\right] e^{-\beta_0 Xz - j\beta_0 r \sqrt{1 + X^2}}
\]

\[
E_z'' = - Z_0 \frac{\sqrt{1 + X^2}}{\epsilon} H_\phi''
\]

where \(K/\sqrt{r}\) is the surface current in the groundplane, and \(Z_0 = \sqrt{\mu_0/\epsilon_0}\).
The power transported in the two media can be written:

In the dielectric:

\[
P^1 = \frac{KK^*}{r} \frac{Z_0}{\epsilon} \sqrt{\frac{1+X^2}{2}} \left[ \frac{d}{2} + \frac{\sin\left[\frac{2}{\beta_0 d} \sqrt{\frac{1}{\epsilon} - X^2} \right]}{4/\beta_0 \sqrt{\frac{1}{\epsilon} - X^2}} \right].
\]

In the air:

\[
(A16) \quad P^m = \frac{KK^*}{r} Z_0 \frac{\sqrt{1+X^2}}{2\beta_0 X} \cos^2 \left[ \frac{\beta_0 d \sqrt{\frac{1}{\epsilon} - X^2}}{2} \right].
\]

The dimension of (A16) is watt per unit width of guide.

The quantity \( X \) is obtained from:

\[
(A17) \quad \epsilon X = \sqrt{\frac{1}{\epsilon} - X^2} \tan\left[ \frac{\beta_0 d \sqrt{\frac{1}{\epsilon} - X^2}}{2} \right].
\]

For small values of \( \beta_0 d \sqrt{\epsilon} \) \( X \) can be obtained from:

\[
(A18) \quad X \approx \frac{\beta_0 d \sqrt{\epsilon} - 1}{\epsilon}.
\]

When this approximation is too crude, one has to use graphical or numerical methods to solve (A17) for \( X \).
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Various methods for launching surface waves are reviewed, and the basic design principles are outlined for different kinds of launchers.

The case of a slot in a dielectric-clad groundplane is analyzed in detail, and experiments supporting the calculated results are reported. A way of combining several slots for good launching efficiency is derived and a five-slot launcher designed after this principle is described. Results from measurements of radiation patterns and efficiency are reported, as well as from measurements of radiation patterns from discontinuities on a surface waveguide excited by this launcher in combination with a cylindrical parabolic reflector.

In particular, a launching efficiency of over 80 percent was achieved with five slots, as compared to about 48 percent with one slot. Radiation patterns due to abrupt changes in dielectric thickness were measured, and compared with theoretical results for a corresponding change in surface reactance. The agreement was good at least within the main lobe.
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