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The determinantal equation for a narrow tape helix is derived of two methods, and complex-valued solutions for the phase constant are obtained.

The complete $k - \beta$ diagram (Brillouin diagram) is given as a function of tape width and pitch angle. In order that the solutions be continuous functions of $k$ and $\beta$, it is necessary to change branches of the square root which appears in the determinantal equation. A discussion of solutions which are physically admissible as complex wave solutions is given, and the phase constants corresponding to the complex wave solutions are used to represent the current on a helix. Two source problems are investigated, one an infinite helix, the other a finite helix. Comparison with experiments is made with good agreement.
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1. INTRODUCTION

Analysis for the helix was first reported in 1897 by Pocklington who assumed a very thin perfectly conducting wire and formulated an integral equation whose approximate solutions predicted an axial phase velocity equal to the velocity of light \( c \) for very low frequencies and \( c \sin \psi \), where \( \psi \) is the pitch angle of the helix, for larger frequencies. These results agree with the results reported in the present work for the limiting cases of very narrow tape and low frequencies.

In 1910 Nicholson formulated the helix problem exactly but was forced to make unreasonable approximations to obtain a solution.

Ollendorf in 1926 reported the solution of the sheath helix for the mode in which no angular variation of the fields exist. Solutions for the higher order modes of the sheath helix were given by Phillips and Malin.

A more complete analysis which was motivated by the use of the helix in traveling wave tubes and as antennas was given by Kornhauser in 1949.

An excellent history and an extensive bibliography through 1955 is given by Sensiper who also explains the relationship of his thesis to the total literature. In these publications he formulated and solved the determinantal equation for the tape helix for the phase constant \( \beta \). He limited himself to the real-valued solutions of this equation.

Following Sensiper, Pierce and Tien obtained an approximate solution of the determinantal equation of the tape helix using Pierce’s coupled mode theory.

Abstracts of 66 papers and reports on the helical beam antenna through May 1959 are given by Wong and Thomas.

None of the works referred to above indicated the possibility of the existence of complex-valued solutions of the helix determinantal equation. In fact, Sensiper and also Pierce voiced doubts as to the existence of complex-valued
phase constants. Sensiper's proof on the non-existence of complex solutions was based on the condition of total finite energy.

The existence of the complex roots and their importance to the helical antenna problem was first pointed out by Mittra. In that paper he also explained as a consequence of the presence of a particular symmetry in the helix structure which makes its effective period to be infinitesimal small, why the determinantal equation of the helix, unlike the equation for other periodic structures, does not have periodic solutions. As a further consequence of the above geometry it was shown that there exist no harmonic terms in the representation of the current along the tape and that a single term of the type $e^{j\beta ws} (s = distance along the tape, \beta w = phase constant) is sufficient to represent this current.

A major contribution of the present work is the detailed study of the determination and application of the complex solutions of the helix determinantal equation. Except for a brief mention by Mittra, a discussion of these solutions has not been reported elsewhere. The complex valued solutions of the helix equation have been found very useful in explaining the current distribution on the helix, both uniform and log-periodic, and for predicting the radiation pattern of a helical antenna. A further discussion on the interpretation and usefulness of the complex solutions of the determinantal equation in an open periodic structure appears later.

An alternative approach to the solution for the current distribution on the helical structure has been reported by Patton. He obtained the Fourier transform of the current distribution on the semi-infinite bifilar helix by a Wiener-Hopf technique. The Fourier transform of the current was related to the radiation pattern, and the calculated patterns were compared with experimental results also obtained by Patton. The effect of wire size was studied.

Three related papers have recently been written by MacLean. In the first he compares the different approaches to the helical antenna. The results
of the report state that a "simple engineering approach" (i.e., one without Bessel Functions) "is adequate for most purposes." The second paper is a theoretical study assuming that waves travel both axially and helically along the antenna. It is shown that the existence of the helical waves is responsible for what are the cut off frequencies of the antenna. Study is also made of the effect of the ground plane. The last is an analysis based on the sheath-helix mode. He obtains, among other things, the determinantal equation for the sheath helix with a concentric perfectly conducting core. The results are given for relative phase velocity when the fields have one axial variation, i.e., \( e^{-in\phi} \), \( n = 1 \).

Kraus\(^1\) in 1948 and later Kornhauser\(^1\) calculated the radiation pattern of a helical antenna operation on the axial or beam mode by assuming a sinusoidal current with an empirically determined phase constant which corresponded to a slow wave on the antenna. They obtained satisfactory results by using the empirically determined phase constant which may now be obtained by using the phase constant determined from the solution to the determinantal equation.

The current distribution on a helical antenna was measured by Marsh\(^1\), and he was able to fit his measured results well by assuming there existed two waves on the antenna, one corresponding to a complex-valued phase constant with the real part representing a wave traveling at the velocity of light and the other corresponding to a real valued phase constant representing a slow wave. His empirically determined phase constants agree well with the complex-valued phase constants which are solutions to the determinantal equation.

Now return to a brief discussion of complex solutions. The solutions corresponding to complex-valued phase constants are not proper modes since the fields corresponding to these modes do not satisfy the radiation condition everywhere at infinity. However, Marcuvitz\(^1\) suggested that these solutions might be used to approximately represent the near fields, and used as an alter-
nate to the continuous eigen-value spectrum and as an approximate representation of the far fields of a structure in a certain range of observation points. The solutions corresponding to the improper modes were given the name leaky modes by Marcuvitz who showed that the zero of the determinantal equation which corresponds to the leaky mode is on the improper Riemann sheet in the phase constant plane. The far fields may also be calculated by Kirchhoff type integration by treating the near field representation in terms of the leaky wave fields as equivalent sources.

Radiation properties of a class of periodic structures may be conveniently analyzed in terms of their Brillouin (k-\(B\)) diagram provided this diagram exhibits both real and complex solutions in slow as well as fast wave regions. Early workers on periodic structures were primarily interested in the surface wave, (real valued solution to the determinantal equation), on open periodic structures, and it was customary to name the fast wave regions forbidden regions. Recently it has been well demonstrated that not only do there exist complex-valued solutions for the phase constant of some structure in the forbidden region where \(B_r < k\) but also in the slow wave regions where \(B_r > k\). Since leaky waves have become synonymous with fast waves, it is suggested here that the name complex waves be associated with the waves corresponding to complex-valued phase constants in fast or slow wave regions or that the term leaky wave be generalized to include both slow and fast waves. The physical interpretation of complex waves was given by Marcuvitz\(^\text{19}\). Olner\(^\text{20}\) gives an excellent discussion on the range of permitted observation points and the position of the complex wave zero of the determinantal equation. In a class of structures excited by a given source, where the dominant part of the field has its total representation in terms of the continuous spectrum of spatial frequencies, complex waves have been found useful in representing the fields. This alternate repre-
sentation is approximate.

Goldstone and Oliner\textsuperscript{21,22} obtained good results using complex waves in the analysis of a class of leaky-wave structures. The relationship between complex waves and the radiation pattern of leaky wave antennas is discussed by Hessel.\textsuperscript{23} Oliner also gives other examples of the use of complex waves in electromagnetic phenomena.

To date, very few structures have been analyzed for their complete Brillouin, (k-\(\beta\)), diagram, other than on an approximate and perturbational basis. This generalization is excepting some idealized structures such as the constant reactance or modulated reactance surfaces, the anisotropic sheet structures and a few others. Although the analysis of the above structures is quite useful, their application to practical devices is good only in an approximate sense.

The tape helix, which is very much a practical structure, yielded to solution for its complete k-\(\beta\) diagram which, with its applications to helical antennas, is the subject of this report. The determinantal equation for a narrow tape helix may be formulated in at least two different ways. One involves the Floquet expansion of the fields and the assumed current, with unknown phase constant, on matching boundary conditions at the cylindrical surface which contains the tape. The second method is based on an integral equation formulated for the current distribution on the tape. The second method is similar to the method used by Kogan\textsuperscript{24} on the round wire version of the helix. The same determinantal equation is obtained by both methods. The determinantal equation and its solutions for the phase constant are extensively studied for real-valued as well as complex-valued phase constants.

The solutions in the k-\(\beta\) plane are continuous. In order that the solutions be continuous it is necessary to change branches of the square
root in the argument of the IK product in determinantal equation. Different branches give rise to different solutions which are physically interpreted. The root-tracking procedure on different Riemann sheets which is outlined here may find applications in the study of other structures where the locus in the k-β plane appears to be discontinuous.

The complex-valued solutions to the determinantal equation are used in the analysis of two different source problems. The first source problem obtains the solution for the relative amplitude of the waves corresponding to real and complex roots for an infinite helix excited at the center. The second considers the same problem for a finite helix excited at the center. A variational principle is used to formulate the latter source problem. Theoretically computed values of the real and complex solutions are used to explain the experimentally measured current distributions by Marsh. As previously mentioned, complex wave analysis given in this report may be used to interpret Marsh's results which were empirical.

It is felt that the current distribution on the tapered version of the helix, viz., the equiangular spiral on a cone, may also be explained by extending the present work to tapered structures.
2. THE DETERMINANTAL EQUATION

2.1 Introduction

In this chapter the determinantal equation for the infinite tape helix will be derived by two methods. The functions of a complex variable which appear will be multivalued, and determination of the appropriate branches will be discussed. The geometry of the tape helix used is shown in Figure 2.1.

The tape lies in a cylindrical surface whose radius is "a" and whose axis is the z axis. Perfect conductivity and infinitesimal radial thinness are assumed; however, the width of the tape is taken as δ as measured in the z direction. Points on the surface of the cylinder are given by the coordinates Φ and ζ. The azimuthal angle, Φ, locates a point on the center line of the tape as given by the parametric equations

\[
\begin{align*}
x &= a \cos \phi \\
y &= a \sin \phi \\
z &= \frac{p}{2\pi} \phi = \bar{p} \phi
\end{align*}
\]

where p is the pitch of the helix. The coordinate ζ is the distance in the z direction from the point determined on the center line of the tape by specifying Φ.

The equation of the tape may then be written as

\[
-\infty < \phi < \infty \\
-\frac{\delta}{2} \leq \zeta \leq \frac{\delta}{2}
\]
Figure 2.1. The geometry of the tape helix.
2.2 Derivation by Application of Boundary Conditions

The determinantal equation for the tape helix is derived in this section by expanding the fields and current in space harmonics and then matching boundary conditions at \( r = a \).

The helix shows a great amount of symmetry. If one displaces the infinite helix a distance \( p \) in the \( z \) direction, the helix transforms into itself. The translational period is \( p \). If the helix is rotated through an angle, \( \phi = 2\pi \), the helix transforms into itself. The rotational period is \( 2\pi \). These symmetries are not the only symmetries.

In addition, any arbitrary translation \( z_0 \) followed by a rotation \( \phi_0 \) where \( \phi_0 = \frac{z_0}{p} \) transforms the helix into itself. Therefore the period in \( \xi = z - p\phi_0 \), where \( \phi = \frac{z}{p} \), is zero. Now if \( \xi = z - \frac{\xi}{p} \phi_0 + \phi \) is fixed then \( \xi \) is periodic with period \( p \). If \( z \) is fixed \( \xi \) is also periodic with period \( p \). This property, the generalized period being zero, is a unique property of the helix. Of course, uniform structures have zero translational period. This unique symmetry property of the helix has important consequences which will be discussed later.

The field equations used are expressed in circularly cylindrical coordinates. Starting from the source free Maxwell's equation one obtains the wave equation for \( E_z \) and \( H_z \) as

\[
\frac{1}{r} \frac{\partial}{\partial r} (r \frac{\partial \psi}{\partial r}) + \frac{1}{r} \frac{\partial^2 \psi}{\partial \phi^2} + \frac{\partial^2 \psi}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2 \psi}{\partial t^2} = 0
\]  

(2.1)

where \( \psi = E_z \) or \( H_z \) and is a function of \( r, \phi, z \) and \( t \).

Assuming the time variation as sinusoidal and that Equation (2.1) may
be separated as

$$
\psi (r, \phi, z, t) = R(r) \phi(\phi) Z(z) e^{i\omega t}
$$

one obtains

$$
\frac{1}{r} \frac{d}{dr} \left( r \frac{dR}{dr} \right) - \left[ \frac{n^2}{r^2} + \left( \frac{\beta m}{p} \right)^2 - k^2 \right] R = 0 \tag{2.2}
$$

where

$$
\frac{d^2 \phi}{d\phi^2} + n^2 \frac{\phi}{r} = 0 \tag{2.3}
$$

and

$$
\frac{d^2 Z}{dz^2} + \left( \frac{\beta m}{p} \right)^2 Z = 0 \tag{2.4}
$$

\[ k^2 = \omega^2 \mu \]

A solution to Equation (2.3) is

$$
\phi = A e^{-i n \phi} \tag{2.5a}
$$

and, since the fields are periodic in $\phi$ with period $2\pi$, $n$ must be an integer.

A solution of Equation (2.4) is

$$
Z = A_1 e^{\frac{-i \beta m}{p} z} \tag{2.5b}
$$
The solution for Equation (2.2) is

\[ R = A_n I_n \left( \frac{\tau_n}{m} \right) + B_n K_n \left( \frac{\tau_n}{m} \right) \]  

(2.5c)

where

\[ \tau_n = \sqrt{\frac{\beta}{m} - \left( \frac{k}{p} \right)^2} \]

If the fields are to be finite at \( r = 0 \) or \( r = \infty \), then the fields are of the form

\[ \psi(r, \phi, z) = \sum_{m,n=-\infty}^{\infty} A_{mn} I_n \left( \frac{\tau_m}{m} \right) e^{-\frac{\beta_m z}{p}} e^{-i \phi \frac{n}{p}} \]  

(2.6)

Floquet's Theorem\textsuperscript{25} states that the fields at \( z = z + p \) are related to the fields at \( z \) by a complex constant. If \( \beta_m = \beta + m \) then Equation (2.6) may be written

\[ \psi(r, \phi, z) = e^{-i \beta \frac{z}{p}} \sum_{m,n=-\infty}^{\infty} A_{mn} I_n \left( \frac{\tau_m}{m} \right) e^{-i \phi \frac{n}{p}} \]  

(2.6a)

Now Equation (2.6a) satisfies Floquet's Theorem since

\[ \psi(r, \phi, z + p) = e^{-i \beta 2\pi} \psi(r, \phi, z) \]

When \( z \) is changed to \( z + z_0 \) and \( \phi \) changed simultaneously to \( \phi + \phi_0 \) where
$z_0 = \bar{p} \phi_0$, the fields must be the same except for a complex constant.

The property that the fields differ only by a complex constant after the above combination of translation and rotation is the result of the Generalized Floquet Theorem. In "The Generalized Floquet Theorem" use is made of the periodicity not only in the translation alone or in the rotation alone but in the combination of translation, rotation, and other kinds of reflection symmetries.

The Generalized Floquet Theorem is satisfied for the helix whose fields are described by Equation (2.6a) if and only if $n = -m$. Equation (2.6a) becomes

$$
\psi(r, \phi, z) = e^{-i \phi} \left( \sum_{n=-\infty}^{\infty} A_n I_n(\tau \frac{r}{p}) e^{-in\frac{z}{p}} + B_n K_n(\tau \frac{r}{p}) e^{in\frac{z}{p}} \right)
$$

Let the longitudinal fields be

$$
E_z^{1,0} = e^{-i \phi} \left( \sum_{n=-\infty}^{\infty} A_n I_n(\tau \frac{r}{p}) - i \frac{n}{p} \right)
$$

$$
H_z^{1,0} = e^{-i \phi} \left( \sum_{n=-\infty}^{\infty} B_n K_n(\tau \frac{r}{p}) - i \frac{n}{p} \right)
$$

where $i$ and $0$ refer to $r < a$ and $r > a$ respectively.

By applying Maxwell's equation the other fields are
The boundary conditions for the tape helix at \( r = a \) are:

1) Tangential electric field is continuous everywhere on the cylinder \( r = a \).
2) **Tangential magnetic intensity is discontinuous by the surface current.**

The surface current will be assumed to have the following form

\[
J_{ll} = \begin{cases} 
J_0 e^{-n \phi} & \text{for } 0 < \phi < \frac{p}{n} \\
0 & \text{elsewhere in } 0 < z < p
\end{cases}
\]

Such an assumption is justified because the fields at \( \phi = \phi_1 \) are related to the fields at \( \phi \) exactly in the manner in which the fields at \( \phi^1 + \phi \) are related to the fields at \( \phi^1 \), where \( \phi, \phi^1 \) and \( \phi_1 \) are arbitrary. The reason for the previous statement is that if the helix is infinite then one cannot distinguish between the fields at \( \phi \) and \( \phi^1 \) except by the complex constant as shown in Equation (2.17). Later, in Chapter 5, it will be shown that the solution for an infinite helix fed at the origin will be of the form \( e^{-i \beta_1 \phi} \). This current is confined to the tape and is flowing only in the parallel direction. In addition the current has a phase shift only when \( \phi \) of the center line is changed. Thus the current satisfies Floquet's Theorem. If one is to be successful in matching boundary conditions the current must be expanded in the form of Equation (2.7), viz.

\[
J_{ll} = e^{-i \beta \frac{z}{p}} \sum_{n=-\infty}^{\infty} j_{lln} e^{-n \frac{z}{p}}
\]

This form for the current is identical to the form for the fields.
Equation (2.7), and permits the matching of the boundary conditions.

If one examines Equation (2.15), Equation (2.14) would be rewritten as

\[
J_{11}(\zeta) = \begin{cases} 
-1 \beta z - i \frac{\beta}{p} \zeta \\
0 & \text{elsewhere}
\end{cases} 
\quad 0 < \zeta < \delta
\]

(2.16)

The current of Equation (2.16) is easily expressed in a Fourier series of the form of Equation (2.15). The coefficients are found to be

\[
j_{11n} = \frac{1}{p} \int_{0}^{\delta} J_{11} e^{\frac{-1 \beta}{p} \zeta} e^{\frac{n \zeta}{p}} d\zeta
\]

\[
J_{11n} = \frac{J \delta}{p} e^{\frac{-1 \beta}{p} \delta} \frac{\sin \frac{n \beta}{2p}}{2p} - \frac{\beta \delta}{p} \frac{n \sin \frac{2p}{2p}}{2p}
\]

(2.17a)

\[
j_{11n} \cos \psi = j_{11n} \cos \psi
\]

(2.17b)

\[
j_{11n} \sin \psi = j_{11n} \sin \psi
\]

(2.17c)

Now since all the fields and currents are expanded in similar series of linear independent functions, the boundary conditions must apply to each term of the series or space harmonic. The boundary conditions are
If Equations (2.8) through (2.13) are substituted into Equation (2.18) the following equations are obtained.

\[ A_{n}^{1}I_{n}^{(\tau \frac{a}{p})} - A_{n}^{0}K_{n}^{(\tau \frac{a}{p})} = 0 \]

\[ A_{n}^{i}I_{n}^{(\tau \frac{a}{p})} + \frac{\tau}{\frac{\omega}{n} \frac{n^2}{p}} B_{n}^{i}I_{n}^{(\tau \frac{a}{p})} - A_{n}^{0}K_{n}^{(\tau \frac{a}{p})} \]

\[-\frac{\tau}{\frac{\omega}{n} \frac{n^2}{p}} B_{n}^{0}K_{n}^{(\tau \frac{a}{p})} = 0 \]

\[ B_{n}^{i}I_{n}^{(\tau \frac{a}{p})} - B_{n}^{0}K_{n}^{(\tau \frac{a}{p})} = j \ln \cos \Psi \]
The above four equations can be solved for $A_n^{1,0}$ and $B_n^{1,0}$. These solutions yield

$$A_n^1 = \frac{K_n \left( \frac{\tau a}{p} \right)}{\tau a} \frac{n a}{p} \frac{\beta}{\tau \frac{n a}{p}} \sin \psi - \frac{n a}{p} \cos \psi$$

$$B_n^1 = -K_n \left( \frac{\tau a}{p} \right) \frac{n a}{p} \frac{\beta}{\tau \frac{n a}{p}} \sin \psi$$

$$A_n^0 = A_n^1 K_n \left( \frac{\tau a}{p} \right)$$

$$B_n^0 = B_n^1 K_n \left( \frac{\tau a}{p} \right)$$

where use of the Wronskian, $I_n^1(x) K_n(x) - I_n(x) K_n^1(x) = \frac{1}{x}$, was made.
The component of electric field parallel to the helix may now be written as

\[ E_{\parallel} = \sum_{n=-\infty}^{\infty} E_{\parallel n} \quad (2.21) \]

where

\[ E_{\parallel n} = E_{zn} \sin \Psi + E_{\phi n} \cos \Psi \quad (2.22) \]

If Equations (2.8), (2.10) and (2.20) are substituted into Equation (2.22), \( E_{\parallel n} \) is obtained viz.

\[ E_{\parallel n} = \frac{-i e^{-\frac{1}{p}} e^{-i \frac{2\pi n \xi}{a}} \sin 2\Psi}{\omega^2 a} J_{\parallel n} \left\{ I_n K_n \left[ \frac{\tau a}{n} \right]^2 + \left( \frac{\tau a}{p} \right)^2 \right\} \]

\[ + 2 \frac{\beta, a}{p} \frac{\cot \Psi}{n} + k^2 a^2 \frac{2 I_n K_n}{n} \cot 2\Psi \quad (2.23) \]

If Equation (2.23) is substituted in Equation (2.21) and \( E_{\parallel} \) set equal to zero along the center line of the tape, i.e., \( \xi = 0 \), then the determinantal equation for \( B \) is obtained.
Equation (2.24) has been found by Sensiper. It was reproduced here using the concept of generalized periodicity. The factor outside the summation cannot be zero. Therefore both sides of Equation (2.24) may be divided by the non-zero factor. If the following relations among the Bessel functions

\[
I_n(x) K_n(x) = -\frac{x^2}{4n^2} \left[ I_{n-1} K_{n-1} + I_{n+1} K_{n+1} - I_{n-1} K_{n+1} - I_{n+1} K_{n-1} \right]
\]

\[
I_n^1(x) K_n^1(x) = -\frac{1}{4} \left[ I_{n-1} K_{n-1} + I_{n+1} K_{n+1} + I_{n-1} K_{n+1} + I_{n+1} K_{n-1} \right]
\]

are substituted into Equation (2.24), one obtains

\[
0 = \sum_{n=-\infty}^{\infty} \left[ \frac{\beta^2 - k^2}{\rho^2} \right] a^2 I_n K_n - \frac{k^2 a^2}{2} \cot^2 \psi \left( I_{n-1} K_{n+1} + I_{n+1} K_{n-1} \right) D_n
\]

(2.25)
where

\[ D_n = \frac{n \delta}{2p} \]

The argument of each IK product in Equations (23, 24 and 25) is \( \frac{\pi}{p} \).

If

\[ A_i = \sum_{n=-\infty}^{\infty} I_{n+1} \left( \left\{ \frac{\pi}{p} \right\} K_n \frac{\pi}{p} \right) D_n \]

then Equation (2.25) may be written as

\[ \frac{\beta^2 - \frac{k^2 \beta^2}{\sin^2 \psi}}{2 \frac{2}{\sin^2 \frac{2}{\psi}}} = \frac{A_{i+1} + A_{i-1} - 2A_i}{2A_0} \]  

(2.26)

Equation (2.26) is the determinantal equation for the tape helix derived by assuming a surface current uniform across the tape with phase shift along the length of the tape. The form of Equation (2.26) is suitable for studying the behavior of \( \beta \) as a function of \( k \).

2.3 Derivation by Transform Techniques

In this section the integral equation for the electric field on an infinite helix is derived. The determinantal equation is then obtained by taking the Fourier transform of the electric field along the helix.
A current \( I(\phi) \) is assumed along the center line of the helix and then the electric field is calculated by finding first the vector potential

\[
\mathbf{A} = \frac{i \mu}{4\pi} \int \frac{e^{-i k R}}{R} \mathbf{I} \cdot d\mathbf{L} \tag{2.27}
\]

and second the electric field

\[
\mathbf{E} = -i \omega \mathbf{A} + \frac{\text{grad div } \mathbf{A}}{i \omega \mu} \tag{2.28}
\]

The calculation gives

\[
\mathbf{E} = \frac{-i \omega \mu}{4\pi} \int \mathbf{I} \frac{e^{-i k R}}{R} \left[ 1 - \frac{1}{k^2 R} (1k + \frac{1}{R}) \right] d\mathbf{L} \\
+ \frac{i \omega \mu}{4\pi} \int \mathbf{I} \mathbf{\hat{a}}_R \mathbf{\hat{a}}_R \frac{e^{-i k R}}{R} \left[ 1 - \frac{3}{k^2 R} (i k + \frac{1}{R}) \right] d\mathbf{L} \tag{2.29}
\]

where \( \mathbf{\hat{a}}_R \) is unit vector pointing toward the observation point from the source point. The component of electric field parallel to the center line is given by \( E_{11} = \mathbf{E} \cdot \mathbf{\hat{a}}_{11} \). On the surface of the cylinder

\[
E_{11}(\phi, \xi) = \frac{-i \omega \mu}{4\pi \left( a^2 + \frac{2}{p} \right)^{1/2}} \left\{ \int_{-\infty}^{\infty} I(\phi) \left[ a^2 \cos (\phi - \phi^1) + \frac{2}{p} \right] f_1(R) \, d\phi^1 \\
- \int_{-\infty}^{\infty} I(\phi) \left\{ \frac{a^2 \sin (\phi - \phi^1)}{R^2} + \frac{2}{p} \left[ \phi - \phi^1 \right]^2 \right\} f_2(R) \, d\phi^1 \right\} \tag{2.30}
\]
The expression may be written as

\[ E_{11}(\phi, \zeta) = \frac{-i\omega \mu}{4\pi k^2 (a^2 + p)} \int_{-\infty}^{\infty} I(\phi) \left\{ \frac{\partial^2}{\partial \phi^2} + k^2 [a^2 \cos(\phi-\psi) + p] \right\} e^{-ikR} \frac{d\phi}{R} \, d\phi \]

(2.31)

and, integrating by parts twice, the differentiation may be thrown over to the current as

\[ E_{11}(\phi, \zeta) = \frac{-i\omega \mu}{4\pi k^2 (a^2 + p)} \int_{-\infty}^{\infty} \left\{ \frac{\partial^2}{\partial \phi^2} I(\phi) + k^2 I(\phi) \left[ a^2 \cos(\phi-\psi) + p \right] \right\} e^{-ikR} \frac{d\phi}{R} \, d\phi \]

(2.32)

where I and \( \frac{dI}{d\phi} \) at \( +\infty \) are zero.

Equation (2.31) is written symbolically as

\[ E_{11}(\phi, \zeta) = \int_{-\infty}^{\infty} I(\phi) Z(\phi-\psi, \zeta) d\phi \]

(2.33)
The Fourier Transform may easily be taken since the integral is of the convolution type. The transform, denoted by $\mathcal{F}$, with respect to $z_L(\beta, \xi)$ (2.34)

$$\hat{F}(\beta, \xi) = \mathcal{F}(\beta, \xi) Z(z, \xi)$$

$\beta$ is the transform variable and $\xi$ is to be treated as a parameter.

If the factor $-1/\omega_\psi 2^{1/2} \sqrt{2\pi a + R^2}$ is ignored and $z = \bar{p} \phi$ in the non-periodic part, $Z(\phi, \xi)$ may be written as

$$Z(\phi, z, \xi) = \left[ a^2 \cos \phi + \frac{2}{\bar{p}} \right] e^{-1kR} R e^{i(\bar{p} \phi)} \frac{2}{\bar{p}} e^{-1kR}$$

Note that when a derivative with respect to $z$ is taken, $\phi$ is a function of $z$. Now $Z(\phi, z, \xi)$ is periodic in $\phi$ with period $2\pi$. If $Z(\phi, z, \xi)$ is expanded in a Fourier series with $z$ and $\xi$ as parameters the result is

$$Z(\phi, z, \xi) = \sum_{n=-\infty}^{\infty} z_n(z, \xi) e^{in\phi}$$

(2.36)

where

$$z_n(z, \xi) = \frac{1}{2\pi} 2\pi \int_{0}^{2\pi} Z(\phi, z, \xi) e^{-in\phi} d\phi$$

(2.37)

If $z$ is replaced by $\bar{p} \phi$ in Equation (2.36) the result is

$$Z(\phi, \bar{p} \phi, \xi) = \sum_{n=-\infty}^{\infty} z_n(\bar{p} \phi, \xi) e^{in\phi}$$
If the Fourier Transform of $Z_n(p\phi, \zeta)$ with respect to $\phi$ is $\tilde{Z}_n(B, \zeta)$ the transform of $Z(\phi, p\phi, \zeta)$ is

$$\tilde{Z}(B, \zeta) = \sum_{n=-\infty}^{\infty} \tilde{Z}_n(B+n) \tag{2.38}$$

with

$$\tilde{Z}_n(B, \zeta) = \frac{1}{2\pi} \int_{-\infty}^{\infty} Z_n(p\phi, \zeta) e^{iB\phi} d\phi \tag{2.39}$$

If $Z_n(p\phi, \zeta)$ is replaced by using Equation (2.37) one obtains, after an interchange in the order of integration,

$$\tilde{Z}_n(B, \zeta) = \frac{1}{2\pi} \int_{0}^{2\pi} e^{-in\phi} d\phi \int_{-\infty}^{\infty} Z(\phi^1, p\phi, \zeta) e^{iB\phi} d\phi \tag{2.40}$$

The integration with respect to $\phi$ may now be effected by

$$\int_{-\infty}^{\infty} e^{-ik(g^2+\sigma^2)^{1/2}} e^{2Bg\phi} d\phi = K_g [\sigma(g^2-k^2)^{1/2}] \tag{2.41}$$

using Campbell and Foster 27 pair 917.

Making the change of variable $\alpha = \phi + \frac{\zeta}{p}$ in Equation (2.35) results in

$$Z(\phi^1, \alpha) = [a^2 \cos \phi^1 p] \frac{e^{-ikR}}{R} + \frac{1}{k^2} \frac{\sigma^2}{\delta \alpha^2} e^{-ikR}$$
with \( R^2 = 2a^2 (1 - \cos \phi)^1 - (\alpha)^2 \)

The interesting integral in Equation (2.40) is

\[
\int_{-\infty}^{\infty} e^{-ikR} e^{-\frac{\zeta}{R}} \frac{1}{p} \, d\alpha
\]

which is equal to

\[
\frac{-iB}{p} e^{\frac{\zeta}{p}} \sigma^2 K_o \left[ \sigma^2 - \frac{2}{p} \right]_{1,2}^{1/2} \]

where

\[
\sigma^2 = 2 \left( \frac{a}{p} \right)^2 (1 - \cos \phi)
\]

The inner integral in Equation (2.40) is

\[
\int_{-\infty}^{\infty} e^{-ikR} e^{-\frac{\zeta}{R}} \frac{1}{p} \, d\alpha
\]

\[
\frac{-iB}{p} e^{\frac{\zeta}{p}} \sigma^2 K_o \left[ \sigma^2 - \frac{2}{p} \right]_{1,2}^{1/2} \]

Now from Erdelyi, 28 p. 102 No. 35, \( K_o \) is expanded as

\[
K_o (w) = I_o (z) K_o (z) + 2 \sum_{n=1}^{\infty} I_n (z) K_n (z) \cos n\phi
\]

where

\[
w = \sqrt{2} a (1 - \cos \phi)^{1/2}
\]
If
\[
\sqrt{z} = \sqrt{2z (1 - \cos \phi)} \frac{1}{1/2} \left( \beta - \frac{p^2}{k^2} \right)^{1/2}
\]

then \( z \) is
\[
z = \frac{a}{p} \left( \beta^2 - \frac{p^2}{k^2} \right)^{1/2}
\]

If Equation (2.44) is substituted into integral (2.40) and integrated, the result for \( \tilde{Z}_n(\beta, \xi) \) is
\[
\tilde{Z}_n(\beta, \xi) = a^2 e^{\frac{-iB \xi}{p}} \frac{2}{p} \left[ I_{n+1} K_{n+1} + 2BI K_n + I_n K_{n-1} \right] (2.45)
\]

where
\[
B = \frac{1}{a^2} \left( \frac{p^2}{k^2} - \beta^2 \right)
\]

and all arguments are
\[
\frac{a}{p} \left( \beta^2 - \frac{p^2}{k^2} \right)^{1/2}
\]

Therefore from Equations (2.38) and (2.45) \( \tilde{Z}(\beta, \xi) \) is
\[
\tilde{Z}(\beta, \xi) = \frac{2a^2}{p} \sum_{n=-\infty}^{\infty} e^{\frac{-i(\beta+n) \xi}{p}} \left[ I_{n+1} K_{n+1} (\tau_n) + 2BI K_n (\tau_n) + I_n K_{n-1} (\tau_n) \right] (2.46)
\]

where
\[
\tau_n = \frac{a}{p} \left[ (\beta+n)^2 - \frac{p^2}{k^2} \right]^{1/2}
\]
Now if the boundary condition on \( E_{11} (\phi, \xi) \) is that the average of the electric field with respect to \( \xi \) be zero for all \( \phi \), then the condition of \( \tilde{Z}(\xi, \xi) \) is

\[
\frac{1}{\delta} \int_{-\delta/2}^{\delta/2} \tilde{Z}(\xi, \xi) \, d\xi = 0
\]

(2.47)

The result of Equation (2.47) yields the determinantal equation, viz.

\[
0 = \frac{2a^2}{\delta} \sum_{n=-\infty}^{\infty} \left[ I_{n+1} K_n (\tau) + 2B I_n K_n (\tau) + I_{n-1} K_n (\tau) \right] D_n
\]

(2.48)

where

\[
D_n = \frac{\sin (\beta+n) \frac{\delta}{2p}}{(\beta+n) \frac{\delta}{2p}}
\]

If

\[
A_1 = \sum_{n=-\infty}^{\infty} I_{n+1} K_n (\tau) D_n
\]

Equation (2.48) may be written as

\[
\frac{B^2 - \frac{k^2}{p}}{k^2 - \frac{2}{\sin^2 \psi}} = \frac{A_{+1} + A_{-1} - 2A_0}{2A_0}
\]

(2.49)

Equation (2.49), derived by transform techniques, is the same as Equation (2.26).
derived by applying boundary conditions. Patton\textsuperscript{12} obtained the determinantal equation for the round wire version of the helix by using the transform techniques. The approximations used for the round wire version were that the current is concentrated in a filament at the center of the wire and that the electric field is zero on a line which is either the smallest or largest distance from the z axis. The transform technique had not previously been applied to the tape helix. The approximations used were that the current is concentrated in a filament at the center of the tape and that the average of the electric field over the tape is zero.

2.4 Interpretation of the Determinantal Equation as a Complex-Valued Equation

In addition to the real valued solutions for the determinantal equation found by Sensiper\textsuperscript{7} it will be shown in Chapter 4 that there exist solutions where the phase constant, $\beta$, is complex-valued if the determinantal equation is interpreted as a complex-valued equation. The interpretation of the determinantal equation as a complex-valued equation is now considered.

If there exists a solution for $\beta$ which is complex-valued, then the arguments, $\tau_m$, of the $I^nK^n$ products are complex-valued since

$$\tau_m = \left[ (\beta + m)^2 - \frac{2}{p} k^2 \right]^{1/2} \frac{a}{p}$$

The question of which branch of the square root to choose for $\tau_m$ will be discussed shortly. Again consider the determinantal equation. If the arguments of the IK products are complex-valued, then the IK products are
complex-valued. It is seen that if $\beta$ is complex-valued then $\tau$ is complex-valued and then, in turn, the $I^n K^n$ products are complex-valued. Each side of the determinantal equation, Equation (2.49) is complex-valued. It remains, of course, to show that there exist solutions for $\beta$ which are complex-valued. This will be done.

Which branch of the square root for $\tau_m$ should be chosen? If $\tau_n$ written as

$$
\tau_n = (\tau_n^2)^{1/2} = \tau_n \cdot e^{i\theta} = \tau_n x + i \tau_{ni}
$$

where

$$
\theta_n = \tan^{-1} \frac{\tau_{ni}}{\tau_{nr}}
$$

the question is reduced to choosing the appropriate the branch of the arc tangent for $\theta_n$. One set of solutions of the determinantal equation was found choosing the principle value of the arc tangent for each $\theta_n$. A second set of solutions was found by adding $-\pi$ to the principle value of the arc tangent for $\theta_{-1}$ and choosing the principle value of the arc tangent for $\theta_n$, $n \neq -1$. The + or - sign is chosen to make $|\arg \tau_{-1}| \leq \pi$. A third set of solutions was found by adding $+\pi$ to the principle value of the arc tangent of both $\theta_{-1}$ and $\theta_{-2}$ and choosing the principle value of the arc tangent for $\theta_n$, $n \neq -1, -2$. The + or - sign is chosen to make $|\arg \tau_{-1}| \leq \pi$, $n = -1, -2$. For a set of solutions each argument is treated as a continuous function of $k$. To understand this continuous treatment consider

$$
\tau_{-1} = \left[ (B_r - 1)^2 - (k^2 + B_r + 21 B_{r-1}) (B_r - 1) \right]^{1/2} \frac{a}{p}
$$
with

\[ 2\theta_{-1} = \tan^{-1} \frac{2 \beta \left( B - 1 \right)}{(B - 1)^2 - (k + \beta)^2} \]

where

\[ \tau_{-1} = |\tau_{-1}| e^{-i\theta_{-1}}, \bar{k} = k \bar{p} \]

and

\[ \beta = \beta_r + i \beta_i \]

Suppose the k-\( \beta \) diagram has a solution \( \bar{k} = \beta_r \sin \psi \) with \( \beta_i < 0 \) and small. Figure 2.2a and 2b shows the k-\( \beta \) diagram. The salient features of the locus of \( \tau_{-1}^2 \) as a function of \( \bar{k} \) are shown in Figure 2.3. For \( k > 0 \) and small the real part of \( \tau_{-1}^2 \) is positive since \( (B - 1)^2 > \bar{k}^2 + \beta_i^2 \).

The imaginary part of \( \tau_{-1}^2 \) is also positive since \( \beta_i (B - 1) \) is positive.

With both the real and imaginary parts of \( \tau_{-1}^2 \) positive the \( \tau_{-1}^2 \) as a function of \( \bar{k} \) lies in the first quadrant. The locus remains in the first quadrant until a value of \( \bar{k} \) is reached such that

\[ (B - 1)^2 = \bar{k}^2 + \beta_i^2 \]

This value of \( \bar{k} \) is approximately \( \bar{k} = 1 - \beta_r \) since \( \beta_i \) is small. As \( \bar{k} \) is increased the locus enters the second quadrant to remain until

\[ \bar{k} = \sin \psi, \text{ i.e. } \beta_r = 1 \]
Figure 2.2. A $k - \beta$ diagram for consideration of $T_{-1}$.

Figure 2.3. The continuous locus in the $T_{-1}^2$ plane.
Now as $\bar{k}$ is increased the locus of $\tau_{-1}^2$ enters the third quadrant since $\beta_1 < 0$ and $\beta_{-1} > 0$. As $\bar{k}$ is further increased $(\beta_{-1} - 1)^2 = \bar{k} + \beta_1^2$ and the locus leaves the third quadrant.

Now for $\bar{k}$ increasing the locus enters the fourth quadrant since $(\beta_{-1} - 1)^2 > \bar{k} + \beta_1^2$ and $\beta_1 < 0$. The other arguments are treated similarly as continuous functions.

2.5 Summary

The same determinantal equation for the tape helix has been derived by two methods making slightly different assumptions. In the derivation by matching boundary conditions a uniform current over the entire width of the tape was assumed. For the derivation by Fourier Transforms a current was concentrated in a filament in the center line of the helix, and $E_{11}$ on the tape was averaged to zero.

If the phase constant $\beta$ is complex-valued then the determinantal equation is complex-valued. Further, if the phase constant is complex-valued one knows how the arguments of the $IK$ products can be treated as continuous functions. The determinantal equation is now ready for study.
3. STUDY OF TWO SIMPLIFIED EQUATIONS

3.1 Introduction

The determinantal equation, Equation (2.26), is somewhat complex as well as being complex valued if the phase constant, $\beta$, is complex valued. It will be instructive to study two simplified equations so that one will gain an insight into the behavior of the determinantal equation. This study will be done in the next two sections.

3.2 The First Simplified Equation

The determinantal equation with $k = k_p$ may be written as

$$\frac{\beta^2 - \frac{k}{\sin^2 \psi}}{2k \csc^2 \psi} = \frac{1}{2} \sum_{n=-\infty}^{\infty} \left[ I_{n+1} I_{n+1} (\tau_n) + I_{n-1} I_{n-1} (\tau_n) - 2 I_n I_n (\tau_n) \right] D_n \tag{3.1}$$

where

$$\tau_n = \frac{a}{p} \left[ (\beta + n)^2 - k \right]^{1/2}$$

and

$$D_n = \frac{\sin (\beta + n) \delta}{2\pi} \quad \frac{(\beta + n) \delta}{2\pi}$$

The $I_n I_n$ products all have branch points at the origin. To see this consider...
a small argument approximation for the hyperbolic Bessel functions. For $|z| \ll 1$

$$I_n(z) \approx \left(\frac{z}{2}\right)^n \frac{1}{n!}, \quad n \neq 0$$

$$I_0(z) \approx 1, \quad K_0(z) \approx -\ln \frac{z}{2}$$

$$K_n(z) = (-1)^{n+1} \left(\frac{z}{2}\right)^n \ln \frac{z}{2} + \frac{1}{2} \left(\frac{z}{2}\right)^n (n-1)! \ln \left(\frac{2}{z}\right), \quad n \neq 0$$

if

$$n \neq 0$$

$$\lim_{\tau \to 0} I_n(m) K_n(m) = \frac{1}{2n}, \quad \text{a constant}$$

However, the first term in the small argument approximation for $K_n(z)$ is logarithmic and has branch point at the origin. This branch point remains, although in the limit as $z \to 0$ the term containing the logarithmic factor tends to zero. For $n = 0$ the $\lim_{\tau \to 0} I_0(m) K_0(m)$ has logarithmic character. Consequently, if the argument of $I_0 K_0$ is small, that term will make a substantial contribution to the determinantal equation.

If one inspects $\tau_1$,

$$\tau_1 = \frac{a}{p} \left[ (\beta - 1)^2 - (\beta_1^2 + k_1^2) + 2\beta_1(\beta - 1) \right]^{1/2}$$
where $\beta = 2 \tau_1 - 1\beta_1$, it is seen that in the region where $\beta_r$ is near unity $\tau_1$ will change rapidly. These facts that $\tau_1$ changes rapidly when $\beta_r$ is near unity and that if the argument of $I_K$ will make a substantial contribution to the determinantal equation, suggests that a simplified equation that would behave like the determinantal equation near $\beta_r = 1$ would be obtained by replacing the sum in the numerator of Equation (3.1) by

$$\left( \frac{K(\tau)}{\tau} - 2 \frac{K(\tau)}{\tau_1} - 2 \frac{K(\tau)}{\tau_1} \right)$$

Inspection of the denominator of Equation (3.1) shows that the denominator is slowly varying with $\beta$. This additional result leads one to the following simplified equation

$$\frac{\beta^2 - \frac{1}{A}}{\sin^2 \psi} = \frac{1}{\frac{1}{\frac{1}{A}} - \frac{1}{\frac{1}{A}}}$$

where $A$ is a parameter.

The parameter $A$ is picked to be about equal to $2A_0$ for the values of the helix parameter studied.

As the tape is made more narrow the sum $A_0$ increases.

The solutions for $\beta$ as a function of $k$ are shown in Figures 3.1a through 3.10b for various values of $A$. The real and imaginary parts of the phase constant are given on individual figures with the real part as a function of $k$ on the figures with suffix "a" and the imaginary part as a function of $k$ on the figures with suffix "b".
The line \( \vec{k} = \beta_r \sin \psi \) is shown on all the \( \vec{k} - \beta_r \) planes. The line separates the \( \vec{k} - \beta_r \) plane into two regions, one the region above the line \( \vec{k} = \beta_r \sin \psi \) where the solutions correspond to fast waves, i.e., waves which have a phase constant corresponding to a phase velocity greater than velocity of light, and two the region below the line where the solutions correspond to slow waves, i.e., waves which have a phase constant corresponding to a phase velocity less than the velocity of light. The lines \( \beta_r = 1 \pm \vec{k} \) are also shown on the \( \vec{k} - \beta_r \) planes.

Inside the "v" shaped region formed by the lines \( \beta_r = 1 \pm \vec{k} \) the argument \( \tau \) has non-zero imaginary part. Outside the "v" shaped region formed by the lines \( \beta_r = 1 \pm \vec{k} \) the argument \( \tau \) may have zero imaginary part.

The immediate observation upon examining Figures 3.7a and 3.7b is that for fixed \( \vec{k} \) there are several values of \( \beta \). Some of the solutions correspond to choosing \( + \tau_{-1} \) as the argument of the IK products and others to choosing \( - \tau_{-1} \). The solutions are named mode 1, mode 2 and mode 3 with the determination of the argument for mode 1 as \( + \tau_{-1} \) and the determination of the argument for mode 2 and mode 3 as \( - \tau_{-1} \). Let \( \vec{k}_{cl} \) be the smallest value of \( \vec{k} \) such that mode 1 has a solution for \( \beta \) with a non-zero imaginary part.

The mode 1 solution for \( \vec{k} < \vec{k}_{cl} \) agrees with the solution shown by Sensiper for the real valued determinantal equation. The mode 2 solution also agrees with the solution found by Sensiper.

The character of the solution is different depending on whether the parameter \( A \) is greater than \( A_{cl} \) or less than \( A_{cl} \). The mode 1 solution for \( \vec{k} > \vec{k}_{cl} \) is typical of the solutions when \( A > A_{cl} \) where \( A_{cl} \) will be defined later. The only necessary information now is that \( A \) used in Figures 3.7a
and 3.7b satisfies $A > A_{cl}$. Note that real part of the mode 1 solution is not on the $\tilde{k} = \beta_r \sin \psi$ line which represents a solution corresponding to the velocity of light. As $\tilde{k}$ is increased from $\tilde{k}_{cl}$ it is seen that $\beta_1$ increases very fast as a function of $\tilde{k}$. The imaginary part of $\beta$ for mode 3 is larger than the corresponding solution for mode 1. A wave with this attenuation would decay rapidly. Consider the results for $A = 1.0$ shown in Figures 3.2a and 3.2b.

The solutions with zero imaginary parts, mode 2 and mode 1 with $\tilde{k} < \tilde{k}_{cl}$, are similar to the corresponding solutions where $A = 3.0$. This similarity, however, is not found for the solutions with non-zero imaginary parts. The behavior is considerably different than when $A > A_{cl}$. The fact that there is a considerable difference in behavior of the solutions for $A < A_{cl}$ and $A > A_{cl}$ leads to the obvious definition for $A_{cl}$. The value $A_{cl}$ is that value of the parameter $A$ in Equation (3.2) that separates the values of $A$ into two sets, one set, $A > A_{cl}$, such that the solutions have the character similar to that shown in Figures 3.7a and 3.7b and the other set, $A < A_{cl}$, such that the solutions have the character similar to that shown in Figures 3.2a and 3.2b. The outstanding difference in the behavior for $A < A_{cl}$ and $A > A_{cl}$ may be observed by inspecting the imaginary part of the phase constant corresponding to mode 1. If $A > A_{cl}$ then $\beta_1 > 0$ for all $\tilde{k} > \tilde{k}_{cl}$. If $A < A_{cl}$ then there exist regions where there exists no mode 1 solution for $\tilde{k} > \tilde{k}_{cl}$. The value $A = A_{cl}$ corresponds to a value $2A_0$ which, in turn, corresponds to a tape width $\delta$ that is larger than tape widths consistent with the narrow tape approximation. Therefore, no solutions of the determinantal equation in the region $\beta_1$ near unity will correspond to the solutions given in Figures 3.2a and 3.2b. They are given
to assist in the understanding of this kind of equation. The strangest property of the solutions in Figures 3.2a and 3.2b is that in order to have a continuous solution, B as a function of \( \tilde{k} \), it is necessary to change branches of the argument at \( \tilde{k} = .273 \) and \( \tilde{k} = .358 \). These values of \( \tilde{k} \) correspond to values of \( B_1 = 0 \).

The argument for the mode 1 solution corresponding to \( \tilde{k} = .372 \) is \( pe^{i\pi/2} \) where \( p \) is real. The argument for the mode 2 solution corresponding to \( \tilde{k} = .273^+ \) is \( pe^{i(\pi/2 - \pi)} \). The arguments are discontinuous by the amount \( \pi \) but the value of the right hand side of Equation (3.2) is the same for both arguments. The reason for this equality is not at first obvious. Now

\[
I_0(ip)K_0(ip) + I_2(ip)K_2(ip) - 2I_1(ip)K_1(ip)
\]

is the complex conjugate of

\[
I_0(-ip)K_0(-ip) + I_2(-ip)K_2(-ip) - 2I_1(-ip)K_1(-ip)
\]

for \( p \) real. In addition, the sum of the imaginary parts is zero for the value \( \tilde{k} = .273 \). This may be seen easily from the fact that for \( \tilde{k} = .273, B_1 = 0 \), and therefore, the left hand side of Equation (3.2) has zero imaginary part. The right hand side also has zero imaginary part. The right hand sides for \( \tilde{k} = .273^- \) and \( .273^+ \) are complex conjugates and have zero imaginary parts, and therefore the right hand sides are equal. A similar situation occurs for \( \tilde{k} = .358 \). Figures 3.6a and 3.6b show the results for a value of \( A \) near \( A_{cl}', A = 1.5 \).
Note that the difference in behavior of the solution for \( A = 1.0 \) and \( A = 1.5 \). Both \( A = 1.0 \) and \( A = 1.5 \) are less than \( A_{c1} \). Since there exists a region of \( \tilde{k} > \tilde{k}_{c1} \) where no solution for mode 1 exists. The real parts of the mode 1 solution are connected by a continuous solution of the other determination of the square root compared to the mode 1 solution for \( A = 1.5 \). However, for \( A = 1.0 \) the real parts of the mode 1 solution are not connected by a continuous solution. If Figures 3.2a through 3.6b are studied, it is seen that the change from connecting the real parts of the mode 1 solution by a continuous solution to not connecting the real parts takes place in a continuous manner. There is no question of discontinuity of the arguments since all the solutions have the same determination for the square roots. It is reiterated that this particular behavior will not be found in the determinantal equation since \( A < A_{c1} \) corresponds to tapes which are too wide for the narrow tape approximation.

Figure 3.1a and 3.1b show the results for \( A = .9 \) and it is observed that the behavior of the solutions as a function of \( A \) is in a continuous manner.

Consider some of the general properties of the solutions for \( A > A_{c1} \). (Inspect Figures 3.7a through 3.10b) Note that \( \tilde{k}_{c1} \), the lowest value of \( \tilde{k} \) for which mode 1 has a non-zero imaginary part, becomes greater as \( A \) is increased. Also for \( \tilde{k} > \tilde{k}_{c1} \) the real part of \( \tilde{B} \) follows more closely to the \( \tilde{k} = B \sin \Psi \) line and follows for a greater range of \( \tilde{k} \) values. For the imaginary part the local maximum near \( \tilde{k} = .2 \) and the local minimum near \( \tilde{k} = .25 \) decrease as \( A \) increases. The values of \( \tilde{B} \) for \( .4 < \tilde{k} < .5 \) increase as \( A \) increases. For mode 2, the imaginary part increases as \( A \)
Figure 3.1a. The $k - B_0$ diagram for simplified equation one; $A = 0.9, \Psi = 12.6^\circ$.

Figure 3.1b. The $k - B_1$ diagram for simplified equation one; $A = 0.9, \Psi = 12.6^\circ$. 
Figure 3.2a. The $k - \beta$ diagram for simplified equation one; $A = 1.0$, $\psi = 12.6^\circ$.

Figure 3.2b. The $k - \beta$ diagram for simplified equation one; $A = 1.0$, $\psi = 12.6^\circ$. 
Figure 3.3a. The k - B diagram for simplified equation one expanded near k = .25; A = 1.0, $\psi = 12.6^\circ$.

Figure 3.3b. The k - $\psi_1$ diagram for simplified equation one expanded near k = .25; A = 1.0, $\psi = 12.6^\circ$. 
Figure 3.4a. The $k - \beta_1$ diagram for simplified equation one expanded near $k = .25, A = 1.05, \Psi = 12.6^\circ$.

Figure 3.4b. The $k - \beta_1$ diagram for simplified equation one expanded near $k = .25, A = 1.05, \Psi = 12.6^\circ$. 
Figure 3.5a. The $k - \beta$ diagram for simplified equation
one expanded near $k = 0.25$; $A = 1.1$, $\Psi = 12.6^\circ$.

Figure 3.5b. The $k - \beta$ diagram for simplified equation
one expanded near $k = 0.25$; $A = 1.1$, $\Psi = 12.6^\circ$. 
Figure 3.6a. The k - B, diagram for simplified equation one, $A = 1.5$, $\psi = 12.6^\circ$.

Figure 3.6b. The k - B, diagram for simplified equation one, $A = 1.5$, $\psi = 12.6^\circ$. 
Figure 3.7a. The $k - \beta$ diagram for simplified equation one; $A = 2.0, \Psi = 12.6^\circ$.

Figure 3.7b. The $k - \beta$ diagram for simplified equation one; $A = 2.0, \Psi = 12.6^\circ$. 
Figure 3.8a. The $k - \beta$ diagram for simplified equation one; $A = 3.0$, $\psi = 12.6^\circ$.

Figure 3.8b. The $k - \beta$ diagram for simplified equation one; $A = 3.0$, $\psi = 12.6^\circ$. 
Figure 3.9a. The $k - \beta_r$ diagram for simplified equation one; $A = 5.0, \psi = 12.6^\circ$.

Figure 3.9b. The $k - \beta_i$ diagram for simplified equation one; $A = 5.0, \psi = 12.6^\circ$. 
Figure 3.10a. The $k - B_r$ diagram for simplified equation one; $A = 25.0, \psi = 12.6^\circ$.

Figure 3.10b. The $k - B_i$ diagram for simplified equation one; $A = 25.0, \psi = 12.6^\circ$. 
increases.

One could study this simplified equation in more detail, e.g., as a function of pitch angle $\Psi$. This kind of study will be delayed until the complete determinantal equation is studied. At that time the physical significance of the increasing or decreasing of solutions will be discussed.

The reason for studying the simplified equation was to show the existence of the various modal solutions of the determinantal equation and show how the arguments of the $IK$ products could be treated so that the solutions would be continuous functions of $\bar{k}$.

3.3 The Second Simplified Equation

It will be instructive to study another simplified equation. This equation will approximate the behavior of the determinantal equation in the region $\beta_1$ near 2. Since for $\beta_1 \approx 2$,

$$\tau_{-2} = \left[ (\beta_1 - 2)^2 - (k + \beta_1^2) + 2i\beta_1(\beta_1 - 2) \right]^{1/2} \text{ctn } \Psi$$

changes rapidly, only those terms in the numerator of the determinantal equation, Equation (3.1), will be used for the simplified equation. Also, as stated in the last section, the denominator, $2A_0$, is a slowly varying function of $\bar{k}$ and $\beta$. Again $2A_0$ is replaced by a constant, $A$. Simplified equation two is

$$\frac{\beta^2 - \frac{k}{\sin^2 \Psi}}{\frac{2}{\bar{k} \text{ctn}^2 \Psi}} = \frac{I_1K_1(\tau_{-2}) + I_3K_3(\tau_{-2}) - 2I_2K_2(\tau_{-2})}{A}$$

(3.3)
The solutions are shown in the following figures.

The line \( k = \beta_r \sin \psi \) is shown on the \( k - \beta_r \) planes. The lines \( \beta_r = 2 + \hat{k} \) are shown on the \( \hat{k} - \beta_r \) planes. Inside the "v" shaped region formed by the lines \( \beta_r = 2 + \hat{k} \) the argument \( T_{-2} \) has non-zero imaginary part. Outside the "v" shaped region formed by the lines \( \beta_r = 2 + \hat{k} \) the argument \( T_{-2} \) may have zero imaginary part.

If one examines Figures 3.11 and 3.12 the immediate observation is that for a given \( \hat{k} \) there exists more than one solution for \( \beta \). The different modes do not all have the same determination of the square root for argument of the IK products. Modes 2 and 5 have the positive determination for the argument of the IK products, whereas modes 4 and 6 have the negative determination.

Let \( \hat{k}_{c2} \) be the lowest value of \( \hat{k} \) such that the solution for mode 2 will have a non-zero imaginary part. The mode 2 solution for \( \beta_r < 2 - \hat{k} \) and \( \hat{k} < \hat{k}_{c2} \) is similar to the solution found by Sensiper. The mode 4 solution also corresponds to Sensiper's results. The mode 2 solution for \( \hat{k} > \hat{k}_{c2} \) has an imaginary part which is similar to the mode one solution to the simplified equation of the previous section.

Consider the results shown in Figure 3.16 which is an expanded view of a section of Figure 3.11a. Note that to have the real part of the phase constant continuous across the line \( \beta_r = 2 - \hat{k} \), for \( \hat{k} < \hat{k}_{c2} \), it is necessary to change the determination of the square root. This difference in the determination of the arguments causes a discontinuity in the arguments by the amount \( \pi \). However the value of the right hand side of Equation 3.3 is the same for either determination of the \( T_{-2} \) argument at \( \beta_r = 2 - \hat{k} \). This equality is true because when \( \beta_r = 2 - \hat{k} \)
and \( \beta_1 = 0, \quad \tau_{-2} = 0 \) and further

\[
\lim_{\tau_{-2} \to 0} \frac{I_n(\tau_{-2}) K_n(\tau_{-2})}{2n} = \frac{1}{2n}, \quad n \neq 0
\]

which is independent of which branch was chosen.

The results shown in Figure 3.18 which is an expanded view of a section of Figure 3.11a are to be studied. Again the same type of discontinuity occurs. The line \( \beta_r = 2 + \frac{k}{2} \) separates modes 4 and 5 which have a continuous real part. The argument has a discontinuity equal to \( \pi \) for modes 4 and 5 at \( \beta_r = 2 + \frac{k}{2} \). The right hand side of Equation 3.3 is the same for either determination of the argument. The reason for this equality is similar to that given above.

In Figure 3.21a the behavior of the solutions for modes 2 and 5 should be observed. This behavior is typical for values of the parameter \( A \) less than \( A_{c2} \), where \( A_{c2} \) will be defined later. In Figure 3.19 the behavior of the solutions for modes 2 and 5 for \( A = 10 \) should be studied. Note the behavior of the solutions is different for \( A = 10.0 \) than for \( A = 7.0 \). This behavior for \( A = 10.0 \) is typical for values of the parameter \( A > A_{c2} \).

The number \( A_{c2} \) is now easily defined. The number \( A_{c2} \) divides the set \( A \) into two classes, one, \( A < A_{c2} \), where the mode 2 solutions corresponding to these values of \( A \) are not continuous with the solutions for mode 4 and the other, \( A > A_{c2} \), where the mode 2 solutions corresponding to these values of \( A \) are continuous with the solutions for mode 4.

If one examines Figures 3.22a, 3.22b, 3.23a, 3.23b, 3.24a, and 3.24b it is seen how these solutions take on the different character as the
Figure 3.11a. The $k - B_r$ diagram for simplified equation two; $A = 1.0$, $\psi = 10^\circ$.

Figure 3.11b. The $k - B_r$ diagram for simplified equation two; $A = 1.0$, $\psi = 10^\circ$. 
Figure 3.12a. The $k - B_r$ diagram for simplified equation two; $A = 5.0, r \psi = 10^\circ$.

Figure 3.12b. The $k - B_r$ diagram for simplified equation two; $A = 5.0, r \psi = 10^\circ$. 
Figure 3.13a. The $k - \beta_r$ diagram for simplified equation two; $A = 10.0, \psi = 10^\circ$.

Figure 3.13b. The $k - \beta_i$ diagram for simplified equation two; $A = 10.0, \psi = 10^\circ$. 
Figure 3.14a. The $k - B_r$ diagram for simplified equation two; $A = 25.0$, $\psi = 10^\circ$.

Figure 3.14b. The $k - B_i$ diagram for simplified equation two; $A = 25.0$, $\psi = 10^\circ$. 
Figure 3.15a. The $k - \beta_z$ diagram for simplified equation two; $A = 1.0$, $\psi = 12.6^\circ$.

Figure 3.15b. The $k - \beta_z$ diagram for simplified equation two; $A = 1.0$, $\psi = 12.6^\circ$. 
Figure 3.16. The $k - \beta r$ diagram for simplified equation two near $\bar{k}_{c2}$; $A = 1.0$ and $5.0$, $\psi = 10^\circ$. 
Figure 3.17: The $k - \beta_r$ diagram for simplified equation two near $E_2$: $A = 10.0$ and $25.0$, $\psi = \frac{10^0}{172}$.
Figure 3.18. The $k - \beta_r$ diagram for simplified equation two near $-\frac{1}{k_{c4}}$; $A = 1.0$ and 5.0, $\psi = 10^\circ$. 
Figure 3.19. The $k - \beta_r$ diagram for simplified equation two near $\frac{1}{c_4}$, $A = 10.0$ and $25.0$, $\psi = 10^\circ$. 

\[ \beta_r = k \sin \psi \]

\[ \beta_r = 2 + k \]

\[ A = 10 \]

\[ A = 25 \]
Figure 3.20a. The $k - \beta_1$ diagram for simplified equation two near $k_{c4}^1$:
$A = 6.0$, $\psi = 10^\circ$.

Figure 3.20b. The $k - \beta_1$ diagram for simplified equation two near $k_{c4}^1$
$A = 6.0$, $\psi = 10^\circ$. 
Figure 3.21a. The $k - \beta$ diagram for simplified equation two near $\frac{1}{c_4}$:
$A = 7.0, \psi = 10^\circ$.

Figure 3.21b. The $k - \beta$ diagram for simplified equation two near $\frac{1}{c_4}$:
$A = 7.0, \psi = 10^\circ$.
Figure 3.22a. The $k - B_r$ diagram for simplified equation two near $\frac{1}{A} \approx 4$, $A = 7.25, \psi = 10^\circ$.

Figure 3.22b. The $k - B_1$ diagram for simplified equation two near $\frac{1}{A} \approx 4$, $A = 7.25, \psi = 10^\circ$. 
Figure 3.23a. The $k - \beta$ diagram for simplified equation two near $k_{c4}^1$: $A = 7.5$, $\psi = 10^\circ$.

Figure 3.23b. The $k - \beta$ diagram for simplified equation two near $k_{c4}^1$: $A = 7.5$, $\psi = 10^\circ$. 
Figure 3.24a. The $k - \beta r$ diagram for simplified equation two near $\kappa c_{4}^{1}$; $A = 8.0$, $\psi = 10^0$.

Figure 3.24b. The $k - \beta i$ diagram for simplified equation two near $\kappa c_{4}^{1}$; $A = 8.0$, $\psi = 10^0$. 
Figure 3.25a. The $k - \beta$ diagram for simplified equation two near $k_c^1$.

\[ A = 10.0, \Psi = 10^\circ. \]

Figure 3.25b. The $k - \beta$ diagram for simplified equation two near $k_c^1$.

\[ A = 10.0, \Psi = 10^\circ. \]
value of $A$ is increased through the value $A_{c2}$. There is no question of discontinuity in the argument here since all arguments are of the same determination. Note that the character of the solutions changes in a continuous manner as a function of the parameter $A$. This type of behavior, as well as the behavior exhibited at the $\beta = 2 \pm K$ lines, will be seen in the determinantal equation.

3.4 Summary

Two equations which are relatively simple compared to the determinantal equation and which, furthermore, exhibited some of the character of the determinantal equation were studied in this chapter. It was shown how discontinuities in the argument of $IK$ product could result in solutions which would be continuous. If the discontinuities of the arguments are not introduced there is no continuation of the solutions. Further it was seen that the solutions for modes 2 and 4 changed character as a function of the parameter $A$.

The parameter $A$ was chosen to be approximately equal to $2A_0$. As the tape width $5$ is made more narrow $A_0$ increases. Consequently, the larger values of the parameter $A$ correspond to the narrower tape widths.

Solutions for $\beta$ which are complex valued have been found for both simplified equations. The use of complex roots will be discussed later.

The behavior of the solution of simplified equation one, Equation (3.2), for $A = 1.0$ is reminiscent of Pierce's coupled mode theory for the helix as discussed by Watkins. However, as was pointed out in the discussion of equation one, the values of the parameter $A < A_{c1}$ correspond to tapes which are not narrow, i.e. too wide for the determinantal equation to be valid. The fact that the solutions for $A > A_{c1}$, which correspond to
narrow tapes, do not exhibit the character needed for Pierce's coupled mode theory inhibits the use of Pierce's simple theory.

Simplified equations one and two, Equation (3.2) and (3.3), are related to the determinantal equation for the sheath helix for sheath helix modes -1 and -2 respectively. The complex-valued solutions for the sheath helix and a discussion of their relation to the solutions for the tape helix are given by Klock and Mittra\(^2\).

With the background obtained from studying the solutions of the two simplified equations one is now ready for the determinantal equation.
4. SOLUTION OF THE DETERMINANTAL EQUATION

4.1 Introduction

The determinantal equation

\[ \beta^2 - \frac{k}{\sin^2 \psi} = \frac{A_{+1} + A_{-1} - 2A_0}{2A_0} \]  

(4.1)

\[ A_j = \sum_{n=-\infty}^{\infty} I_{n+j} (T_n) K_{n+j} (\psi_n) D_n \]

\[ \tau_n = \left[ (\beta + n)^2 - \frac{k}{\sin^2 \psi} \right]^{1/2} \frac{\alpha}{\beta} \]

\[ D_n = \frac{\sin(\beta + n)}{2\beta}, \quad \bar{k} = k \frac{\bar{\beta}}{\bar{\alpha}} \]

derived in Chapter 2 which is a complex-valued equation if \( \beta \) is complex-valued, was solved with the aid of a digital computer.

The determinantal equation can be written such that the complex-valued phase constant, \( \beta \), is a function only of the parameters, normalized tape width, pitch angle, and normalized frequency. Symbolically, this is written as \( \beta(\delta, \psi, \bar{k}) \). The tape width is normalized with respect to the radius, i.e. \( \delta = \frac{a}{\alpha} \). The ratio \( \frac{\alpha}{\beta} \) is replaced by its equal, \( \text{ctn} \psi \), so that Equation (4.1) reads

\[ \beta^2 - \frac{k}{\sin^2 \psi} = \frac{A_{+1} + A_{-1} - 2A_0}{2A_0} \]  

(4.2)
\[
A_j = \sum_{n=-\infty}^{\infty} I_{n+j} (\frac{\tau_n}{n}) K_{n+j} (\frac{\tau}{n}) D_n
\]

\[
\tau_n = [(\beta + n)^2 - k^2]^{1/2} \cot \psi
\]

\[
D_n = \frac{\sin \left[ (\beta + n) \frac{\delta}{2} \cot \psi \right]}{(\beta + n) \frac{\delta}{2} \cot \psi}
\]

Define \( a = \frac{\delta}{2} \cot \psi \)

The normalized frequency is \( \tilde{k} = \frac{ka}{\cot \psi} \) where \( k \) is the free space wave number. By normalizing with respect to the radius one is able to reduce the study of the determinantal equation to the solution for the complex valued phase constant as a function of only normalized tape width, normalized frequency and pitch angle.

All of the coefficients in Equation (4.2) are real. Therefore, if \( \beta = \beta_r + i\beta_i \) is a solution, then \( \beta = \beta_r - i\beta_i \) is a solution. If the solution for the phase constant is \( \beta = \beta_r - i\beta_i \), then the \( \phi \) dependent fields are of the form \( e^{\beta_r r} e^{i\phi} \).

The real part of the phase constant, \( \beta_r \), is a measure of the phase delay as the wave travels in the \(+\phi\) direction and has units of radians per radian. The imaginary part of the phase constant, \( \beta_i \), is a measure of the attenuation as the wave travels in the \(+\phi\) direction and has units of nepers per radian.

The line \( \tilde{k} = \beta_r \sin \psi \) is shown on all the curves for \( \beta_i \). This line separates the \( k - \beta \) diagram into two regions:
1) Points above the line represent waves which are traveling down the tape with a phase velocity greater than the velocity of light, i.e., fast waves and

2) Points below the line represent waves which are traveling down the tape with a phase velocity less than the velocity of light, i.e., slow waves.

The lines $\beta_r = 1 + \kappa$ and $\beta_r = 2 + \kappa$ are shown. Between the lines $\beta_r = 1 + \kappa$ and between the lines $\beta_r = 2 + \kappa$ the arguments $\tau_{-1}$ and $\tau_{-2}$ respectively have non-zero real parts. Recall $\tau_n = \sqrt{(B+n)^2 - \kappa} \frac{n}{\beta}$.

4.2 Solutions

4.2.1 The $\kappa - \beta$ diagram. $\psi = 10^0, \delta = .035$

Figures 4.1a, b, c, d and e is the $\kappa - \beta$ diagram for pitch angle $10^0$ and $\delta = .035$. The immediate observation is that for a value of $\kappa$ there exist more than one solution for $\beta$. The various solutions or modes each correspond to a different determination of a square root argument for the $\beta K$ products.

The determination of the square roots was discussed in Section 2.4.

Note that mode 1 has positive determination for both $\tau_{-1}$ and $\tau_{-2}$. All the other modes have the negative determination for $\tau_{-1}$. Modes 2, 3, and 5 have the positive determination and modes 4 and 6 have the negative determination for $\tau_{-2}$.

In the regions $\beta_r \simeq 1$ and $\beta_r \simeq 2$ the solution behaves similarly to the solution of the simplified equations studied in Sections 4.2 and 4.3 respectively.

The constants $k_{c1}$ and $k_{c2}$ are defined as in Section 4.2 and 4.3 respectively.
Figure 4.18. The complete $k - \beta_r$ diagram for the tape helix: $\psi = 10^\circ$, $\alpha = .1$. 
The $k - \beta_i$ diagram for the toroidal helix: Modes 2 and 3; $\psi = 10^\circ$, $\alpha = 1.1$. 

Figure 4.1b.
Figure 4.1c. The $k - \beta_i$ diagram for the tape helix. Mode 3; $\Psi = 10^\circ$, $\alpha = .1$. 
Figure 4.1d. The $k - \beta_i$ diagram for the tape helix: Modes 2 and 6; $\psi = 10^\circ$, $\alpha = .1$. 

$\psi = 10^\circ$
$\alpha = .1$
Figure 4.1e. The $k - \beta_i$ diagram for the tape helix. Modes 4 and 5; $\psi = 10^\circ, \alpha = .1$. 
The solutions for mode 1, $k < k_{c1}$, mode 2, $k < k_{c2}$; and mode 4, $k < k_{c4}$; correspond and agree with the results obtained by Sensiper. All other solutions have non-zero imaginary parts.

4.2.2 Mode 1 Solution. $\psi = 12.6^\circ$, $a = 10^{-308}$, .0001, .1, .4.

The solutions for mode 1 as a function of $\delta$ are shown in Figures 4.2a and b. As the tape is made more narrow the real part of the phase constant tends toward the $k = B_{r} \sin \psi$ line as would be predicted for an infinitesimally narrow tape or filament. The maximum value of the imaginary part of the phase constant increases as the tape is made wider. The imaginary part of the phase constant increases rapidly as $k$ is increased from $k_{c1}$. The behavior of the solution changes quite fast for a small change in normalized frequency.

Expanded views for a range of $\bar{k}$ near $k_{c1}$ are shown in Figures 4.3a and b. As the tape is made more narrow $\bar{k}$ increases with $k_{c1}$ approaching $\frac{\sin \psi}{1+\sin \psi}$ as $\delta$ tends toward zero.

4.2.3 Mode 1 Solution. $\bar{\delta} = .035$, various pitch angles.

The solutions for mode 1 for various pitch angles for fixed tape width, $\bar{\delta} = .035$, are shown in Figures 4.4a and b. As the pitch angle is increased the $B_{r}$ locus deviates less from the $k = B_{r} \sin \psi$ line. This result seems reasonable physically since as the pitch angle is increased a section of unit length of the helix is becoming more nearly a straight wire. Also note that as pitch angle is increased the imaginary part of the phase constant decreases.

4.2.4 Mode 3 Solution. $\psi = 12.6^\circ$, $a = 10^{-308}$, .0001, .1, .4.

Figures 4.6a and b shows the mode 3 solutions as a function of tape width. Note that the imaginary part of the phase constant is now to a
Figure 4.2a. The $k - \beta_r$ diagram for the tape helix:
Modes 1 and 2; $\psi = 12.6^\circ$, $\alpha = 10^{-308}$, .0001, .1, .4.
Figure 4.2b. The $k - \beta_i$ diagram for the tape helix: Mode 1; $\Psi = 12.6^\circ$, $\alpha = 10^{-30}, .0001, .1, .4$. 
Figure 4.3a. The $k - \beta_r$ diagram for the tape helix near $k_{c1}$.
Mode 1; $\Psi = 12.6^\circ$, $\alpha = 10^{-308}$, .0001, .1, .4.
Figure 4.3b. The k - β diagram for the rape helix near $k_{cl}$.
Mode 1; $\psi = 12.6^\circ$, $\alpha = 10^{-3}08$, $0.0001$, $0.1$, $0.4$. 
Figure 4.4a. The $k - \beta_r$ diagram for the tape helix: Mode 1; $\delta = .035$, $\psi = 7^\circ$, $10^\circ$, $12.6^\circ$, $15^\circ$. 
Figure 4.4b. The $k - \beta_1$ diagram for the tape helix: Mode 1; 
$\bar{\delta} = .035, \psi = 7^\circ, 10^\circ, 12.6^\circ, 15^\circ$. 
Figure 4.5a. The $k - \beta_r$ diagram for the tape helix: Mode 1; $\delta = .035$, $\psi = 20^\circ$, $30^\circ$, $45^\circ$. 
Figure 4.5b. The $k$-$\beta_1$ diagram for the tape helix: Mode 1; $\bar{\delta} = .035$, $\psi = 20^\circ$, $30^\circ$, $45^\circ$. 
Figure 4.6(a). The $\bar{k}, \bar{\beta_r}$ diagram for the tape helix Mode 3; $\psi = 12.6^\circ$, $\alpha = 10^{-3.08}$, 0.001, 1, 4.
Figure 4.6b. The $k - \beta_i$ diagram for the tape helix. Mode 3; $\psi = 12.6^\circ$, $\alpha = 10^{-308}$, .0001, .1, .4.
different scale since $B_1$ is larger than it is for any other mode.

**4.2.5 Modes 2 and 6:** \( \psi = 12.6, \alpha = 10^{-308}, .0001, .1, .4 \)

The solution for modes 2 and 6 are shown in Figures 4.7a and b. Figures 4.8a and b show an expanded view for a range of $\hat{k}$ values near $\hat{k}_{c2}$. The behavior for mode 2 above $\hat{k}_{c2}$ is similar to the behavior for mode 1 above $\hat{k}_{c1}$. In contrast to mode 1 behavior, the behavior of the solution with zero imaginary part does not approach the line $\beta = 2 - \hat{k}$ asymptotically but terminates at the line. To find a continuous solution, the determination of $\tau_{-2}$ must be changed. This type of behavior was exhibited by simplified equation two, Equation (3.3).

**4.2.6 Modes 4 and 5:** \( \psi = 10^0, \alpha = 10^{-308}, .0001, .4, \psi = 12.6^0, \alpha = .1 \)

Modes 4 and 5 exhibit behavior as shown in Figures 4.9a and b. The solution for mode 4 terminates on the line $\beta = 2 + \hat{k}$. To have a continuous solution the determination of $\tau_{-2}$ must be changed as in simplified equation two, Equation (3.3). Figures 4.10a and b give the results for modes 4 and 5 for different parameters. The solution exhibits the same character as for the previous parameters.

**4.2.7 Modes 2, 4, and 5:** \( \psi = 10^0, \beta \sim 2.4, \alpha = 10^{-10}, 10^{-15}, 10^{-17} \)

In Figure 4.11a through Figure 4.15b are shown the change of character of the solution that modes 2, 4, and 5 exhibit as the tape width is changed. If the tape is made sufficiently narrow, mode 2 terminates on the line $\beta = 2 + \hat{k}$ and connects in a continuous manner to mode 4. This is exactly the same behavior as was shown by simplified equation two, Equation (3.3).
Figure 4.7a. The $k - \beta_r$ diagram for the tape helix: Modes 2 and 6; 
$\psi = 12.6^\circ$, $\alpha = 10^{-308}$, .0001, .1, .4.
Figure 4.7b. The \( \Psi \) vs. \( \beta_1 \) diagram for the tape helix. Modes 2 and 6:

\[ \Psi = 12.6^\circ, \quad \alpha = 0.01, 0.1, 1, 4. \]
Figure 4.8a. The $k - \beta_r$ diagram for the tape helix near $k_{c2}$. Modes 2 and 6, $\Psi = 12.6^\circ$, $\alpha = 10^{-308}$, 0.0001, 1, 4.
Figure 4.8b. The k - $\beta_l$ diagram for the tape helix near $k_{c2}$. Modes 2 and 6; $\psi = 12.6^\circ$, $a = 10^{-308}$, .0001, .1, .4
Figure 4.9a. The $k - \beta_r$ diagram for the tape helix Modes 4 and 5; $\psi = 12.6^\circ$, $\alpha = .1$. 

$\psi = 12.6^\circ$

$\alpha = .1$

$k = \beta_r \sin \psi$

$\beta_r = 2 + \bar{k}$

Mode 4. $-\tau - 2$

Mode 5. $+\tau - 2$
Figure 4.9b. The $k - \beta_i$ diagram for the tape helix, Modes 4 and 5; $\psi = 12.6^\circ$, $\alpha = .1$. 
Figure 4.10a The $k - \beta_r$ diagram for the tape helix. Modes 4 and 5;
$\psi = 10^\circ$, $\alpha = 10^{-308}$, .0001, .4.
Figure 4.10b. The $k - \beta_t$ diagram for the tape helix Modes 4 and 5; $\psi = 10^\circ$, $\alpha = 10^{-308}$, .0001, .4.
Figure 4.11a. The $k - \beta_i$ diagram for the tape helix near $\frac{1}{2}c_4$: Mode 2, 4 and 5; $^\psi = 10^0$, $\alpha = 10^{-10}$.

Figure 4.11b. The $k - \beta_i$ diagram for the tape helix near $\frac{1}{2}c_4$: Modes 2, 4 and 5; $^\psi = 10^0$, $\alpha = 10^{-10}$.
Figure 4.12a. The $k - \beta$ diagram for the tape helix near $k_{c4}^1$: Modes 2, 4 and 5: $\psi = 10^\circ, \alpha = 10^{-15}$.

Figure 4.12b. The $k - \beta$ diagram for the tape helix near $k_{c4}^1$: Modes 2, 4 and 5: $\psi = 10^\circ, \alpha = 10^{-15}$.
Figure 4.13a. The \( k - \beta \) diagram for the tape helix near \( k_{c4}^{-1} \): Modes 2, 4, and 5; \( \psi = 10^0, \alpha = 10^{-17} \).

Figure 4.13b. The \( k - \beta \) diagram for the tape helix near \( k_{c4}^{-1} \): Modes 2, 4, and 5; \( \psi = 10^0, \alpha = 10^{-17} \).
Figure 4.14a. The $k - \beta_r$ diagram for the tape helix near $k_{c4}: Modes 2, 4, and 5; \psi = 10^\circ, \alpha = 10^{-20}$.

Figure 4.14b. The $k - \beta_i$ diagram for the tape helix near $k_{c4}: Modes 2, 4, and 5; \psi = 10^\circ, \alpha = 10^{-20}$.
Figure 4.15a. The \( k - \beta_r \) diagram for the tape helix near \( \overline{k} \): Modes 2, 4 and 5; \( \Psi = 10^\circ, \alpha = 10^{-29} \).

Figure 4.15b. The \( k - \beta_i \) diagram for the tape helix near \( \overline{k} \): Modes 2, 4 and 5; \( \Psi = 10^\circ, \alpha = 10^{-29} \).
4.2.8 Solution when the Tape Width is Infinitesimally Narrow.

Mitra showed that as the tape width is made infinitesimally narrow the asymptotic solution for the determinantal equation, Equation (2.40) is given by

\[ \beta = \frac{k}{\sin \psi} \]  \hspace{1cm} (4.3)

and

\[ \beta = 1 + \frac{\hat{k}}{k} \]

A graph of the above solution is shown in Figure 4.16.

To show that the solution given in Equation (4.3) is the asymptotic solution consider the determinantal equation.

\[ \beta^2 - \frac{k^2}{\sin^2 \psi} = \frac{A_{+}A_{-} - 2A_0}{2A_0} \]  \hspace{1cm} (4.4)

Recall

\[ A_j = \sum_{n=-\infty}^{\infty} I_{n+j} K_{n+j} (\tau_n) D_n \]

For an infinitesimally narrow tape \( D_n = 1 \). Now for \( n \neq 0 \)

\[ I_{n+j} K_{n+j} (\tau_n) \sim \frac{1}{2} \frac{1}{\left[ (n+j)^2 + \tau_n^2 \right]^{1/2}} \]

as was shown by Sensiper. If \( \tau_{-1} \neq 0 \), the numerator of the right hand...
Figure 4.16. The $k - \beta_r$ diagram for the tape helix: $\alpha = \delta = 0$. 
side of Equation (4.4) is finite. As $\tau_{-1}$ approaches zero the numerator of the right hand side becomes finite because the $I_0 K_0 (\tau_{-1})$ term has a logarithmic singularity (see Section 3.2). The denominator of the right hand side of Equation (4.4) for $|n| >> 1$ behaves like the harmonic series and consequently the denominator of the right hand side is finite. The value of the right hand side of the determinantal equation, Equation (4.4), is zero if $\tau_{-1} \neq 0$ and indeterminant if $\tau_{-1} = 0$. The determinantal equation then has the asymptotic solution

$$\beta = \frac{\bar{k}}{\sin \psi} \quad \tau_{-1} \neq 0$$

and also has the solution

$$\tau_{-1} = 0, \text{ i.e. } \beta = 1 \pm \bar{k}$$

The solution obtained when $\bar{\delta} = 10^{-308}$, a very narrow tape, agrees with the asymptotic solution. As the tape is made wider, but still very narrow e.g. corresponding to $\bar{\delta} = 10^{-30}$, the solution for the phase constant becomes complex for $\bar{k} > k_{cl}$, and the real part of the phase constant deviates from the $\beta = \frac{k}{\sin \psi}$ line which is the asymptotic solution.

For any tape corresponding to real dimensions, even very narrow tapes, the solution deviates from the asymptotic solution.

4.3 Choosing the Predominant Modes

In this section it will be shown that modes 1, 2 and 4 are permitted by the interpretation of leaky mode theory, whereas modes 3, 5 and 6 are not physically admissable.
If only the $r$ and $z$ variation is considered, the fields outside the helix for $r$ large may be written as

$$\psi(r,z) = e^{-\frac{\beta}{p}z} \sum_{n=-\infty}^{\infty} a_n e^{-n\frac{\tau}{a}r}$$  \hspace{1cm} (4.5)$$

because $I_K(x)$ behaves like $e^{-x}$ for large $x$. Now if $\beta = \beta_r - i \beta_i$, the $z$ dependence is

$$e^{-\frac{\beta_r}{p}z} e^{-\frac{\beta_i}{p}z}$$

which corresponds to a wave traveling in the $-z$ direction and decaying in the $+z$ direction. For large $r$ the fields are given by Equation (4.5). The only terms which could cause the fields to behave improperly are the terms corresponding to $n = -1, -2$ and $-3$. The argument $\tau_{-1}, \tau_{-2}$ or $\tau_{-3}$, which could cause the mode to behave improperly is shown for each mode in Figure 4.17 along with the $r$ dependence for the field. In the $r$ dependence shown in Figure 4.17 the real members $a$ and $b$ are positive. Consider the mode 1 solution. For $\beta_r < 1$ the $r$ dependence is $e^{-\alpha r} e^{-i\beta r}$ which corresponds to an outwardly traveling wave which is attenuated. Since $\beta_r < 1$ the radiation corresponding to the phase constant is in the backward direction, and decay in the transverse direction is proper for the leaky wave as was shown by Marcuvitz and later discussed by Oliner. For $\beta_r > 1$ the $r$ dependence is $e^{\alpha r} e^{-i\beta r}$ which corresponds to an outwardly traveling wave which is growing in amplitude. Since $\beta_r > 1$ the radiation corresponding to the phase constant is in the forward direction, and exponential growth in the transverse direction is
Figure 4.17a. Determination of $\tau_1$ for Modes 1 and 2.
Figure 4.17b. Determination of $T_{-1}$ for Modes 3, 4, 5 and 6.
proper for the leaky wave as was shown by Marcuvitz. To understand the
growth in the transverse direction consider a slotted waveguide shown
schematically in Figure 4.18. The guide is fed at the origin, and radiation
takes place in the forward direction. As \( z \) is increased less radiation
occurs since the fields are decaying exponentially. The spacing of the
lines in Figure 4.18 is inversely proportional to the power density.
Note that at \( z = z' \) the fields increase as \( x \) is increased from zero to a
value of \( x \) related to the direction of radiation.

The mode 2 solution has exactly the same behavior for \( \tau_{-2} \) as the mode
1 solution has for \( \tau_{-1} \), and consequently mode 2 has solutions which
 correspond to waves which are leaky waves. The mode 4 solution corresponds
to waves which are leaky waves since the mode 4 solution behaves for \( \tau_{-3} \)
the same as mode 1 and mode 2 solutions behave for \( \tau_{-1} \) and \( \tau_{-2} \) respectively.

However, this behavior of the fields is not the case for solutions
corresponding to modes 3, 5, and 6. Each mode has a transverse behavior
which is characterized by an inwardly traveling wave. If there is an
inwardly traveling wave the field must increase in the \( z \) direction. The
fields do not increase since the \( z \) dependence is

\[
-1 \left( \frac{\beta}{p} \right) z -1 \left( \frac{\beta_1}{p} \right) z \quad \text{with} \quad \beta_1 > 0
\]

This contradiction between the wave traveling inwardly and the fields
decaying in the \(+z\) direction make the waves corresponding to the
solutions of modes 3, 5, and 6 physically inadmissible for leaky waves.

If \( \beta = \beta_r + i \beta_1 \) is chosen as the solution to the determinantal
equation, all of the arguments are the conjugates of the arguments when
Figure 4.18. Leaky Waveguide
\( \beta = \beta_1 - i \beta \) is chosen as the solution to the determinantal equation.

The property that \( \tau_n \) is its conjugate when \( \beta \) is its conjugate makes the discussion of admissible solutions when \( \beta = \beta_1 - i \beta \) similar to the above discussion when \( \beta = \beta_1 - i \beta \) and with the same results.

1) Modes 1, 2, and 4 are physically admissible for leaky modes and

2) Modes 2, 5 and 6 are not physically admissible for leaky modes.

If \( -\beta \) is chosen as the solution to the determinantal equation, then attention must be focused on the terms containing \( \tau_{-1} \), \( \tau_{-2} \) and \( \tau_{-3} \). Here, as before, the discussion of the admissible solution is similar to that discussion above and with, or course, the identical results. The normalized frequency, \( \tilde{k} \), for which there is experimental data is less than \( k_{c4} \) where \( k_{c4} \) is the lowest value of \( \tilde{k} \) for which there exists a solution corresponding to mode 4. Therefore, only two modes will be of interest for \( \tilde{k} < k_{c4} \).

The modes of interest are modes 1 and 2 and will be called predominant modes.

4.4 Summary

The results of the solution of the determinantal equation have been presented in this chapter. It was seen that only modes 1, 2 and 4 are physically admissible. Mode 4 exists only for \( \tilde{k} > k_{c4} \). Therefore, for \( \tilde{k} < k_{c4} \) the current will be approximated by solutions from modes 1 and 2.
5. Source Problems

5.1 Introduction

In contrast with the previous chapters that considered only an infinite tape helix without a source, this chapter is concerned with helices with a source. The source will be of small extent located at the origin. A description for the source is

\[
E_{11} = \begin{cases} 
E_0 & |\phi| < \phi_0 \\
0 & |\phi| \geq \phi_0
\end{cases}
\] (5.1)

where \( \phi_0 \) is much less than one radian. In the limit \( E_{11} \) could be taken as

\[
E_{11} = \delta(\phi)
\] (5.2)

Not only will the infinite helix be studied but also a finite helix symmetrical about the origin.

5.2 An Infinite Helix with a Source

In this section an infinite helix with a source as described in Equation (5.1) is considered. An equation for the amplitudes of the free modes is found following Sensiper\textsuperscript{7}. In a range of frequencies of interest there are two modes. The solution for the relative amplitudes is shown graphically.

To derive the expression for the amplitudes one first writes the
assumed electric field Equation (5.1) as a Fourier integral viz,

\[ E_{11} = \frac{E}{\pi} \int_{-\infty}^{\infty} \frac{\beta \phi_0}{\beta} \sin \frac{2\pi}{\beta} e^{-i\beta \phi} d\beta \]  

(5.3)

since \( \frac{E}{\beta \phi_0} \sin \frac{2\pi}{\beta} \) is the Fourier transform of the assumed electric field. The current on the tape is

\[ I(\phi) = \int_{-\infty}^{\infty} I(\beta) e^{-i\beta \phi} d\beta \]  

(5.4)

Now \( E_{11} \) may be calculated from the integral representation in Equation (2.32)

\[ E_{11}(\phi, \beta) = \frac{-i\omega}{4\pi k^2 (a^2 + \beta^2)^{1/2}} \int_{-\infty}^{\infty} \left\{ \frac{\partial^2 I(\phi)}{\partial \phi^2} + k^2 I(\phi) \right\} e^{-i\beta \phi} d\phi \]  

(5.5)

If the two equations for \( E_{11} \), Equation (5.3) and Equation (2.32) are set equal to each other and the current and its derivative are replaced in Equation (2.32) by their Fourier integrals one obtains, after an interchange of order of integration, an expression containing \( I(\beta) \) viz,

\[ 0 = \int_{-\infty}^{\infty} d\beta \left\{ \frac{\sin \frac{2\pi}{\beta} e^{-i\beta \phi} I(\beta)}{4\pi k^2 (a^2 + \beta^2)^{1/2}} \int_{-\infty}^{\infty} \left[ \frac{2}{\beta^2} - \frac{k^2}{4\pi k^2} \right] e^{-i\beta \phi} d\phi \right\} e^{-i\beta \phi} \]  

\[ + \frac{e^{-i\beta \phi}}{4\pi k^2 (a^2 + \beta^2)^{1/2}} \int_{-\infty}^{\infty} \left[ \frac{2}{\beta^2} - \frac{k^2}{4\pi k^2} \right] e^{-i\beta \phi} d\phi \]  

(5.5)
If the integrand is set equal to zero an expression for $I(\beta)$ is obtained. Now if the inverse transform of $I(\beta)$ is taken the result is

$$I(\phi) = \int_{-\infty}^{\infty} e^{-i\beta\phi} \frac{e^{\frac{\beta\phi}{\pi}}}{\beta} \frac{e^{-1\beta\phi}}{4\pi \omega^2 (a^2 + p^2)^{1/2}} \left\{ -\beta^2 + 2k^2 \left[ a^2 \cos(\phi - \phi') + \frac{2}{p} \right] - \frac{e^{-ikR}}{R} \right\} d\beta$$  \hspace{1cm} (5.6)

The denominator of the integrand of Equation (5.6) is recognized as being proportional to $E_{11}$ for a current $I = I_{\infty} \ e^{-i\beta\phi}$. The electric field $E_{11}$ for the exponential current is given by substituting for $I$ and $-\frac{di}{d\phi}$ in Equation (2.32) viz.

$$E_{11} = \frac{-i\omega}{4\pi k^2 (a^2 + p^2)^{1/2}} \int_{-\infty}^{\infty} \left\{ -\beta^2 + 2k^2 \left[ a^2 \cos(\phi - \phi') + \frac{2}{p} \right] - \frac{e^{-ikR}}{R} \right\} e^{-i\beta\phi} e^{-ikR} d\phi$$ \hspace{1cm} (5.7)

Now the electric field may also be found from Equation (2.23)

$$E_{11} = \frac{ie}{4\pi k^2 p} \left[ \frac{2A_o}{\sin^2 \psi} - \frac{2}{k} \right] \left[ -\beta^2 - \frac{2}{k} \cot^2 \psi \frac{A_{-1} + A_{-1} - 2A_o}{2A_o} \right]$$ \hspace{1cm} (5.8)

which was the electric field found in the derivation of the determinantal
equation by matching boundary conditions.

If Equations (5.7) and (5.8) are set equal to each other, one may substitute for the denominator of the integrand of Equation (5.6) the series expression, whose zeros have been found. The expression for \( I(\phi) \) is

\[
I(\phi) = \frac{1}{\pi} \int_{0}^{\infty} \frac{\phi}{\sin^2 \psi} \sum_{i=1,2} \frac{\int_{0}^{\infty} \frac{\int_{0}^{\beta} \frac{1}{\sin^2 \psi} \frac{1}{e^{-\beta}} \int_{\beta}^{\frac{1}{\sin^2 \psi}} \frac{1}{e^{-2\beta}} e^{-i\beta} d\beta}{2A_o} \left[ \beta^2 - \frac{k}{\sin^2 \psi} - \frac{2}{k \cot^2 \psi} \frac{A - 1}{2A_o} \right] d\beta}{2A_o} \]  \tag{5.9}

Let

\[
D(\beta) = 2A_o \left[ \beta^2 - \frac{k}{\sin^2 \psi} - \frac{2}{k \cot^2 \psi} \frac{A - 1}{2A_o} \right] \]  \tag{5.10}

The expression \( D(\beta) \) when set equal to zero is the determinantal equation. The roots of the determinantal equation are poles of the integrand in Equation (5.9). The integral in Equation (5.9) may be evaluated by using the residue theorem to find the current in terms of the free modes. The result is

\[
I(\phi) = \frac{4\pi e^0 \sum_{i=1,2} \frac{1}{d} D(\beta)}{\psi \sin^2 \psi} \]  \tag{5.11}
where use was made of the fact,

$$\sin \frac{\beta}{2} \frac{\phi_0}{\Phi_0} e^{i\beta \frac{\delta}{2p}} \approx 1$$

for narrow tapes with a source of small extent. The summation in Equation (5.11) is taken over the two predominant modes.

Let the current on the tape be

$$I(\phi) = I_0 [e^{-i\beta_1 \phi} + a e^{-i\beta_2 \phi}] \quad \phi > 0 \quad (5.12)$$

A calculation for the magnitude of $a$, $|a|$, was made for a helix with $\Psi = 12.6^\circ$ and $\delta = .15$. The results are shown in Figure 5.1. Note that as the frequency $k$ is increased the relative amplitude of the second mode is increased.

The complex valued derivatives in Equation (5.11) were evaluated numerically by taking first an increment in the $B_r$ direction and finding

$$\frac{\Delta D_r}{\Delta \Phi} + 1 \frac{\Delta D_i}{\Delta \Phi} \quad (5.13)$$

where $D = D_r + D_i$. Second an increment in the $iB_i$ direction was taken and the result
Figure 5.1. Relative Amplitude of the Two Modes on an Infinite Helix as a Function of Frequency.
compared to Equation (5.14) to determine the derivative. This is, of course, doing nothing more than performing the difference quotient along two convenient rays. The function $D(\beta)$ is analytic in a region containing the zero under consideration, and the derivative is unique. The only reason that the difference quotient was evaluated along two different rays was to have a numerical check on the calculation.

5.3 A Finite Helix with Source

5.3.1 Introduction

This section will be concerned with relative amplitudes of the two predominant current modes that exist on a finite helix. The helix is symmetrical about the origin - $\phi_0 \leq \phi \leq \phi_0$ and is fed at the origin. The two currents, $I_1(\beta_1)$ and $I_2(\beta_2)$, will be chosen such that each current will be zero at the ends of the helix, $\phi = \pm \phi_0$. This boundary condition excludes consideration of mode conversion at $\phi = \pm \phi_0$ i.e., no energy is taken from mode 1 and placed in mode 2 or conversely by the end discontinuity.

The currents that satisfy the boundary condition are

$$I_1 = \sinh \gamma_1 (\phi_0 - |\phi|) \quad (5.15)$$

and

$$I_2 = \sin \beta_2 (\phi_0 - |\phi|) \quad (5.16)$$
where $\gamma_1$ and $\beta_2$ are the propagation and phase constants for modes one and two respectively, which were found by solving the determinantal equation for an infinite helix with the same pitch angle, tape width and radius as the finite helix. The total current on the helix is

$$I = I_1 + AI_2$$

(5.17)

where $A$ is a complex constant which relates the relative amplitude of the two modes.

If one had a function of the total current which was stationary with respect to the current then it would be possible to find the complex constant $A$ by a variational technique. This is how $A$ is calculated. The relative amplitude of the two modes is then studied as a function of frequency for a finite helix of different lengths.

5.3.2 The Variational Expression

A variational expression that is stationary with respect to current for a symmetric helix was found by Tang.

The integral representation, Equation (2.31), for the electric field was found in Chapter 2. Equation (2.31) will be repeated here for convenience, viz.

$$E_{11} = \frac{-14n}{4\pi k^2 (a^2 + p^2)^{1/2}} \int_{-\infty}^{\infty} I(\psi) \left\{ \frac{e^{2}}{\phi_{12}} + k^2 [a^2 \cos(\phi - \phi') + p^2] \frac{e^{-1kR}}{R} \right\} d\phi'$$

(5.18)
The above R is linearized so that the kernel in Equation (5.18) is symmetric in \( \phi - \phi' \), i.e. \( K(\phi - \phi') = K(\phi' - \phi) \), with

\[
K(\phi - \phi') = \frac{-i\omega}{4\pi k^2 (a^2 + p^2)^{1/2}} \left\{ \frac{b^2}{\partial \phi^2} + k^2 \left[ a^2 \cos(\phi - \phi') + \frac{p^2}{\partial \phi^2} \right] \right\} e^{-ikR} \frac{1}{R}
\]

The approximation for the linearized R is good for large R since \( \left( \frac{1}{R} \right) \) is compared to \( \frac{P}{(\phi - \phi')} \) and is good for very small R since \( \frac{1}{R} \left( \frac{1}{R} \right) \) is compared with \( \frac{P}{(\phi - \phi')} \).

If Equation (5.18) is written symbolically as \( E = K I \) and if

\[
<A, B> = \int_{-\phi_0}^{\phi_0} A B d\phi
\]

where the helix extends from \(-\phi_0 + \phi_0 \), then the stationary function is the input impedance

\[
Z_{in} = \frac{<I, K I>}{I^2(0)} \tag{5.19}
\]

found by Tang\(^{30}\).

The stationary function, Equation (5.19), is stationary with respect to current, i.e.,
It follows from Equations (5.17) and (5.20) that

\[
\frac{\delta Z_{\text{in}}}{\delta I} = 0
\]  

(5.20)

If the indicated operation in Equation (5.21) is performed, the result for the complex constant \( A \) is

\[
A = \frac{\mathcal{I}(0) \mathcal{J}_{11} - \mathcal{I}(0) \mathcal{J}_{12}}{\mathcal{I}(0) \mathcal{J}_{22} - \mathcal{I}(0) \mathcal{J}_{12}}
\]  

(5.22)

where

\[
\mathcal{I}_{ij} = \int_{-\phi}^{\phi} \int_{-\phi}^{\phi} I_1(\phi) I_1(\phi') K(\phi - \phi') d\phi d\phi'
\]  

(5.23)

\[
I_1(0) = \sinh \gamma_1 \phi_0
\]

and

\[
I_2(0) = \sin \delta_2 \phi_0
\]

To evaluate the complex constant \( A \) it is necessary to evaluate the integrals in Equation (5.23).
5.3.3 Integration of $Q_{ij}$

The kernel in Equation (5.23) may be written as

$$K(\phi - \phi') = \frac{-i\mu}{4\pi k^2(a_0^2 + p^2)^{1/2}} \left\{ -\frac{\partial}{\partial \phi} \frac{\partial}{\partial \phi'} + k^2 f(\phi - \phi') \right\} G(\phi - \phi')$$

(5.24)

where

$$f(u) = a^2 \cos u + \frac{p^2}{2}$$

$$G(u) = \frac{-ikR}{\phi}$$

with

$$R^2 = \left[ 2a \sin \frac{u}{2} \right]^2 + (pu)^2 + \left( \frac{\delta}{2} \right)^2$$

If

$$J_{ij} = \frac{4\pi k^2(a_0^2 + p^2)^{1/2}}{-i\mu} Q_{ij}$$

then

$$J_{ij} = \int_{-\phi_0}^{\phi_0} d\phi I_1(\phi) \int_{-\phi_0}^{\phi_0} I_1(\phi) \left[ -\frac{\partial}{\partial \phi} \frac{\partial}{\partial \phi'} + k^2 f(\phi - \phi') \right] G(\phi - \phi') d\phi'$$

(5.25)

The inner integral is separated into two integrals, viz.
\[ \int_{\phi_0}^{\phi} I_j(\phi) \left[ -\frac{\partial}{\partial \phi^1} \frac{\partial}{\partial \phi^1} + k^2 f(\phi \cdot \phi^1) \right] G(\phi^1) \, d\phi^1 \]

\[ + \int_{\phi}^{\phi_0} I_j(\phi) \left[ -\frac{\partial}{\partial \phi^1} \frac{\partial}{\partial \phi^1} + k^2 (\phi \cdot \phi^1) \right] G(\phi^1) \, d\phi^1 \]

In the first integral above the change of variable \( \phi^1 = -\phi^1 \) is made and in addition use is made of \( I_j(-\phi^1) = I_j(\phi^1) \) to yield

\[ \oint_{ij} = \int_{\phi_0}^{\phi} d\phi I_j(\phi) \left\{ \int_{\phi}^{\phi_0} I_j(\phi^1) \frac{\partial}{\partial \phi^1} \frac{\partial}{\partial \phi^1} \left[ G(\phi^1) - G(\phi^1) \right] d\phi^1 \right\} (5.26) \]

\[ + \int_{\phi}^{\phi_0} I_j(\phi^1) k^2 [f(\phi \cdot \phi^1) G(\phi \cdot \phi^1) + f(-\phi \cdot \phi^1) G(-\phi \cdot \phi^1)] d\phi^1 \]

The function of \( \phi \) inside the braces, \( \{ \} \), is an even function as is the current \( I_1(\phi) \). This simplifies Equation (5.26) to

\[ \frac{1}{2} \oint_{ij} = \int_{\phi_0}^{\phi} d\phi I_j(\phi) \left\{ \int_{\phi}^{\phi_0} I_j(\phi^1) \frac{\partial}{\partial \phi^1} \frac{\partial}{\partial \phi^1} \left[ G(\phi^1) - G(\phi^1) \right] d\phi^1 \right\} (5.27) \]
The first integral in Equation (5.27) may be integrated by parts twice, once with respect to $\phi$ and once with respect to $\phi^1$ which gives

\[
\int_0^\phi \int_0^\phi \frac{dI_i(\phi)}{d\phi} \frac{dI_j(\phi^1)}{d\phi^1} [G(\phi + \phi^1) - G(\phi - \phi^1)] d\phi d\phi^1 
\]

(5.28)

where use has been made of

\[
I_i(\phi_0) = I_j(\phi_0) = 0 \quad \text{and} \quad G(\phi^1) - G(-\phi^1) = 0
\]

If Equation (5.28) is substituted into Equation (5.27) the result is

\[
\int_{ij} = \int_0^\phi \int_0^\phi \frac{dI_i(\phi)}{d\phi} \frac{dI_j(\phi^1)}{d\phi^1} [G(\phi + \phi^1) - G(\phi - \phi^1)] d\phi d\phi^1 
+ \int_0^\phi \int_0^\phi I_j(\phi^1) I_i(\phi) \kappa^2 [f(\phi + \phi^1) G(\phi + \phi^1) + f(\phi - \phi^1) G(\phi - \phi^1)] d\phi d\phi^1
\]

(5.29)

It will be reiterated that Equation (5.29) holds only when the following are true:

1) $I_i, I_j$ are even functions and vanish at $\phi_0$
2) \( R \) is linearized, i.e., \( R(\phi - \phi^1) = R(\phi^1 - \phi) \).

The integrals in Equation (5.29) are two dimensional integrals and need to be integrated once analytically to be suitable for numerical computation. The reason for this is that the integrands are rapidly varying functions of the variable of integration and numerical integration requires either a very small step size or a variable step size technique. Either of the two techniques is prohibitive in the amount of machine time required for two dimensional integrals.

However, one is indeed fortunate that after a change of variable the integrals may be integrated analytically once. The resulting one dimensional integrals are then numerically integrated by a variable step size technique.

Let

\[
\begin{align*}
 u &= \phi^1 \\
 v &= \phi - \phi^1
\end{align*}
\]

(5.30)

Recall that

\[
I_1(\phi) = \sinh \gamma_1(\phi_o - \phi) \quad \frac{dI_1(\phi)}{d\phi} = -\gamma_1 \cosh \gamma_1(\phi_o - \phi)
\]

\[
I_2(\phi^1) = \sin \beta_2(\phi_o - \phi^1) \quad \frac{dI_2(\phi^1)}{d\phi^1} = -\beta \cos \beta_2(\phi_o - \phi^1)
\]

If the change of variable in Equation (5.30) is made then

\[
I_1(\phi) I_1(\phi^1) = \frac{1}{2} [\cosh \gamma_1(2\phi_o - u) - \cosh \gamma_1 v]
\]

(5.31)
\[
\frac{dI_1(\phi)}{d\phi} \frac{dI_1(\phi^1)}{d\phi^1} = \frac{\gamma_1^2}{2} \left[ \cosh \gamma_1 (2\phi_o - u) + \cosh \gamma_1 v \right] \tag{5.32}
\]

\[
I_1(\phi) I_2(\phi^1) = \frac{i}{2} \left[ \cosh \gamma_3 (2\phi_o - u) \cosh \gamma_2 v - \sinh \gamma_3 (2\phi_o - u) \sinh \gamma_2 v \right. \\
- \cosh \gamma_2 (2\phi_o - u) \cosh \gamma_3 v + \sinh \gamma_2 (2\phi_o - u) \sinh \gamma_3 v \right] \tag{5.33}
\]

\[
\frac{dI_1(\phi)}{d\phi} \frac{dI_2(\phi^1)}{d\phi^1} = \frac{\gamma_1^2}{2} \left[ \cosh \gamma_3 (2\phi_o - u) \cosh \gamma_2 v - \sinh \gamma_3 (2\phi_o - u) \sinh \gamma_2 v \right. \\
+ \cosh \gamma_2 (2\phi_o - u) \cosh \gamma_3 v - \sinh \gamma_2 (2\phi_o - u) \sinh \gamma_3 v \right] \tag{5.34}
\]

\[
I_2(\phi) I_2(\phi^1) = \frac{1}{2} \left\{ \cos \beta_2 v - \cos \beta_2 (2\phi_o - u) \right\} \tag{5.35}
\]

\[
\frac{dI_2(\phi)}{d\phi} \frac{dI_2(\phi^1)}{d\phi^1} = \frac{\beta_2^2}{2} \left[ \cos \beta_2 (2\phi_o - u) + \cos \beta_2 v \right] \tag{5.36}
\]

where

\[
\gamma_2 = \frac{\gamma_1 + \beta_2}{2}
\]
and

\[ \gamma_3 = \frac{\gamma_1 - i\beta_2}{2} \]

Since the assumed currents are exponential in form and, of course, have the property \( e^{(x+y)} = e^x e^y \), the products of the currents and their derivatives separate into products of functions of the form \( U(u) V(v) \), where \( U \) is a function of \( u \) alone and \( V \) is a function of \( v \) alone. This particular property of the currents permits the two dimensional integrals, Equation (5.29) to be integrated once analytically.

The integrals, Equation (5.29), are now of the form

\[
\frac{1}{2} \oint_{ij} F_1(\phi_1, \phi_2) F_2(\phi_3, \phi_4) d\phi_1 d\phi_2 \quad (5.37)
\]

The Jacobian of the transformation given in Equation (5.30) is \( \frac{1}{2} \). The integral in Equation (5.37) may then be written as

\[
\frac{1}{2} \oint_{ij} F_1(u) F_2(v) dudv \quad (5.38)
\]

where \( R_{uv} \) is shown in Figure 5.2.
If the integration with respect to $u$ is to be integrated first, i.e., able to be integrated analytically, Equation (5.38) is written as

$$
\frac{1}{2} \mathcal{J}_{ij} = \int_0^\phi \int_v^{2\phi - v} \frac{F_2(v) + F_2(-v)}{2} \, dv \int_v^{\phi} F_1(u) \, du
$$

(5.39)

On the other hand if the integration with respect to $v$ is to be performed first, Equation (5.38) is written

$$
\frac{1}{2} \mathcal{J}_{ij} = \frac{1}{2} \int_0^\phi F_1(u) \, du \int_u^{2\phi - u} F_2(v) \, dv + \frac{1}{2} \int_0^{2\phi - u} F_1(u) \, du \int_{-u}^{\phi} F_2(v) \, dv
$$

(5.40)
If the currents and their derivatives, Equations (5.31) through (5.36), are substituted into Equations (2.39) and (3.40), and the integrations first are performed, the results for the integrals, Equation (5.29), are obtained after considerable analytical integration. The results are

\[
\mathcal{J}_{11} = \int_{0}^{\phi_0} \left\{ \left[ \gamma_1^2 + k^2 f(u) \right] \left[ u \cosh \gamma_1 (2\phi_0 - u) - 2 \phi - u \cosh \gamma_1 u \right] \right. \\
+ \left[ \gamma_1^2 - k^2 f(u) \right] \left[ \frac{2 \sinh \gamma_1 u - \sinh \gamma_1 (2\phi_0 - u)}{\gamma_1} \right] \right\} G(u) \, du \\
+ \int_{\phi_0}^{2\phi} \left\{ \left[ \gamma_1^2 + k^2 f(u) \right] (2\phi_0 - u) \cosh \gamma_1 (2\phi_0 - u) \right. \\
+ \left[ \gamma_1^2 - k^2 f(u) \right] \left( \frac{\sinh \gamma_1 (2\phi_0 - u)}{\gamma_1} \right) \right\} G(u) \, du \tag{5.41}
\]

\[
\mathcal{J}_{12} = \int_{0}^{\phi_0} G(u) \left[ \left[ \gamma_1 \beta_2 - i k^2 f(u) \right] \left\{ \frac{\sinh \gamma_3 u}{\gamma_3} \cosh [\gamma_2 (2\phi_0 - u)] \right\} \right. \\
- \left. \cosh \gamma_2 u \right. \left\{ \frac{\sinh \gamma_3 (2\phi_0 - u)}{\gamma_3} - \sinh \gamma_3 u \right\} \\
+ \left[ \gamma_1 \beta_2 + i k^2 f(u) \right] \left\{ \frac{\sinh \gamma_2 u}{\gamma_2} \cosh \gamma_3 (2\phi_0 - u) \right\} \\
+ \left[ \gamma_1 \beta_2 + i k^2 f(u) \right] \left\{ \frac{\sinh \gamma_3 u}{\gamma_3} \cosh \gamma_2 (2\phi_0 - u) \right\}
\]
\[
\sinh \gamma_2 u \left( \frac{\sinh [\gamma_2 (2\phi_0 - u)] - \sinh \gamma_2 u}{\gamma_2} \right) du \\
+ \int_{\phi_0}^{2\phi_0} G(u) \left\{ \left[ \gamma_3 \beta_2 - ik^2 f(u) \right] \frac{\sinh \gamma_2 (2\phi_0 - u)}{\gamma_3} \cosh [\gamma_2 (2\phi_0 - u)] \right\} \left\{ \left[ \gamma_2 \beta_2 + 2k^2 f(u) \right] \frac{2 \sin \beta_2 u - \sin \beta_2 (2\phi_0 - u)}{\beta_2} \right\} \\
+ \int_{\phi_0}^{2\phi_0} G(u) \left\{ \left[ \gamma_2 \beta_2 + k^2 f(u) \right] \frac{\sin \beta_2 (2\phi_0 - u)}{\beta_2} + \left[ \beta_2^2 - k^2 f(u) \right] (2\phi_0 - u) \cos \beta_2 (2\phi_0 - u) \right\} G(u) du
\]

where

\[
f(u) = a^2 \cos u + \frac{\gamma_2}{2}
\]

\[
G(u) = \frac{e^{-ikR}}{R}, \quad R^2 = \left[ 2a \sin \frac{u_0}{2} \right]^2 + (\gamma_2^2) + \left( \frac{\sigma}{2} \right)^2
\]

\[
\gamma_2 = \frac{Y_{1+i}}{2}, \quad \gamma_3 = \frac{Y_{1-i}}{2}
\]
The integrals are now in a form suitable for numerical evaluation and hence the complex constant $A$ may be found from Equation (5.22) which is repeated here for convenience after the numerator and denominator on the right hand side are multiplied by a constant.

$$A = \frac{I_2(0) \int_{11} - I_1(0) \int_{12}}{I_1(0) \int_{22} - I_2(0) \int_{12}}$$  \hspace{1cm} (5.44)

with

$$I_1(0) = \sinh \frac{\gamma_1 \phi}{c}$$

and

$$I_2(0) = \sin \frac{B_2 \phi}{2 \theta_0}$$

5.3.4 Results of the Numerical Integration

The integrals in Equation (5.44) were evaluated using a variable step size technique and the value of $A$ was determined for helices with a total of 8, 12, and 16 turns. All helices have a pitch angle $\Psi = 12.6$ and a tape width $\delta = .15$.

One is interested in how much of the second mode is launched as compared to the first mode. For this reason the results for $A$ are not given, but the values for $|a| = \frac{A}{\sinh \frac{\gamma_1 \phi}{c}}$ are given. The magnitude of $a$, $|a|$, approximately equals the ratio of the amplitude of the first mode. The approximation arises from ignoring the term $e^{-2\gamma_1 \phi \theta_0}$ as compared to unity. The approximation is better than 2% on the worst case and often better than .05%. 
In Figure 5.3 $|a|$ is plotted as a function of frequency for the three different length helices. It is to be noted as frequency is increased the general trend is for an increase in second mode. This functional variation is identical to what was found for the infinite helix as shown in Figure 2.1.

The oscillations in the amplitude of $a$ may be caused by the variation of input impedance of the helix. The minimums of $|a|$ occur near values of $k$ which correspond to values of $\frac{\beta}{r_2}$ that make the helix resonant. The magnitude of the total current on a helix of 12 turns for two different frequencies is shown in Figures 5.4 and 5.5. At the lower frequency, $k = .17$, the attenuation for the first mode was smaller than at the higher frequency, $k = .29$. Consequently, the total current does not decay as fast at the lower frequency. In addition, the amplitude of the second mode is less at the lower frequency. Therefore, the second mode does not give the pronounced standing wave as at the higher frequency. Figures 5.6a, 6b, and 6c show that $k - \beta$ diagram in the region of interest in this chapter.

5.4 Summary

Two source problems were investigated in this chapter, one an infinite helix and the other a finite helix. Both problems were similar in that the helices were fed at the origin with sources of small extent, essentially 5 - 8 sources. In both problems the object was to find the relationship between the amplitudes of the two predominant modes constituting the current on the helix. The phase constants determined by solving the determinantal equation in previous chapters were used in finding the relative amplitudes of the two modes.
Figure 5.3. Relative Amplitude of the Two Modes on a Finite Helix as a Function of Frequency.
Figure 5.4. Magnitude of the Current on a Finite Helix: $\bar{k} = .17$. 

- $k = .17$
- $\psi = 12.6^\circ$
- $\alpha = .335$
- 12 turns
Figure 5.5. Magnitude of the Current on a Finite Helix: $k = 0.21$.
Figure 5.6a. The $k - \beta$ diagram for the tape helix near $k_{c1}$; Mode 1; $\psi = 12.6^\circ$, $\alpha = .335$. 

$\psi = 12.6^\circ$
$\alpha = .335
Figure 5.6b. The $k - \beta_i$ diagram for the tape helix near $k_{cl}^1$; Mode 1; $\psi = 12.6^\circ$, $\alpha = 0.335$. 

$\psi = 12.6^\circ$

$\alpha = 0.335$
Figure 5.6c. The $k - \beta$ diagram for the tape helix near $\bar{k}_{cl}$; Mode 2; $\psi = 12.6^\circ$, $\alpha = 0.335$. 

$\psi = 12.6^\circ$

$\alpha = 0.335$
The relative amplitude of the two modes in the case of the infinite helix was found by evaluating the contribution made by the leaky wave poles to the inverse Fourier transform of the source problem. The leaky wave poles are the solutions to the determinantal equation.

The relative amplitude of the two modes in the case of the finite helix was found by using a variational formulation to find the relative amplitude to give the best input impedance in terms of the two current waves which correspond to solutions of the determinantal equation.

It was found that the second mode increased in amplitude as the frequency was increased for both problems. In addition, when the helix was truncated, there was an end effect and the oscillations of the relative amplitude agree well with the expected variations of the input impedance for the second mode.
6. COMPARISON WITH EXPERIMENTS

6.1 Marsh's Experiment

6.1.1 Introduction

In 1950 Marsh\textsuperscript{18} reported that he had measured the current distribution of a six turn helix fed against a ground plane. In addition to measuring the current he was able to empirically fit the results by assuming two current modes each of which was reflected from the end.

For the empirical results he chose the current as

\[ I = e^{-i(\alpha_1 + i\beta_1)z} - i\beta_2z \ (\alpha_1 + i\beta_1)z + i\beta_2z \]

The real constants \( \alpha_1, \beta_1, \) and \( \beta_2 \) and the complex constants \( a, b, \) and \( c \) were chosen by Marsh to fit his measured data. He obtained excellent agreement.

6.1.2 Phase Constants

The phase constants calculated by solving the determinantal equation agree well with Marsh's empirically determined phase constants as shown in TABLE I.

\begin{center}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
\( k \) & \( \alpha_1 \) & \( \beta_1 \) & \( \beta_2 \) & \( \alpha_1 \) & \( \beta_1 \) & \( \beta_2 \) \\
\hline
.1488 & .0078 & 0 & .681 & .69 & 1.193 & 1.15 \\
.1734 & .0636 & .069 & .795 & .808 & 1.173 & 1.175 \\
.2115 & .1548 & .1065 & .969 & .875 & 1.356 & 1.212 \\
\hline
\end{tabular}
\end{center}
The calculated phase constants in TABLE I correspond to tape helix parameters, \( \psi = 12.6^\circ \), \( a = 4.305 \) cm and \( \delta = .15a \). The empirically determined phase constants by Marsh correspond to parameters \( \psi = 12.6^\circ \) and \( a = 4.305 \) cm. The wire diameter is not reported by Marsh and a tape width was chosen to be approximately equal to the wire diameter inferred from a photograph in Marsh's report. For \( B_1 \) Marsh used \( B_0 \) corresponding to a wave traveling down the wire with the velocity of light.

### 6.1.3 Amplitude Constants

The solution for the helix fed against the ground plane was not attempted. However, it is interesting to compare the magnitude of the amplitude coefficients obtained for: 1) The infinite helix fed at origin; 2) the finite helix fed at the origin, and 3) Marsh's empirical results for the helix fed against a ground plane. The comparison is shown in Figure 6.1. Note that, as \( k \) is increased, one in general expects the second mode amplitude to increase relative to the first mode amplitude. Marsh, in empirically determining the amplitude coefficients, did not insist on zero current for each mode or total at the end of the helix. He permitted energy propagation down the helix in mode 2 to be converted into mode 1 to be reflected. This is reasonable since at the discontinuity the waves are "relaunched" and mode 1 is easier to excite than mode 2 as shown by the calculations of Chapter 5. Since only a portion of the mode 2 current returns this may permit a larger mode 2 current to be launched and hence a larger relative amplitude, \( a \). In Chapter 5, where source problems were investigated, each mode current was forced to be zero at the end of the helix.
Figure 6.1. Relative amplitude of the two modes compared for a) infinite helix, b) finite helix and c) Marsh's empirical work.
6.1.4 Summary

Marsh was able to empirically fit the measured current distribution on a six turn helix fed against a ground plane by assuming two current waves each reflected at the end. The phase constants calculated in this report agree well with Marsh's empirically determined phase constants. In addition the amplitude coefficients calculated in Chapter 5 behave similarly to Marsh's coefficients.

6.2 Other Experiments

Both McClelland, on the conical equiangular spiral, and Patton, on the bifilar helix fed out of phase, have performed experiments which support the use of the approximation for the current by only the two modes. The bifilar helix fed out of phase has a determinantal equation which is related to the determinantal equation for the monofilar helix studied in this report. The determinantal equation for the bifilar helix has only the terms corresponding to \( n \) odd as coefficients to \( D_n \) as compared to the determinantal equation for the monofilar helix. One expects similar behavior of the solution near \( \beta_1 = 2 \) but certainly different solutions near \( \beta_1 = 2 \) since the terms containing \( \tau_{-2} \) are missing. The conical equiangular spiral is the log-periodic version of the bifilar helix. Both works, McClelland's and Patton's, support the calculations reported here in the following manner:

1) As the frequency is increased above a value corresponding to \( \tilde{k}_{c1} \), the current decays, indicating radiation. The higher \( \tilde{k} \) the more attenuation, indicating \( \beta_1 \) increasing as \( \tilde{k} \) is increased.

2) As \( \tilde{k} \) is increased still further the current has a small standing wave component occurring indicating that mode 2 is present.
The foregoing experimental results are exactly what would be predicted from the solution of the determinantal equation and the corresponding study of the source problem.
7. SUMMARY

7.1 Original Work Done

Sensiper formulated and solved the determinantal equation for the tape helix treating the phase constant, $\beta$, as a real variable but Sensiper and Pierce doubted the existence of complex-valued solutions for the determinantal equation. This present work reports the solution of the determinantal equation for various values of the parameters of the tape helix, where the phase constant is complex-valued. The determinantal equation was interpreted as a complex-valued equation where the arguments of the $IK$ products are shown to be continuous functions of $k$ and $\beta$. In determining how the various arguments of the $IK$ products should be interpreted it was found useful to study two simplified equations which exhibited solutions, in certain regions of $\beta_r$, similar in character to the solutions for the determinantal equation.

Two source problems were investigated, the first an infinite helix, the second a finite helix, both fed at the origin. The amplitudes of the free modes representing the current on the infinite helix were found following Sensiper but with the phase constant, $\beta$, as a complex variable. On the problem of a finite helix a variational technique was used to find the relative amplitude of the two modes representing the current which yields the best input impedance for a current approximated by two modes which correspond to solutions of the determinantal equation. Tang used the variational technique to find the input impedance of the helical antenna (finite helix) assuming the current to be the sum of two components, the first was sinusoidal and corresponded to waves
traveling at the velocity of light; the second was also sinusoidal but
with the phase constant twice the value corresponding to phase constant
for a wave traveling at the velocity of light.

The variational technique was used in the present report to find
the relative amplitude of the two assumed modes which were used to
represent the current on the finite helix. The phase constants
corresponding to the assumed modes are the complex-valued solutions
to the determinantal equation.

7.2 Conclusions

This report indicates that it is possible to approximate the
current on a helix with current waves whose complex-valued phase constants
are found solving the determinantal equation. The value and the behavior
of the roots as a function of the helix parameters of the determinantal
equation is just that behavior which causes the corresponding current
to agree with experimental results.

The solution of the determinantal equation for $a = 10^{-30}$, an
extremely narrow tape, corresponds to the asymptotic solution obtained
by Mitra for the limiting case where the tape width tends to zero.
As the tape is made wider but still very narrow, e.g., corresponding to
$a = 10^{-30}$, the phase constant becomes complex valued and in addition
the real part of the phase constant deviates from the line $k = \beta_r \sin \psi$,
representing a wave traveling down the tape with the velocity of light.
The wider the tape the greater is the value of $\beta_1$, the imaginary part
of the phase constant. Also the wider the tape the greater is the
deviation of the real part of the phase constant from the line
corresponding to the velocity of light.
For the mode 1 solution the imaginary part of the phase constant increases rapidly as the frequency is increased above $\bar{k} = \bar{k}_{c1}$.

As the pitch angle, $\psi$, is increased the real part of the phase constant tends toward the line corresponding to the velocity of light. Also as the pitch angle is increased the maximum value of the imaginary part of the phase constant decreases.

The amplitude coefficients calculated in connection with the source problems permit the calculation of the total current on the helix. Corresponding to a frequency just above $\bar{k} = \bar{k}_{c1}$ the current is predominantly mode 1 type current and shows exponential decay away from the source. For a higher value of $\bar{k}$ the current shows the relative increase of mode 2 type which is typified by a definite standing wave of current near the reflected end for the infinite helix.

7.3 Further work

7.3.1 The Bifilar Helix

The determinantal equation has been derived for the bifilar helix when the currents are assumed balanced. This determinantal equation has only the terms on the right hand side which have form factors, i.e., the even terms are zero. Although simplified Equation (1), Section 3.2, gives an insight into the behavior of the solution, a more exact solution might be found. After one obtains the roots for the infinite bifilar helix, the source problem could be investigated with the end results the calculation of patterns. These could be checked against Patton's calculated and measured results.

7.3.2 A Conducting Cylinder Inside the Helix

Following the method similar to that used in this report, the
The determinantal equation for a concentric conducting cylinder inside the helix may be obtained. The behavior of the solutions could then be used to verify the preliminary measurements indicating that the radius of cylinder has small effect on the fields outside the helix.
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