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SUMMARY

The structures of water, aqueous solutions, and ice are

briefly reviewed, primarily with regard to their electrical

characteristics. A new model of water is proposed, based on the

concept of double-bond and vacant-bond orientational defects, and

is used for the computation of the frequency and temperature depen-

dence of pure and contaminated water (solutions).

A new cavity-perturbation measurement technique is used to

obtain the dielectric constant of water and of aqueous solutions at

microwave frequencies. The results agree well with our model of

water and its solutions, and are accurate enough to permit continuous

measurements of changes of the dielectric constant of enzyme-substrate

mixtures as a function of time after mixing. The data are interpreted

on the basis of our new model of water (the concepts of defect and

excess protons as charge carriers) and the analogy with catalytic

properties of surfaces of electronic semiconductors; water bound to

the surface of the enzyme molecule (itself constituting a surface)

strongly suggests a protonic semiconductor. The energy levels of

the water surface are modified by the presence of residues on the

enzyme molecule and may be conveniently expressed by circuit

diagrams similar to those used in integrated solid-state circuits.

The postulated circuit is a tunnel-diode oscillator, tuned to the

characteristic frequency of the substrate molecule, which it attracts

and whose bond it breaks by positive feedback.

How general the postulated scheme of reaction is remains to

be resolved by further experiments. The present contribution links

together previously separate areas of study and has therefore many

unexploited concepts of both fields as a possible resource.
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I. OBJECTIVES OF THE INVESTIGATION

A. GENERAL

The intent of the present investigation was to examine the

dielectric constant of solutions of protein molecules in an inert

state (enzymatically inactive) and then to follow any changes of the

dielectric constant as the protein (in our case the enzyme pepsin)

interacts with its substrate. In order to permit the measurement

of such rapid changes of both parts of the dielectric constant

simultaneously, a new technique was developed for the measurement

of changes in the resonant frequency and Q of a microwave cavity.

From these changes the respective dielectric constants could be

easily computed. We observed a pronounced change in the dielectric

parameters as the enzyme assumed its activated state.

The interpretation of our data posed several problems. We

had to determine what structural changes give rise to the observed

changes in the electrical parameters. For this purpose we developed

a new model of the dielectric constant of water and applied this theory

to the case where impurities (solute molecules) were present in

the water medium. In this manner we were able to see that the

changes in the values of the dielectric constant during enzymatic

activity are caused by changes in the number of defects of the

water that is adsorbed at the surface of the protein molecules.

A theory of the static dielectric constant of water advanced
I

by Haggis et al. can be used to give an estimate of the number of

water molecules that are irrotationally bound to the surface of the

protein molecule. If this theory were applied to our data we would

interpret our observations to mean that the number of adsorbed

water molecules does not change during the active period of the

catalysis, since the dielectric constant extrapolated to its static

value, which Haggis et al. relate to the number of bound water

molecules, stays constant with time.

The model developed here seems to be a more inclusive

one since it not only gives the correct values of the static dielectric

constant, but also the relaxation time of water in its pure state and
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for aqueous solutions, all as a function of temperature. We

therefore prefer to interpret our data in accordance with the new

model. If information about the water of hydration (a concept that

is not too well defined) of protein molecules is desired, then the

Haggis et al. theory should be used.

Our data are quite similar to those of Takashima and

Lumry if taken in conjunction with the experiments of Gibson
3

and Roughton. They also observe a peak in the dynamic dielectric

constant with time for the process of oxygenation of the hemoglobin

molecule. This reaction has often been thought of as a catalytic action

similar to the first step of the enzymatic reaction that we observed.

Our analysis of the data in terms of changes in the defect

concentration on the surface of the enzyme molecule warrants a

discussion of the views about the nature of the charge-transfer

process on the protein molecule. Our data indicate that the charge

carriers on the wet protein surface are protons. This view is also
4

held by many other investigators, notably King and Medley, Cardew
5 6 7 8

and Eley, Fuoss, lRiehl, and Taylor. These investigators

reached their conclusions by studies of dc conductivity measure-

ments. Rosenberg9 has performed experiments on crystalline

bovine hemoglobin that led him to the opposite conclusion, namely

that the charge carriers are electrons. His experiment, however,

does not seem to present conclusive evidence for his hypothesis.

He states that if an isolated sample of wet protein is placed between

electrodes known to block the passage of protons (his glass electrode

is probably a new type of conductive glass which, unlike all others,

does not pass protons), but known to pass electrons freely, one of

two things may occur:

(1) If the conduction process is electronic, the current

should be constant in time.

(2) If the conduction is ionic, water must be electrolysed;

and the water content must decrease in time. Therefore the

current should decrease in time.
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To justiiy the assumption made in point (2)--that water is

electrolysed and should be lost from the protein surface--that

process should be experimentally verified. Since he operated at a

hydration level of 7. 516, whereas the experiment conducted by King

and Medley4 at hydration levels below 1516 did not show any

electrolysis of the water, one should be careful in the interpretation

of Rosenberg's data

As has been shown by Eyring, Glasstone, and Laidler10 in

their theory of overvoltage, the protons that are transferred from

the solution to the electrode do not come from the hydrogen ions in

solution, but from water molecules. For the evolvement of hydrogen

at the electrode surface, the authors state that the cathode has to

be covered with a layer of adsorbed water which in turn is surrounded

by water molecules in solution. There may just be sufficient water

at the electrodes in King and Medley's experiment, whereas in

Rosenberg's there may not be enough water molecules for this

process; in any case some experimental proof of the assumption

that electrolysis occurs should have been attempted in view of the

fact that all his other observations and theoretical interpretations

hinge on the correctness of this assumption. In a later paper

Rosenberg heated his hemoglobin samples to 70 C and observed

an actual decrease of the current with time. This technique surely

must have removed some water; and his observation therefore

substantiates his alternative view, namely that the conduction

process is ionic. This fact again places the electrolysis assumption

into question.

Views of the nature of the ionic conduction mechanism vary,

although the law of conduction is the same for quite differeat

substances, such as hemoglobin, nylon, cellophane, metal films,

insulators, and cytochrome C, whose one common feature is their

ability to adsorb water. There is an agreement in the various

theories of ionic conduction, since all postulate the protons to be

the charge carriers. In view of the recent theory of the conduction

process in ice advanced by Gr~nicher et al. (cf Section IV-A-l),
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which states that a dc conductivity requires not only protons but

also the simultaneous participation of ionized states and orientational

defects, we undertook in our experiment to show that a current

actually flows on the surface of a protein resulting in part from a

change in the number of orientational defects. We were able to

arrive at this conclusion only after a reinvestigation of the theory

of the dielectric constant of water, as well as the formulation of a

new theory based on previous ones and on the experimental support

provided by the observation of the dielectric constant of an enzyme

while it was acting on its substrate molecule. This conclusion sheds

new light on the phenomenon of conduction of protein molecules in

the wet and dry state. We tentatively suggest that the conduction of

electricity in the dry protein molecule may proceed by a cooperative

effort of defects in the hydrogen bonds of the protein and ionized

states of the elements of those bonds, whereas in the wet state the

conduction is enhanced by the participation of the water molecules,

which can perform the same rotational and translational motions

with a smaller amount of activating energy.

Our experiment was only designed to show the existence of a

current resulting from defects on the surface of a protein when it is

immersed in a water medium. Different experimental evidence is

needed for the demonstration of the existence of defects in the dry

protein. There is some indication of the existence of a high-frequency

dispersion region in nylon8 owing to the amorphous regions of the

polymer. This relaxation process may well be due to defects, which

can be responsible for the amorphous structure of the polymer.

(The designation "amorphous" only means that the structure is

like that of a supercooled liquid. ) Since such a structural arrangement

is not very different from that of water with respect to the possibility

of a creation of structural defects, the analogy may not be too far

off. It also appears from the work of Taylor8 that cytochrome has

such a dispersion region and a similar polymer crystallite structure.

The activation energy for the creation of defects in dry proteins

-4-



should be rather high, since the whole planar amide unit has to

rotate. This supposition is borne out by the rather low-frequency

(and high-temperature) dispersion region observed by Taylor.

In conclusion we may say that the new way of looking at

ionic conduction discussed in Section IV-A leads one to speculate

about the conduction phenomenon in wet and dry proteins; one may,

first, construct an adequate model of the dielectric constant of

water, and second, design an experiment that could demonstrate

the existence of predicted defects on the surface of an enzyme.

That these defects--or rather currents resulting from these defects--

are only observed under the special condition of the active state of

the enzyme is a drawback from the generality of the theory; but a

different experiment, in which a direct current is passed through

proteins while the microwave dielectric constant is observed, may

well confirm the generality of the hypothesis of defects in wet and

dry proteins. The static electric field would align the defects on

the protein and thereby concentrate those defects so that the dipole

moment of the proteins is correspondingly altered, resulting in a

different value of the dielectric constant.

B. PRESENT EXPERIMENT

Two methods were used in our experimental investigation:

a cavity perturbation method for the measurement of the real and

imaginary parts of the dielectric constant, and the ninhydrin

reaction method for the determination of the extent of the hydrolysis

that occurred in the enzymatic reaction. The two methods are

discussed in Sections II-A and II-D, respectively.

The experimental results fall into three categories: time-

independent measurements of the dielectric constant, observation

of the dielectric constant as a function of time during the enzymatic

reaction process, and determination of the extent of the hydrolysis

by a spectrophotometric technique. In the first category we

measured the dielectric constant as a function of temperature of
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(1) pure water, (2) ionic solutions, and (3) solutions of hydrogen

bond-forming substances (one of the latter being a solution of

pepsin). The data are given in terms of the observed frequency

shift of the resonant frequency of the cavity and the changes in the

Q of the cavity. From those values the changes in the dielectric

constant are computed; a predetermined calibration factor is used

that was obtained from measurements of the cavity dimensions and

checked by use of an accurately known dielectric constant (that of

benzene). We also give an estimate of the experimental error in

each measurement.

The discussion of our experimental observations proceeds as

follows:

The present state of knowledge about the structure of water

and solutions as well as the structure of ice are reviewed. A

recent theory of the structure of ice both in its pure state and con-

taminated with foreign molecules suggested to us the possibility

of applying those concepts of defects in the arrangement of the

water molecules to the construction of a new model of water and

aqueous solutions. This new model does not depart radically from

the generally accepted structural concepts of water but supplements

them in such a way as to make it easier to understand and compute

the electrical behavior of water and its solutions. Instead of

considering the hydrogen bonds between the molecules responsible

for its electrical characteristics we assume, by extrapolation of

the recent theory of ice, that the defects in the structure play the

dominant role. This new model may be used in gaining a better

understanding of many physical properties of water, but we are

primarily interested in its electrical behavior. We use the model

to construct an adequate description of the dielectric constant of

water as a function of temperature and compare the theoretical

results with our experimental data. Then we apply the concepts of

our model in computing the dielectric constant of aqueous solutions,

and finally interpret our observations about the time-dependent
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behavior of the dielectric constant of enzyme-substrate solutions on

the basis of our new model. Since this method yields new information

about the behavior of enzymes we review the mechanisms of enzyme

action that rest on the electrical characteristics of the proteins, and

we find that many investigators have speculated about the importance

of water, in particular its special physical characteristics, in the

mechanisms that can be constructed to explain the catalytic activity

of proteins. We use our newly gained information to advance a model

of enzymatic action whose actual physical operation depends to a

great extent on our model of the structure of water. We postulate that

the excess energy which distinguishes a catalytic reaction from a

normal chemical reaction is supplied by an oscillator on the surface

of the enzyme molecule. This oscillator can only exist and operate

under the special conditions that prevail at the surface of the protein

molecule. Our data at present support our hypothesis of enzyme

action somewhat incompletely; furthermore, they cannot be reconciled

with similar theories of enzyme action that rest on the electrical

properties of the enzyme-substrate solution, mostly because such

theories are too general.

The contribution of the present investigation to the present

state of knowledge consists of a new method of measurement of the

dielectric constant of aqueous solutions at microwave frequencies,

a new model of the structure of water and aqueous solutions, and an

application of this model to an enzymatic reaction with a resulting

proposal of a new mechanism of the catalytic action of the enzyme.

In more general terms, however, this report points to new

avenues of investigation of biophysical processes by convenient

electronic methods and opens up the possibility of looking at dynamic

information transfer inside the living cell.
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II. METHODS

A. MEASUREMENT OF THE DIELECTRIC CONSTANT OF WATER

AND AQUEOUS SOLUTIONS AT MICROWAVE FREQUENCIES

Our method is an adaptation of the two-cavity method

proposed by Birnbaum and Franeau. A perturbation theory

developed by Slater13 gives the change in the resonant frequency

and Q of a cavity produced by the introduction of a dielectric

material into the cavity. Two cavities, designated by subscripts

1 and 2, differ slightly owing to the presence of some material in

cavity 2. If the material has a complex dielectric constant (rela-

tive to vacuum) given by e* = E' - jE" and a permeability of unity

in the absolute practical unit system, then the shift in frequency is

given by

E I E 2dv
1~ ~ E 2 f 1

fl - Z _ 'V (I)

f1 2 1 2El dV

V

where v and V are the volumes of the dielectric and the cavity,

respectively, E is the electric field intensity, and AE' is the

difference between the real parts of the dielectric constants This

equation is useful if E can be obtained easily from a known unper-

turbed field E e. g. , when the surface of the dielectric is

everywhere parallel to the electric field, as in the case of a

dielectric rod or tube that is aligned with the field lines. With

the further restrictions that both the dielectric and field lines end

on the walls of the cavity, E is set equal to E

The change in the Q of the cavity that results from the

introduction of the dielectric is given by

-8-



S 14 dv
1 1 v

Q2 Q 5EdV

V

Since we are concerned entirely with liquid samples, we

analyze further the special case of a rectangular cavity with a glass

tube parallel to the electric field lines (Figure 1). The cavity

operates in the TE104 mode. Let the subscript (s) denote proper-

ties pertaining to a solution and (w) to pure water; then the above

expressions for the two parts of the dielectric constant may be re-

written

A E'=E ' =,_ 2C (f " ) (3)
w s sfo

due to the replacement of water by an equal volume of solution, f0

is the resonant frequency of the empty cavity, and C is a constant

derived from the cavity dimensions, given by
V0

c - 0(5)
4AV

T

where V is the volume of the empty cavity, V is the volume of0 T
total dielectric material, and A is a correction factor for the

position of the tube relative to Emax

In practice the constant C cannot be calculated sufficiently

accurately from the parameters defining it since the coupling irises

in the cavity cause some uncertainty in the value of A. We there-

fore calibrated our instrument by introducing a material with a

well-known dielectric constant (benzene) into the glass tube,

replacing the air in the tube, and thus producing a frequency shift

corresponding to the difference between the dielectric constant of

benzene (E = 2,283514) and of air.

-9-
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B. ELECTRONIC INSTRUMENTATION

The electronic equipment that makes the measurement of

change in resonant frequency and cavity Q possible is shown in

Figure 2. The backward-wave oscillator produces a frequency-

modulated signal that is proportional to a sawtooth wave, which

is also used to synchronize the oscilloscope. Part of the signal is

mixed with a local oscillator to produce two intermediate-frequency

(IF) signals, which are detected by a tunable receiver. One signal

is the sum of the local-oscillator and signal-generator frequencies,

the other is the difference. The receiver can be calibrated with a

heterodyne frequency meter. The IF signals are amplified,

detected, and used for z-axis (intensity) modulation of the

oscilloscope trace to produce intensity markers of accurately known

frequency separation in units of frequency. Then the oscilloscope

trace is photographed and the response curve of the cavity is

superimposed on the same picture.

A rectangular cavity operating in the TEl04 mode is used.

It was found that cnanges in Q and in resonant frequency could be

measured with much greater sensitivity when the sample was placed

in a position off the maximum electric field--in fact, quite near the

node. It is found that changes in the electric field vector show best

there; if the sample tube were at the maximum electric field the

resulting attenuation would be too great to yield any signal at all.

In order to reduce the attenuation either the volume of the sample

or the position of the sample has to be changed. Since the volume

cannot be reduced below a practical limit, the position is adjusted

instead.

The reason why the TE 1 0 4 mode is used is similarly a

practical one: it is to optimize the ratio of cavity volume to

sample-tube volume in order to obtain an easily detectable signal.

This ratio influences the Q of the system. The better the Q the

greater the signal-to-noise ratio. An increase in cavity volume

increases Q, increase in sample volume lowers Q; values of

-11-
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these parameters were chosen that optimize the conditions to yield

the best signal-to-noise ratio. The noise itself is predominantly

residual line-frequency modulation (in amplitude and frequency) of

the microwave generator and local oscillator. Crystal noise and

vibrations of the equipment also contribute.

Similar considerations apply in determining the size of the

coupling holes. All of these parameters prove to be quite critical.

C. ACCESSORY EQUIPMENT

The only accessory equipment used in the experimental

determination of the dielectric constant of aqueous solutions was a

waterbath with a well-regulated temperature and syringes to pump

the liquid samples into the sample tube.

D. THE ENZYMATIC REACTION

Pepsin attacks the peptide bond in the substrate so that the

products of the reaction are leucine and tyrosine. Amounts of the

intact substrate and its amino acids are present in the solution and

are functions of time after mixing.

The enzyme pepsin is mixed with a synthetic substrate

(L-leucyl-L-tyrosine) and the dielectric constant of the reaction is

followed as a function of time. The substrate, owing to its low
-z

concentration (10 M), does not affect the value of the dielectric

constant of the pure pepsin and water solution. The changes

observed must be therefore caused by changes in the characteristics

of the enzyme water relation only. Since the concentration of the

pepsin had to be rather high (3. 64% or 10 3 M) to affect the value

of the dielectric constant of pure water sufficiently, the reaction

proceeded quite rapidly. To correlate the data of the electrical

behavior of the reaction with the actual chemical changes the

appearance of the product of the enzymatic reaction had to be

observed.

The enzyme is stopped from further action after the

dielectric constant has been measured by addition of ethylene glycol

-13-



monomethyl ether. Ninhydrin is then added to the solution, and

the solution is heated to let the ninhydrin react with the free amino

groups present in the solution. As the enzyme concentration stays

constant with time, the color that is produced by the ninhydrin varies

in accordance with the appearance of the products. By comparing

the light absorption of a standard solution consisting of the enzyme

and the products of the reaction (10-3 M pepsin, 10- M leucine,

10- M tyrosine) with the light absorption of the solution at time t,

the relative amount of substrate and products can be found.

L-leucyl-L-tyrosine has only one free amino group, whereas leucine

and tyrosine not linked by the peptide bond have two free amino

groups. At the end of the reaction the amount of light absorbed

should therefore be just twice the value of light absorbed at t = 0,

the start of the reaction.

The above method of monitoring the enzymatic reaction is

an adaptation of a method used by Baker15 and originally developed

by Moore and Stein. 16

III. EXPERIMENTAL RESULTS

A. CALIBRATION

1. CAVITY DIMENSIONS. As we have seen in Section II,

the determination in the change in the real part of the dielectric

constant depends on the knowledge of several factors: the resonant

frequency of the empty cavity, the shift in frequency owing to the

change in the dielectric constant of the material filling the glass

tube, and a calibration factor C. The calibration factor C in

turn depends on the ratio of the volume of the empty cavity to the

volume occupied by all dielectric material (glass tube and filling

material) and on a factor that measures the position of the glass

tube relative to the location of the maximum electric field strength

in the cavity.

The volume of the empty cavity can easily be determined

from a measurement of the inside dimensions of the cavity. The
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other dimensions similarly can be determined by such measurements,

and A is found from the ratio of the square of the electric field at

its maximum to that at the position of the sample tube. This ratio

can be simplified to

A= (E/E M) = sin2 (4r z/d) (6)

The factor 4 appears in the argument of the sine because the cavity

operates in the TE 1 0 4 mode and therefore has four maxima along

the z axis.

The dimensions (in inches) as shown in Figure 1 are as

follows: a = 0. 900, d = 3ý 482, R = 0. 0408, and z = 0. 0305. The

relations between those parameters are expressed as follows:

V 0 - ahd (7)

V = 2R h (8)
TD

V0/V TD ad/irR2  (9)

so that
2

A = sin (4 T z/d) = 1. 191 (10)

C = V0 /4V TDA (11)

C = (1. 26 + 0. 009) x 104  (12)

The accuracy of the measurements could have been improved to

four significant figures, but such a procedure was deemed unnecessary

because frequency shift and Q could be measured by the present

method only to three significant figures.

2. CALIBRATION WITH BENZENE. Since the dielectric

constant of benzene was accurately determined in the microwave

range by a different method14 we used this substance to determine

C in an alternate way. As the air with a dielectric constant

E ' = 1. 0006 is displaced by benzene with a constant e ' = 2. 2835 the

AE ' = 1.284. The measured change in resonant frequency was

(4.81+ 0.02) x 105 cps.

The resulting value of C is (1. 260 + 0. 006) x 10 4, in very

good agreement with the value obtained above.
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3. RESONANT FREQUENCY OF CAVITY The resonant

frequency of the empty cavity is determined by superimposing the
"11pip" of an absorption type of wavemeter on the test-cavity response

curve. This positioning can be made quite accurately by adjusting

the resonant frequency of the wavemeter so that the resulting waveform

has two peaks instead of one and the peaks are of equal height; then

the wavemeter absorption curve is positioned at the center of the

response curve of the sample cavity. By this procedure the resonant

frequency of the empty cavity was found to be 9. 49 x l09 cps.

Here again the value of the resonant frequency could have been

determined much more accurately, but a value with only three

significant figures was deemed to be sufficient.

4. DETERMINATION OF THE FREQUENCY SHIFT. To

determine the frequency shift of the resonant frequency of the

sample cavity the following procedure was applied. The response

curve of the cavity with one known dielectric in the glass tube and

the unknown constant were photographically recorded from the oscil-

loscope trace on Polaroid Land Type 46 projection film and then

enlarged. The separation of the maxima of the curves was

converted by means of a calibration curve to values in terms of

frequency separation. The oscilloscope trace was calibrated by

the output of the tunable receiver, which gave an amplitude-modulated

signal whose two peaks were separated on the time axis of the trace

by twice the value of the frequency to which the receiver was tuned.

The accuracy of the receiver could be checked with a heterodyne

frequency meter. The picture of the output of the receiver was also

enlarged and provided the sought conversion factor. The errors

inherent in this procedure could not be reduced to less than 1 per

cent because of the finite width of the trace and slight inaccuracies

in fixing the location of the maximum of the response curve. Much

more sensitive techniques could be devised for more accurate

measurements, but would involve more electronic equipment and

lead to a considerable additional cost.
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5. CHANGE IN Q OF THE SAMPLE CAVITY. The

oscillographs were also used to determine the change in the Q

of the resonant cavity with the standard and the unknown dielectric

constant. After calibration of the amplitude of the oscilloscope

deflection with the precision attenuator in terms of decibels) the

values of the Q's were computed using the standard formula for

the Q of a cavity response curve. Here again the error could

not be reduced below 1 per cent owing to the same uncertainties

as were mentioned above, namely width of oscilloscope trace and

noise in the trace. By an electronic system specifically designed

to measure the Q of the cavity response curves these errors

could very well be reduced by at least a factor of 10.

B. EXPERIMENTAL DATA

1. TIME-INDEPENDENT MEASUREMENTS OF DIELECTRIC

CONSTANTS. (a) Dielectric Constant of Water as a Function of

Temperature. Pure distilled water was heated or cooled to the

appropriate temperature in the water bath and then injected into

the sample tube of the sample cavity. Almost simultaneously

the oscilloscope trace was photographed and superimposed on a

picture of a response curve taken with water at a temperature of

25 C. Another standard for comparison of the response curves

was dried air in the sample tube. Table 1 shows the shifts of the

resonant frequencies when air was replaced by water at different

temperatures and also the resulting changes in the reciprocal

values of the Q's as illustrated by Figure 3a, in which response

curves of pure water and two salt solutions are shown. The

corresponding changes in the real and imaginary parts of the

dielectric constant are computed and also tabulated, together with

the values of the extrapolated static dielectric constant. The

static dielectric constant was computed from the real and

imaginary parts of the measured dielectric-constant values F'

and F1 by use of Debye's relation for these constants. 17* Graphs

of the static dielectric constant are shown with ourvalues and those

*= E + [E" 2 /(t' - 00)], where e is the static dielectricES

constant and E the dielectric constant at optical frequencies, to

be taken as 5. 5. -17-
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TABLE 1. Dielectric-constant measurement of pure

distilled water as function of temperature.

T(°C) AfR (Mc) A(1/Q) x l0-4 AE ' AE" Ew w s

10 19.6 30. 5 52.0 38 5 53.0 38 5 84.1

15 21.2 28 5 56.3 35 9 57 3 35 9 82. 2

20 22.5 26.1 59.8 32 9 60-8 32.9 80.4

25 23.4 23. 3 62 3 Z9.4 63.3 29.4 78. 3

30 24. 0 21.2 63 8 26. 7 64. 8 26 7 76. 7

35 24. 2 19. 3 64.2 24. 3 65.2 24ý 3 75. 0

40 24.2 17 5 64.2 22. 1 65.2 22.1 73 4

45 24. 0 16.1 63.8 20. 3 64. 8 20. 3 71. 7

of Hasted and El Sabeh18 over the same temperature range and are

seen to agree very well (Figure 3b). The real and imaginary parts

of the dielectric constant are also compared with data taken at

frequencies close to the one which we used, and are shown in

Figures 4 and 5, respectively.

(b) Dielectric Constants of Solutions of Ions and Hydrogen-

Bond-Forming Materials as a Function of Concentration.

Sodium chloride, sodium iodide, and propionic acid solutions

of different molarities were compared with water at 250 C. The

solutions were at the same temperature. The procedure followed

in obtaining these values was the same as described above. The

results were tabulated in Table 2. The solution of pepsin was com-

pared with water at 370 C. This solution was held at a constant

pH of 4. 00 by use of a buffer of that pH value as supplied by Braun,

Knecht, and Heimann (BKH)
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TABLE 2. Dielectric-constant measurement of aqueous

solutions as function of concentration.

1. Sodium chloride at 250 C

Molarity AfR(Mc) A 4QxI1 AE A• E

0.33 1.43 2. 78 3. 8 3.5 59.5 25.9

0 66 2. 37 4.45 6. 3 5.6 57. 0 23. 8

1. 00 3. 35 6. 04 8.9 7.6 54.4 21. 8

2. Sodium iodide at 250 C

Molarity AfR (Mc) A(1/Q)x10- 4 A C AE f C"

0. 33 1. 02 2.46 2. 7 3.1 60 6 25 5

0.66 2. 26 5.37 6.0 6. 7 57 3 22. 7

1. 00 3. I 6.91 8.3 8. 7 55.0 20. 7

3. Propionic acid at 250 C

Molarity A fR(Mc) A(I/Qxl0-4 A " A E E

0.5 1.58 0.78 4.2 1 0 59.1 28.4

1.0 3. 01 0. 72 8. 0 0.9 55. 3 28.5

1.5 4.51 0 55 12 0 0. 7 51. 3 28. 7

4. Pepsin solution at 37 0 C and pH 4. 00

rConcentr. AfR(Mc) A(1/,x1- 4 AE ' AE " 4

0.00 - - - 65.2 24.2

3.64 2.29 -1.04 6.1 1.3 59.1 Z5.5

5.46 3. 72 -2.22 9.9 2. 8 55. 3 27.0
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2. DIELECTRIC CONSTANT OF AN ENZYME SUBSTRATE

MIXTURE AS A FUNCTION OF TIME AFTER MIXING. In this

experiment the standard for comparison of the cavity parameters

was water at a temperature of 37 0 C. Pictures were taken after

the solution was injected into the sample tube within 1 - 2 sec.

The solution was collected at these time intervals in a vessel

partially filled with ethylene glycol monomethyl ether to stop the

process of reaction and to analyze for the extent of the hydrolysis

of the substrate molecules. Since this experiment extended over a

relatively long time interval a small correction for the drift of the

frequency of the sweep oscillator had to be applied. The values of

the frequency and Q change are shown in Table 3 as functions of

time after mixing of the enzyme and the substrate molecules,

together with their respective values of changes in dielectric

cons tants.

3. MEASUREMENT OF THE APPEARANCE OF THE

PRODUCTS OF THE ENZYMATIC REACTION BY SPECTROPHOTO-

METRIC TECHNIQUE. The enzyme-substrate mixture flows

through the glass tube in the sample cavity, where its dielectric

constant is determined, and from there into a beaker where the

solution is mixed with ethylene glycol monomethyl ether. This

substance stops the process of the enzymatic reaction, so that the

products of the reaction may be analyzed at the times when their

dielectric constants are determined. The mixture of the enzyme-

substrate product solution and the added inhibitor are then diluted

by a factor of 100 and boiled for 15 minutes with the ninhydrin

reagents, care being taken to insure that loss of solution during

this process by evaporation is minimized. A standard solution

consisting of the same enzyme concentration as used in the

experiment (10- 3M) and products of the reaction (10-2M leucine

and 10- M tyrosine) is subjected to the same treatment as the

reacting enznyme-substrate mixture solution. The standard and

the reacting mixtures are then compared in a Klett-Summerson

photoelectric colorimeter. The variation in the reading of that

-24-



TABLE 3. Dielectric-constant measurement of pepsin and

L-leucyl-L-tyrosine as function of time after mixing.

t(min) Af R A(I/Q)x10" 4 A( AC E C ' X

0 2.29 -1. 04 6.1 -1.3 59. 1 25.5 0.476

3.6 2.29 0. 08 6. 1 0. 1 59.1 24. 1 0.450

4.6 2. 33 0. 24 6.2 0. 3 59.0 23.9 0.439

6.0 Z. 41 -0.24 6.4 -0.3 58. 8 24.5 0.460

7.1 2.41 -0.40 6.4 -0.5 58.8 24.7 0.463

10.0 2.49 -0.48 6.6 -0.6 58. 6 24.8 0.467

15. 0 2. 37 -0.40 6.3 -0.5 58.9 24. 7 0.463

20. 0 Z. 41 -0.32 6.4 -0.4 58. 8 Z4.6 0.462

25.0 2.49 -0. 09 6.6 -0. 1 58.6 24.3 0.458

30. 0 2. 37 -0.55 6.3 -0. 7 58. 9 24.9 0.467

35.0 2. 30 -0. 72 6.1 -0.9 59. 1 25. 1 0.468

40.0 2.61 -0.88 6.9 -1.1 58.3 Z5.3 0.479

45.0 2.37 -0.96 6.3 -1.2 58. 9 25.4 0.476

60. 0 2.49 -0.96 6.6 -1.2 58.6 25.4 0.469

mixture with time is shown in Figure 6. By comparison of these

readings with those of the standard the concentration of free

aminogroups relative to those of the standard can be determined,

and from that concentration the extent of the hydrolysis can be

compated to vary with time (Figure 7). The error in this determi-

nation is about 2. 5 per cent (which is rather high) and is mostly

due to errors in dilution, possible evaporation, and reading of the

instrument scale.
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IV. DISCUSSION

A. REVIEW OF THE STRUCTURE OF ICE AND WATER

Water has often been described by the term "broken-down

ice structure. " We shall first review this "ideal" arrangement

of the water molecules.and then the structure of water proper, in

order to show how some concepts about the structural arrangement

in ice are modified by thermal and steric perturbations. This

procedure will enable us to gain more insight into the intricacies

of the structure of the liquid state of water.

I. THE STRUCTURE OF ICE. Under ordinary conditions

water crystallizes in a hexagonal structure of space group

D6h _ P 6
3 /mnc. 21 Each oxygen atom is surrounded by four oxygen

atoms at a distance of 2.76 A. The tetrahydra thus formed are

practically ideal. This is a very open structure which causes ice

to have a low density. This structure is the one expected in case

O - H . . 0 hydrogen bonds are formed, with each bond making

greater or less use of one of the four valence electron pairs of

each of the two bonded oxygen atoms. A given hydrogen atom is

closer to one oxygen atom than to the other and each 0 atom has

two H atoms bonded to it by strong bonds. In the gas molecule

the 0-H distance is 0. 96 A; a rather small difference is found

in the frequencies of the vibrational motions of the molecule

involving the stretching of the 0-H bonds observed for ice and

water vapor; this difference has been interpreted22 as corres-

ponding to the value 0. 99 X for the O-H bond distance in ice.
23

Bernal and Fowler suggested the following rules for the

hydrogen positions:

(I) The H atoms lie on the lines connecting the neighboring

O atoms;

(2) there is only one H atom on each such linkage; and

(3) each 0 atom has two H atoms at a short distance and

hence water molecules are preserved.
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Pauling24 calculated the number of possible configurations
N

that are compatible with these three rules to be (3/2)N, where N

is the number of oxygen nuclei per mole of ice. It can change from

one configuration into another by rotation of some of the molecules

(observable at lower frequencies) or by vibrational motion of some of

the hydrogen nuclei (at higher frequencies), each oscillating along

the line connecting two neighboring oxygen atoms. Both these

processes probably occur. The fact that at temperatures above

about 2000K the dielectric constant of ice is of the order of magni-

tude of that of water shows that the molecules can orient themselves

with considerable freedom, the crystal changing in the stabilizing

presence of the electric field from unpolarized to polarized configu-

rations satisfying the above conditions.

Many experimental facts, predominantly the zero-point
25

entropy, the neutron diffraction data, the results of investiga-
26, 27

tions of nuclear magnetic resonance, and the electrical

properties as interpreted by Granicher et al. 21 are consistent

with a concept of the structure of ice that can be summarized in

the following statements;

(1) The half-hydrogen model advanced by Pauling gives an

essentially correct description of the long-range or average struc-

ture of ice. Polarized regions of opposite orientation or regions

that are partially disordered can be joined together without violating

the Bernal and Fowler rules governing the positions of the hydrogen

atoms. Spontaneous polarization arising from an ordering of protons

along a certain axis may be possible up to 20%.

(2) A statistically disordered hydrogen arrangement exists
23

in an ice crystal that strictly obeys the Bernal-Fowler rules, so

that changes among the (3/2)N possible configurations do not occur.

A high activation energy would be necessary for such reconstructive

transitions, since a considerable number of bonds would have to be

broken.
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(3) The electrical properties of ice are explained by the

following types of imperfections in the lattice of the crystal:

(a) orientational defects

(b) ionized states

These imperfections can diffuse in the crystal and can cause

changes in the configurations of the ideal crystal. Since the number

of lattice imperfections is quite small, however, these changes are

local; furthermore, Lhe concentration of the defects decreases expo-

nentially with temperature so that at very low temperatures no

configurational changes can occur at all.

As was mentioned above, the electrical properties of ice can

be explained by the existence of lattice imperfections. Bjerrum2 8

pointed out that one has to assume the existence of two types of

defects.

(a) Orientational defects, generated by the rotation of a

water molecule around one of its four bonds, preferentially around

one of the bonds with a close-lying proton.

Two normal bonds (B) .... ................ OH. .0-

give one doubly occupied bond (D) .................. .OH. HO-

and one vacant bond (L) ................. .0 • O-

The reaction equation of this process may be written

2B t D + L (14)

The mass-action law yields for equal numbers of D- and

L-defects,

nD.nL =a 2 exp (-E 0 /kT)= wo 2  (15)

nD = N/NB; nL= N L/NB (16)

Here the number of normal bonds N B is twice the number N of 0

atoms per unit volume. The constant a takes into account the

lattice disturbance created in the proximity of a lattice defect;

nD = nL is the probability of finding a double or vacant bond on any

linkage. If the molecule adjacent to a defect rotates, the defect can

move to a neighboring linkage and is thereby enabled to move through

the crystal.
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(b) Ionized states. Hydroxyl OH- and H3 0+ hydroniumr

ions are formed when an H atom actually leaves the 0 atom to

which it was bound and attaches itself to a neighboring water mole-

cule. If such translational motions of protons follow each other,

both ionized states can propagate through the structure.

This dissociation mechanism is described by the reversible

reaction for liquid water,

ZH O- H0 3 0 + OH (17)

and again the mass-action law gives, for thermal equilibrium,

n+ n- = b exp (-EI/kT) = WI, n+ = N/N; n = N/N (18)

where E is the activation energy for pair formation and b is a

constant similar to the a used in describing the orientational

defects. However, this dissociation process has much higher acti-

vation energies than the rotational and vibrational shifts described

under "orientational" defects. These ions only take small part in

the electrical conduction process at room temperature, since their

relaxation times are relatively long (of the order of minutes at

260 0 K). Actually in pure ice the ratio of hydronium ions to

orientational-defect bond vacancies is of the order of 10-6.

2. THE STRUCTURE OF WATER. On the basis of the

kinetic theory of matter it is to be expected that collisions between

dipole molecules result in at least some cases in the colliding

molecules remaining for a time close together and mutually oriented

in a preferred manner, as a result of the attraction between the

dipoles. While so bonded they act as a single unit. These associated

molecules may consist of two or more simple (vapor) molecules

and may be themselves bonded more or less strongly with other

molecules, associated or simple, if all the molecules are

crowded rather closely together as in the case of a liquid.

This bonding together of associated molecules may result
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in the formation throughout the liquid of numerous mutually independent

groups of many molecules, all in any one group having at any instant

a similar orientation but each group undergoing a relatively slow but

continuous change in its personnel, size, and orientation. Thus the

entire volume of the liquid may at any instant be semicrystalline,

the direction of the crystal axis varying from point to point even

over minute distances, and the entire picture changing from instant

to instant.

The x-ray pattern for both ice and water indicates that on

the average each oxygen atom has four or very nearly four others as

near neighbors. Taking account of this observation in connection

with the tetrahedral molecule, Bernal and Fowler23 developed their

theory of the quasicrystalline structure of water. Katzoff2 9 thinks

that in water there is little if any periodicity in arrangement, and that

what little there may be is entirely incidental. In his view the impor-

tant thing is the relative position of adjacent molecules. They are

probably held together in nearly the same manner as in the crystal,

but except for that, the arrangement of the molecules is a random

one. He found no evidence for the definite "quartz-like" arrange-

ment or for the extensive degree of close packing as postulated by

Bernal and Fowler; his observations were in fact incompatible with

the assumption of a quartz-like arrangement. His proposed picture

is that of a broken-down ice structure.

Warren30 admits of neither as close nor permanent a binding

as is postulated by Bernal and Fowler. He regards the crystal form

merely as a kind of ideal that is more or less closely approached in

water at any instant, but that is seldom, if ever, fully realized.

Lennard-Jones and Pople31 recently have put forward the

viewpoint that there is very little breaking but considerable bending

of the bonds. They obtain very good agreement between the theoretical

and experimental temperature variation of the dielectric constant

in the range of 0-80° C but their absolute values are 20% low.

Although there must be some bending of bonds which our treatment
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neglects, it seems likely that Lennard-Jones and Pople exaggerate

its extent in attributing the broadening of the peak in the x-ray radial

distribution curve and the temperature variation of the dielectric

constant entirely to this effect. The experimental curve rather

suggests more molecules at intermediate distances and less bending

of bonds.
24

Pauling alternatively has estimated that the number of

broken bonds in water at 00C is approximately 15%.

If one tries to discuss the dielectric properties of solutions

and in particular the effect of solutes on the relaxation time of

water, it becomes important to arrive at a good estimate of the

number of bonds that are broken by the introduction of the solute

molecules. A qualitative description of this change in the relaxation
19

time has been given by Collie, Hasted, and Ritson. They picture

liquid water as consisting of microcrystalline domains whose

boundaries are in continuous movement. When an electric field is

applied the boundaries move,with the net result of an orientation

of the water molecules in the direction of the applied field. An

increase of the temperature or the addition of inorganic ions to the

solution is thought to break up the structure to some extent, to

increase the boundary area, and to shorten the relaxation time. An

increase in structural temperature is shown also by the x-ray and

spectroscopic data for ionic solutions. Haggis, Hasted, and
1

Buchanan, however, present conflicting evidence. They show

that solutions of organic ions with polar groups have longer

relaxation times than pure water. It is difficult to see how these

molecules can decrease the boundary area. Stimulated by this

incongruity, they attempt to develop a statistical approach to

supersede the structural concept. In their approximation they

neglect the bending of the bonds and also introduce some uncertainty

in the use of the term "breaking of hydrogen bonds," but neverthe-

less are able to give good estimates of the static dielectric constant

of water as a function of temperature and of the numbers of water
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molecules irrotation.lly bound to different types of solute

molecules.

(a) Orientational Defects. The basic similarity of the

structures of water and ice and of the concurrent electrical

properties leads us to assume that imperfections exist in both that

determine their behavior. One approach to that problem is to note

that a vacant bond (L) is nothing else but a missing bond in an

array of molecules. I

Haggis, Hasted, and BuchananI have computed from

currently available data the relative numbers of four-, three-,

two-, one-, and zero-bonded molecules that exist in water at a

certain temperature. Figure 8 shows these values as a function of

temperature. The total number of missing bonds or vacancy defects

is then easily computed from the relation

nL= [(4-i)/4] n. i = 0, 1, 2, 3, 4 (19)
i

where nL is the probability of finding a vacancy on any linkage

and ni is given in the calculation of Haggis, Hasted, and Buchanan.

The function n. is also plotted vs temperature on Figure 8. In1
their analysis they have assumed that a bond can either be broken

or normal, whereas in our interpretation three possibilities can

characterize the linkage of two molecules: vacant, normal, and

double bonds. Our interest is focused here on the vacant and

double bonds that are present in addition to the normal single bonds.

(b) Ionized States. The concentration of OH- and H3 0+

ions in water is obtained from the direct measurements of the ion

product of the substance. Values for the probability of occurence

of the ionized states are plotted vs temperature on Figure 9.

We have shown that one can obtain values for the probabilities

of occurrence of lattice imperfections in water. The concentration

of these defects is homogeneous in the bulk of the material since

they are able to diffuse through the crystal. Whenever a lattice
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defect has moved past a certain molecule--owing to either ordinary

diffusion or a field-induced motion--the molecule is left behind in

an orientation depending on the path and nature of the defect. Hence

a change in polarization has occurred. Since in all such processes

only one proton per molecule is actually shifted, one can either

consider the polarization change brought about by the individual

shifts or that resulting from the change in the orientation of the

dipole moments of all the molecules. In our theory of the dielectric

behavior of water we should be able to compute the polarization of

the substance in two different ways, one by considering only the

individual shifts of protons, the other by computing the dipole

moments of all the molecules.

B. NEW MODEL OF WATER USED FOR THE COMPUTATION OF

THE DIELECTRIC CONSTANT

32

As was pointed out by Eigen and de Maeyer, the rate-

determining step for proton transport in water is the reorientation

of the molecules, so that the dispersion of the dielectric constant

in water may be identified as being caused by this reorientation

process. This rotation of the molecules occurs normally in water

without the influence of external agencies and is due to the thermal
1

einergy of the substance. Haggis et al. have computed the relative

number of bonds of a water molecule at different temperatures, and

we take the missing bonds to be vacancy defects as illustrated in

Figure 10. Whereas there is a one-to-one correspondence between

the missing bonds and the vacancy defects,, the relation of the

numbers of double-bond defects to the number of normal bonds is

more complicated since rotation of a normally doubly bound or

singly bound water molecule does not produce a double-bond defect.

One would therefore expect the number of double defectsq to follow

mainly the number of normally four-bound water molecules, and

perhaps a little increased by the presence of the three-bound

molecules.
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The curve representing the number of vacancy defects as a

function of temperature is shown in Figure 11. It is calculated from
1

the data of Buchanan et al. The curve for the number of double

defects was graphically determined. The number of nD defects

in the temperature range from 370 to 3000 C is assumed to be

zero, and from those points a straight line is drawn, extrapolating

back to 0 0 C. From 10 to about 300C we assume the slope of

the curve for vacancy defects and double defects to be equal because

both of these defects are mainly caused by the reorientation of a

four-bound molecule in that temperature region. If we also note

that the curve for vacancies deviates from a straight line and that

a point exists where this deviation is a maximum, we assume this

maximum to coincide with the maximum in the number of double

defects as a function of temperature. Since the line extrapolated

from the number of vacancy defects in the high-temperature region

represents the difference between the number of vacancy defects

and double defects, it has to approach a value of zero at 00 C.

Taking all these estimates of the behavior of the orientational

defects together we were able to draw the curve for the number

of double defects ai a function of temperature, as shown in

Figure 11.

The other parameters that have to be expressed in this

model are the average dipole moments of these various types of

molecules.

1. AVERAGE DIPOLE MOMENTS. The average dipole

moment is the weighted average of the dipole moments associated

with the presence of a defect in the structure:

41)= [(ýLL) nL +4 (D)nD] / (nL + nD) (20)

where ji 2 refers to the average dipole moment associated with a

D-defect and ýL 2 that concomitant with an L-defect.

We wish to calculate the average dipole moment of one water

molecule surrounded by others. The calculation proceeds by vector
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addition of the moments of several layers of molecules, with care

taken that the orientation of the molecules is a matter of the

probabilities (gi) given in Table 4, as function of temperature.

Here (L z) is the product of the intrinsic dipole moment p. of a

single water molecule and of • = gl, the average dipole moment

of a sphere of water immersed in a medium of the same dielectric

constant, the central molecule being kept in the fixed orientation 1.

The suffixes refer to 4-, 3-, 2-, 1-, and 0-bonded molecules in

liquid water. For N4 we take Verwey's33 value of 2. 45D, which

is not very different from the value calculated assuming dipole

interaction34 for which we have an equation of the type

14 = 0 //[ 1 - (k/d 3 ) ] (21)

where k is a constant and d is the interoxygen distance. The

value of 1±0, the dipole moment of the unbonded water molecule

(whatever its environment) is taken as I. 88D. Values of 1±3' 1±z'
and 1±1 are linearly interpolated between N±4 and 1±0.

We calculate g4D as follows: jiZ = g& represents the

average dipole moment of a macroscopic sphere, in which the

central molecule remains in a fixed position 4. Protons can occupy

various positions around a single water molecule held in a fixed

orientation but the existence of a D- or L-defect limits the choice

somewhat as shown in Table 4, where the probabilities of proton

positions are depicted. If the angle between bonds is taken as 1090,

the vector 1± may be resolved into two vectors 0. 8621± along the

bonds. If we resolve in the direction of pt, we find that the contri-

bution of the central molecule and near neighbors to • is in the

case of a D-defect

0= 0. 862 1± [5 cos 54030' + - (cos 710 ) cos 540 30,] (22)
3

If we include second and third layers, we have

0= -.862 p (5a+ 5_ab+_ 1ab + _ ab? + -L99ab- + -_3 ab 3) (23)
3 3 9 9 27
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TABLE 4. Distribution of molecules around a central fixed molecule.

A. Normal 4-bonded molecule )4/27 14ý7 13/27

59 4/9 5/ýX'13/27
T (o C) g4  g 2  g1  g0  14/7 59•,,/3 , I/5 2\ >14Ig

0 Z.81 2.36 1.90 1.45 1.00 oo92/3\ " ,/'/3

25 Z. 80 2.35 1.90 1.45 1.00 0
60 2. 79 2.34 1. 89 1.45 1.00 213 /0,, ,13

100 2. 76 2.28 1. 86 1.43 1.00 /3 0 /•-3

200 2. 69 2.24 1.83 1.42 1. 00 5/9 2 /3 ,4/9

300 2. 55 2.17 1. 77 1. 39 1. 00 213 2( 213\,/I'4'19
370 (2. 34) - - - 127 5 9 "/91 13/27

,419 5/9 4/9'7
14/27 14/27 27

14/27 14 27 13/27 ,13/27

B. D-defect 4-bonded molecule X,1/9 5/9 4/9, />,

T ( C) ~ 4/2 7 5y6 1/3 2/3S,,"49 '3P7T 9C 4D g3D gD glV g0D 54•S 2/3 ,., /",4/9
/9 2/,",/3

0 3.87 2.90 1.93 0.975 01/
25 3.85 2.89 1.92 0.970 0". 0
60 3.83 2.87 1.91 0.960 0 1/3 \1I /0 ,l3

100 3. 78 2.83 1.90 0.950 0 4/9 113, /3 4/9
200 3. 68 2. 77 1. 85 0.925 0 4/ 3 !/3 I/ý 2/\34/9

• /,: i/3 ', , "" /

300 3.48 2.06 1.75 0.875 0 13127 4/",' o ' /
370 \ 3 . . . /.5/9 21 9 4' S, 5 / 7

13/27 13/27 37

00 2.35 2.01 1.68 1.34 1.00 i", 2, 1/3I

200 2.22 1. 92 1. 61 1.31 1 .0O0 14/27 5/9"4/3I32(3 I/./3 z;,519 .
300 2.0 1, .82 1.5 1, .27 1.0 oo5 '• 9, 5/9 4•\,:>'"4/2
370 1. 89 . . . .- - 14/1'"/27 1 4 /2/2 4/27
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where a = cos 540 30' and b cos 710, giving

g4D ýL/ýL = 3.94 (24)

The additional contribution from further bond layers and from closed

rings is found to be negligible.

The values of the g4L for the L-defect dipoles are computed

in an exactly similar fashion but from a different proton distribution.

The values of both g4D and g4L vary with the temperature

and the percentage of bonds broken. We first estimate the values

of g4D and g4L as follows. At 3700 C, where nearly all the bonds

are broken we should include only one layer of water molecules,

since the few molecules of a type that can be bound to others must

be surrounded by molecules which form no other bonds. In this

case we then have

04v-O. 862 (5a+ 5 ab)= 3.21 (25)

and

= 0.862 (3a + 73 ab) = 1. 89 (26)

We assume the percentage of broken bonds ( = n) to vary from

0 to 1, and g4D to vary linearly with this percentage from 3.94

to 3. 21.

We make the further assumption that there is no correlation

between the orientations of nonbonded neighbors and the central

molecule, so that g0L = 1 and g 0 D = 0.

The values of the giLD are tabulated on Figures 12 and 13

and in Table 4. These values, together with the dipole moments of

the fixed molecules (Table 5) and the relative probabilities of the

occurrence of those states, give the value of the average squares of

the dipole moments according to the relations

2 2(•'Z •'2giL n iL (1• i2 giD n iD (7

LL -.- 3 (27)
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TABLE 5. Dipole moments of fixed water molecules bound

to different numbers of neighbor molecules as function of

temperature.

T(°C) I'4 43 .11 10

0 2.45 2. 30 2.18 2. 03 1.88

25 2.44 2.29 2.17 2.03 1.88

60 2.42 2.27 2.16 2.02 1.88

100 2. 39 2. 25 2. 16 2.02 1.88

200 2.29 2.21 2.10 2. 00 1.88

300 2.18 2.10 2. 03 1.96 1.88

370 - - - - 1.88

2. THE DIELECTRIC CONSTANT OF WATER, AS

COMPUTED FROM THE ORIENTATIONAL DEFECT MODEL.

Frohlich35 has formulated a general theory of the dynamic

behavior of a dielectric containing particles of charge e with two

equilibrium positions separated by a distance 6 and a potential

barrier of height E between them. The distance of separation is

actually a statistical average of the fraction of favorable jumps of

the charges and of the shift components in the field direction of the

individual jumps. In this theory, then, the product of charge and

distance of separation of the charges is equivalent to a dipole

moment and can actually be replaced by it if we use the average

dipole moments in our calculations.

We first consider one charge that has two possible equilibrium

positions. Without an external field this charge has a certain tran-

sition probability from one position to the other one that is equal to

the probability w 0 of diffusion of that charge over the potential

barrier:

w 0 = v exp (-E/kT) (28)
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where v is the frequency of oscillation of the particle. This

argument is rather difficult to justify rigorously, but it may be

taken as qualitatively reasonable. A careful discussion is given

by Zener. 36

Starting now from equilibrium in the absence of a field, the

immediate effect of the application of a field in the A --.. B direction

is to lift the potential near A by the amount e 6 F as illustrated

in Figure 14. By introducing a normalization of the potential of the

external field the two exponents can be written in a more symmetrical

way as

E - [(e6F)/2] and E + [(e6 F)/2] (29)

With this normalization the probabilities for the transfer

of a particle are

w12 = w0 [I + (e6F)/2kT] kT < <E (30)

21

if we introduce for V exp - (E/kT) the probability w0 , where v

is the rotational frequency of the molecule which depends somewhat

on temperature.

Thus if at any instant in time there is a number of particles

NI(t) at A and a number N (t) at B, a number N1 w flows per

unit time from A to B and a number N w2 1 from B to A.

Therefore, the rates of change of N1 and N2 , respectively, are

given by

dNl/dt = -N 1w1 2 + N w2 1  (31)

dN 2 /dt = -Nzw 2 1 - N WI2 = -dN 1 /dt (32)

It follows that the total number of particles N

N = N1 + N2  (33)

is independent of time, as required, because

dN I/dt + dN 2 /dt = dN/dt = 0 (34)
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Subtraction of (31) from (32) with the use of (33) yields

d(N 2 - NI)/dt = -(w12 + wz1) (N?' - N 1 ) + (w 12 - w 2 1 ) (NI + N 2 ) (35)

Substitution of (30) into (34) gives in place of equation (35)
Sd(Nz -NI) e 6F(Nz +NI)

1 21 -(N - N) + 2 (36)
2w 0  dt 2 1 ZkT

This equation can be solved for a periodic external field written in

the form F= F0 ej t0 e6F 0  eJ(At

(N 2 -N1 ) = (N + N1) (37)
ZkT 1 + (jw/wo)

since (N2 - N1 ) e6 = P 0  (38)

* Po /f 0 F (39)

N( N+ N1 ) e2 62 /21E 0 kT]{l/[1 + (jw/2w 0 )]} (40)

If we compare this formula with the equation for a Debye dispersion

and consider E* = E '- je ", we obtain

AE OEsI - , c' = (N + N,') e l2 0/2E kT (41)
s2 10

where f s' is the static dielectric constant at w = 0 and Td is -the

relaxation time given by

Td = I/2w0 (42)

Since in this analysis we may use eJ and ; interchangeably

Eq. (41) may also be written as

Ae '-' = (N + N ) ý7/2 0kT (43)
5 00 2 1 0

Following Debyg's analysis17 the various parts of the dielectric

constant can then be computed by use of the formulae

+ s +O (44)
-+x
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E = (C s - E 0o) x/ (1+ x 2 ) (45)

ta =E -~)x(+E€x
2 ) (46)tan •=(F s - E 00o) x / (C ( Co x(6

whe re
x + 2) WT d/(E + Z) (47)

To compute those values we have to know, in addition to

AF ', the value of x. Since

x=(s+Z) Td /(ED +2) (48)

this problem is reduced to finding the relaxation frequencies of the

defects. In Eq. (42) we defined Td as equal to 1/Zw0 where,

according to (28), w 0 = v exp (-E/kT). As an electric field is

applied to the dielectric the defects move and the probabilities of

transition of D-defects wD or L-defects wL assume a value

which is the product of the probability of having a defect, times the

probability of transition of that defect:

wD= wonD' wL= w0nL (49)

and since w D = ZwD, the relaxation frequencies are

WD = nD(Vr/Z) exp (-ErD) / kT) (50)

" "L nL(r/Z) exp (-E(L)/kT) (51)

where v = vibrational frequency of the molecule. The relaxation

frequency w R of recombination of D- and L-defects is

W•= nDnL (Vr/2) exp (-ZE(D)r ZE(L))/ kT (52)

For ease in computing and tabulating we define

0+ BL / (l+x) 1"= BL xL/( + xL) (53)

since in our experiment we only observe the dispersion due to

vacancy defects. Here
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xL = [(E+ 2) / ( 0+ )L] (54)

2 2
BL K 0'= K L (55)

E 0 kT nL + nD

where K= N/E 0 k T, = B+ c., and E = 5.5. The constant

term in Eq (55) is computed to be K = 3. 03 x 103 in the absolute

practical unit system. Here N is defined by

N = NAP/M (56)

and j± is given in Debye units, p is the density of water, N is the

number of molecules per cubic meter, and M is the molecular

weight of water.

We have used this new model of the arrangement of water to

compute the value of the dielectric constant as a function of tempera-

ture. The results of these calculations are tabulated in Table 6.

TABLE 6. Theoretical computations of the static dielectric

constant of pure water.

T (°C) GL2)nL nL +nD K B s calc. sobs. As

10 1.175 0. 1620 10. 75 78. 0 83. 5 84 1 0.6

15 1-225 0. 1700 10. 55 76. 0 81.5 82. 2 0. 7

20 1.280 0. 1775 10.40 74.9 80.4 80.4 0. 0

25 1. 330 0. 1865 10. 20 72. 7 78.Z 78. 3 0. 1

30 1.385 0.1940 10. 05 71.8 77. 3 76. 7 0.6

35 1.440 0. 2030 9.90 70.3 75.8 75.0 0.8

40 1.480 0. 2120 9. 75 68. 1 73.6 73.4 0.2

45 1.545 0. 2210 9.60 67.1 72.6 71. 7 0.9

50 1.595 0. 2310 9.50 65.6 71.1 70.1 1. 0

55 1.650 0. 2410 9. 35 64. 0 69.5 68.4 1. 1

60 1.695 0. 2520 9. 25 62. 1 67.6 67.0 0.6
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The agreement is quite good in this temperature range. The

errors arise partially from errors in the observed values (about

0. 5%) and also from the uncertainty of the value of the dielectric

constant at optical frequencies. In our calculations we assumed
I

E to be equal to 5. 5 as was also assumed by Haggis et al.,

but this constant may well vary with temperature, as can be seen

from the values for the high-frequency dielectric constant that was
18

computed by Hasted and El Sabeh. These values vary between

5. 0 and 6. 0 from 0 to 60 C. In our calculations, the average

value of those constants was used,

The values of the average dipole moments of the molecules

associated with vacancy defects are shown in Figure 15 and the

numbers of the sum of both types of orientational defects as a

function of temperature in Figure 16.

These calculations assume the theoretical values of n L and

nD as given in Figure 8, and result in agreement between theory

and experiment of better than 1. 2%, compared with calculations by

Lennard-Jones and Pople31 (20%) and by Oster and Kirkwood33 (10%).

C. DISCUSSION OF EXPERIMENTAL RESULTS

1. IONIC SOLUTIONS. As examples of ionic solutions we

investigated aqueous solutions of sodium chloride and sodium iodide.

The results of the dielectric measurements are given in Table 2.

From our theory of the dielectric constant of water we see

that the effect of the introduction of an impurity (a solute molecule)

changes the number of vacancy and double defects existing in the

pure water, and that these numbers therefore have to be replaced by

ntot= nL+ An (57)

where ntot is now the total number of vacancy defects and An

signifies the increase or decrease in the original number of defects

due to the rearrangement of the molecules around the impurity or

solute molecule.
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The Debye equations applicable in the region of the electro-

magnetic spectrum which we chose for our study are those

pertaining to the number of vacancy defects in the material:

El = C0o+ [B L/M + XLJ)] E I = BL XL/(I + XL2) (58)

Here we may solve for the parameter x:

X= E'/(E' - (C) (59)

For the parameter x we may also write (cf. Sec. IV-B-2),

B+E + 2 W (B +E + 2) X
x = ' -(60)

0 +L (E +2) nL

where X is given by K = 4i exp EL/ k T. We also note that ar
change in the value of B not only signifies a change in the value of

nL or nD but a]so in the total number of water molecules NB

B = X' NBnL/(nL + nD) (61)

where N B is the number of water molecules per unit volume. This

number changes from the value in the pure substance to bne in which

some water molecules are replaced by solute molecules.

If we want to correlate an increase or decrease in the number

of vacancy defects owing to the pre'sence of the solute molecule with

a description of our experiment, we have to normalize our expression

for x in order to refer to the same number of water molecules per

unit volume:

n n n nLO + nDO ( Bc + K B 0 (62L Lc nLO; Lc\ +2 / c c Dcn L O E 0o + 2xc B c

Here the subscript c denotes values of the parameters at a certain

concentration of solute molecules, and 0 in pure water.

In the case of the sodium chloride solution the change in

vacancy defects at unimolar concentration (Figure 17) amounts to

AnL = 0. 03 which is equivalent to an increase of three vacancy
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defects per 100 normal water bonds. At that concentration there

are 50 water molecules per ion pair and about 100 bonds per 50

water molecules, so that three new vacancy defects are created per

ion pair (Figure 18). We assume that the variation of defect3 with

concentration of the substance in water varies linearly at least at

low concentrations. Figure 17 shows these values graphically.

The constant of proportionality is computed to be

K = nLW W - 0.114 x 29.4 = 0. 060 (63)
EW' - EW 63. 3 - 5.5

where the subscript w denotes values for pure water.

The value of the number of vacancy defects is then obtained

by

nLM = K(LM' - Eco) /M" (64)

where the subscript M denotes the quantity observed at molarity M.

For unimolar concentration change, the change in the number

of vacancy defects is 3% or three vacancy defects per 100 normal

bonds. Since there are 50 H 0 molecules per ion pair and 100

bonds per 50 H2 0 molecules at a concentration of 1 mole/liter, we

see that an increase of three vacancy defects results per single ion

pair.

2. SOLUTIONS OF MATERIALS FORMING HYDROGEN

BONDS. The changes in the dielectric constant resulting from the

addition of propionic acid to water are tabulated in Table 2. For

the determination of nL and nD the same procedure as described

above for the ionic solutions was followed with the exception that

here it was not necessary to correct the data obtained at the lower

frequency for the contribution of the relaxation due to ionized staten

As more hydrogen bonds are formed owing to the addition of

propionic acid a decrease in the number of vacancy defects is

observed corresponding to the fact that a water molecule adjacent to the

COOH grpup can form four hydrogen bonds, Before the introduction
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of that group an unbonded space existed temporarily that made it

possible for the GOOH group to be introduced into the structure.

After the group had become a part of the structure, some vacancy

defects could vanish, because some molecules could form bonds

with the molecules of the COOH group.

3. ENZYME SOLUTION. By the same method as described

above the number of vacancy defects was determined in a solution

of 3.64% pepsin in pH = 4 buffer solution at 37 0 C (Figure 19).

The resultant changes are also shown in Table 2 and in Figure 20.

One pepsin molecule corresponds to a decrease of approximately

2000 vacancy defects. This result is not unexpected if we note, as

shown on Table 7, that about 1000 water molecules are bound to

every pepsin molecule, as computed from the coordination numbers
37, 38

of the amino acid residues of the protein. For the enzyme

solution the constant of proportionality is determined similarly as

for the salt solutions. Since the pure water is at 37 rather

than at 25°C the constant of proportionality assumes a different

value:

n W" 0. 124 x24.2

K nLW -012x4. = 0. 050 (65)
EW)- EOD 59. 7

and the decrease in the number of vacancy defects with the
-3

addition of 10 M pepsin is found to be 2% or two vacancy

defects per 100 normal bonds. Since at 10-3 M concentration

there are 50 x 103 water molecules per pepsin molecule and

100 bonds per 50 water molecules we find that one pepsin molecule

is responsible for a decrease of approximately 2000 in the number

of vacancy defects.
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TABLE 7, Amino acid composition of the enzyme pepsin.

Number of Assoc. H 0 Total number

Amino acid residues/mole molec. /resdue assoc. H20

Aspartic acid 44 6 264

Glutamic acid 27 6 16z

Glycine 38 0 0

Alanine 18 0 0

Valine 21 0 0

Isoleucine 27 0 0

Leucine 28 0 0

Serine 44 3 132

Threonine 28 3 84

Half- c ys tine 6 3 ? 18 ?

Methionine 5 3 ? 15 ?

Proline 15 3 ? 45 ?

Hydroxyproline 0.1

Phenylalanine 14 3 ? 42?

Tyrosine 18 3 54

Tryptophan 6 3 ? 18?

Histidine 1 2 2

Lys ine 1 3 3

Arginine 2 3 6

Amide NH 36 3 108

Phosphate 1 5? 5?

Total 343 815 + 143?

Total number of bound water molecules • 1000

Sum of weights of amino acid residues = 36,422

D. DISCUSSION OF THE MECHANISM OF ENZYMATIC CATALYSIS

I. INTRODUCTION. Because of the numerous similarities

between solids and proteins as catalysts one may expect the possi-

bility of some useful extension of the results of one field into the
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other. Enzymes, however, cannot be considered a special branch

of catalysis by solids since proteins have quite unique aspects of

their own, such as higher specificity in substrate fitting, variety

in functional groups, and involvement of structural change.

Four useful properties of possible catalytic importance may

be considered:
3 9

(a) crystal-like electronic states and energy migration

devices;

(b) cooperative action by orientation of functional groups;

(c) dynamic participation of the protein structure; and

(d) special electrical properties arising from the interaction

of ionized groups with each other and with substrates.

Since we found in our experiments data pertaining mostly to

the fourth class, we shall consider only that one more closely.

2. CHARGE FLUCTUATIONS. Not much is definitely known

about the interactions of the ionized groups of proteins, although an

abundance of titration curves for proteins and pH data is available

in general. The electric interaction energies between these charges
40,41

may be quite appreciable, since the effective dielectric

constant between them is doubtless much lower than the value in bulk

water42 and since the charges are on the average not more than 10

apart on many enzymes. The energies are at least large enough to

insure a maximum concentration of the charges on the surface of the

protein, where the electrostatic potential energy is least. It is also

very likely that there are partially coupled fluctuations of charge

change across the surface of the protein resulting from the interaction

of neighboring ionic groups. Regions of high charge density of a

single sign are quite unstable. Thus the production of swelling of

proteins at extremes in pH has often been attributed to high values

of net charge.

Even though there is a constant conversion of charge isomers,

certain ionizable groups of both signs are charged most of the time,
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and the protein therefore exhibits a net permanent dipole moment.

When such a molecule is subjected to an electric field, the molecule

tends to orient itself in such a way that its dipole opposes the field.

When the field is removed, the dipole returns to a random orienta-

tion- If the superimposed field is varied in frequency a rotational

relaxation time of the molecule can be found. Such experiments

not only give the characteristic relaxation time of the molecule but

also the net dipole moment. This phenomenon has been effectively

exploited by Oncley and Wyman in protein studies.
17

The above description is due to Debye and holds only for
45

a rigid molecule with a fixed dipole. Jacobsen has questioned

this classical picture of a rigid sphere of fixed dipole moment rotating

in the solution and no longer finds it satisfactory. He found that such

a concept was particularly inconsistent with his dielectric studies on

folded polyacidbase macromolecules. When these molecules in

solution were fully oriented in an annulus across which there was a

high shear gradient, the dielectric properties were the same whether

measured across the long or short axis of the molecules. As a

substitute for the rotational picture of Debye he suggested that

proteins have a large effect in organizing the structure of water and

that it is this structure as modified by the protein that is seen in the

dielectric experiments.

In a different kind of explanation, Kirkwood and Shumaker46,47

have introduced concepts that may change the interpretation of all

dielectric phenomena in proteins. They assert that charge fluctuations

occur as proteins pass through a series of charge isomeric states

and that they have a constant dipolar field associated with them. The

fluctuations are thought of as the migration of protons among an

excess of available basic groups. Although the time-average dipole

moment of these fluctuations is zero, there is a nonvanishing

quadratic term in the moment that may be large and even larger

than the permanent dipole of the fixed charge. They originally

proposed this dipolar field as a source of protein-protein interaction,
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and recent experiments with light-scattering techniques have
48

indirectly shown that this may be the correct explanation. Their

study indicates that the dipole interaction of albumin molecules

accompanies the fluctuation of 3. 58 charge units per molecule.

3. DIELECTRIC DISPERSION OF HEMOGLOBIN. Kirkwood

and Shumaker's hypothesis and the supporting data suggest that the

dynamic interaction of ionized groups of proteins may play an

important role in protein reactions. Dielectric studies on hemo-

globin suggest that unusual effects of ionized groups may be asso-

ciated with the normal function of at least that protein. In the latter

study the dielectric relaxation time and the dipole moment of

hemoglobin were investigated at various degrees of saturation with

oxygen and carbon monoxide. A parallel series of large maxima

and minima were found with an increase of the amount of bound

oxygen or carbon monoxide. 2, 49 The effects could not be attribu-

ted to the bound molecules because of their relative magnitude and

were completely controlled by the state of oxygenation or monoxide

addition of the molecule. By studying the effect as a function of

protein concentration, aggregation or dissociation of the protein into

subunits was eliminated as a source for the change in the dielectric

parameters.

It therefore appears that the only remaining possible

explanation is that the oxygenation produces changes in the distri-

bution of the charge on the protein. The data of the change in the

electrical parameters are quite similar to the experimental data

of our study of enzymatic catalysis, although at a very different

frequency. In both cases the most probable conclusion is that

changes in the charge distribution of the protein molecule occur.

4. KIRKWOOD'S HYPOTHESIS OF ENZYME CATALYSIS.

Kirkwood50 has extended the theory of charge fluctuations he developed

with Shumaker46,47 to provide an explanation for some types of

enzymatic catalysis. Fluctuation forces arising from fluctuations

in protonic charge and charge configuration are considered to be
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of importance in an analysis of the interaction of the protein

moiety of an enzyme molecule and a substrate molecule bound to

the active site. He established that if there is an increase in the

dipole moment of the active site-plus-substrate complex in its

activation to the 'Lransition state, interaction with neighboring

basic groups of the protein by the fluctuation mechanism can

produce a substantial decrease in the free energy of activation.

Laidler51 has pointed out that the relationship between the pH

and the rate parameters predicted by the theory is not found

experimentally. This criticism would appear to be a strong one,

but it is probably unwise to ignore the possibilities of proton-charge-

charge interactions as a factor in enzymatic catalysis either in ways

we do not yet fully understand or in simpler field effects of the type
52

considered by Kirkwood and Westheimer.

E. A NEW MODEL OF ENZYMATIC CATALYSIS

In the following pages we shall attempt to show that the

decisive factor for the catalytic action of a protein is two-fold.

First, and of prime importance, is the ice-like character of the

water molecules surrounding the protein; second, the special

configuration of the protein makes it unique and enables it to act as

a catalyst in conjunction with the ice-like surface onto which it is

adsorbed.

This way of looking at an enzyme system may seem backward

since so far the blame for the catalytic activity has never been put

on the surrounding water, but always on the polypeptide chain. As

new properties of ice were discovered quite recently, however,

which led to the hypothesis that ice with certain impurities is a

protonic semiconductor, we used this analogy with electronic

semiconductors to investigate the question of catalytic activity of a

surface of ice. We shall show that the parallel with electronic

semiconductors, which have been known to be good catalysts, can

be extended to provide some good theoretical reasons to suspect that

a protonic semiconductor like ice has similar catalytic potentialities.
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We arrive from a completely different direction of attack

at a view similar to Kirkwood's50 about the mobility of the protons

or defect protons on the surface but again follow a different route to

explain the actual catalytic action. We shall use the terminology

employed in solid-state integrated electronic circuits since we

have to deal with such parameters as junctions of p- and n-type

regions and as three-dimensional configurations exhibiting impe-

dances to current flow.

1. ELECTRONIC CONDUCTION IN SEMICONDUCTORS. In

some solids electrons can be raised to the conduction band not only

by the absorption of light but also by the thermal vibrations of the

lattice, if the temperature is not too low.

Electronic conductivity in a nonmetallic solid (semiconductor)

is thus due to electrons that are released by thermal lattice vibrations

(similar to thermal collisions) and raised to a conduction band that

is unoccupied at zero absolute temperature. This process is

possible in a pure crystal only if the energy difference between the

normally empty and normally filled energy bands is not too large

compared with the thermal energy. Such a crystal with a small gap

between the two bands (e. g. , germanium with a gap of 0. 75 v) is

called an intrinsic semiconductor.

A crystal that is not an intrinsic semiconductor may be made

into a semiconductor by introducing into it foreign atoms or a

stochiometric excess of one of the component atoms which has a

sufficiently small ionization energy in the crystal. It is then called

an extrinsic semiconductor. In the energy-band model (Figure Zla)

the energy states D of the valence electrons of these interstitial

atoms are situated so closely below the normally unoccupied conduc-

tion band B that electrons can get from D into the band B as a

result of thermal ionization of the metal atoms. This type of crystal

is called an excess or n-type semiconductor, because negative

charges are released from the D (or donor) levels.
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FIGURE 21. -- Energy levels of electronic semiconductors.
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The third possible type of semiconductor is called the

p-type or defect semiconductor because it has a defect of metallic

atoms in the lattice or an excess of electronegative constituents.

The energy states of these electronegative atoms lie closely above

the band A of the crystal which is completely occupied by electrons.

Only a small amount of energy is necessary to capture an electron,

i. e., to bring it from the crystal energy band A to the normally

dnoccupied levels C of the electronegative atoms, where it is held

fast (Figure 2lb). The "holes" which are thus produced in the

previously full band of the crystal have an effective positive charge

and are mobile. These atoms are also called acceptor atoms.

Depending on the treatment of the crystal by external

"doping" agents, the same crystal can be made an excess or defect

semiconductor, a typical indication of the "structure dependency"

of the properties of a semiconductor.

Since the energy required for the transition D -v B (n-type)

or A -* C (p-type) in the conductivity of semiconductors is sup-

plied by thermal collisions, the conductivity can be representedby

a formula of the general form

a- = A exp (-W/kT) (66)

where a- is the conductivity and W is the activation energy of the

process (the energy difference from D to B or A to C) and is,

in general (just as is the constant A), a function of the tempera-

ture. W depends on the loosening of the lattice, which is determined

by temperature.

2. PROTONIC CONDUCTION IN ICE. By analogy with a

useful method in semiconductor technique, so-called "sandwich"

electrodes have been employed to determine the dc conductivity

of ice. 21 The surface of a pure ice crystal was covered by a

thin layer of ice containing HF in high concentration. Plati-

num or gold electrodes were then frozen to the contaminated

layers. Such "sandwich" crystals always showed ohmic contact

and a time-independent conductivity at all temperatures. The

-69-



potential distribution was measured with two potential probes and

found to be linear. Thus they were assured of measuring true

conductivity. With an applied voltage of 100 v the conductivity

between 2500 arnd 1250 K is represented by

o(T) : C exp (-E /kT) (67)

with E 0 325 + 0. 005 ev; C varies for different crystals from0"-1 -!

3.6 to 5. 0 ohm- cm . The diffusion of fluorine atoms into the

bulk of the crystals was found to be negligible.
0

Although the intrinsic absorption of ice lies at 1670 A (which

corresponds to a forbidden gap of 7. 42 ev, so that intrinsic

semiconduction is ruled out). extrinsic conduction (as defined

above) seems possible.

Quantitative electrolysis experiments at -100C have been

performed with pure ice crystals with "sandwich" electrodes. 21

Measurement of the volume of hydrogen found at the cathode of the

crystal reveals within experimental errors (1-2%) that the conduction

is entirely ionic by a proton transfer mechanism. Further evidence

for ionic conduction is obtained from the current-voltage characteris-

tics. With voltages below about I v, which is the dissociation

potential of water, practically no current is observed.

Dc conductivity in pure ice crystals therefore requires

proton transfer along hydrogen bonds, since the ionic character of

the conduction has been ascertained. The conductivity therefore

depends on the activation energy EI for ion-pair formation and on

Etr and Etr for translaticral motion. If a crystal had on the average

no polarization before a dc field is applied, an H30+ state can

move by proton transfer on a chain of molecules through the crystal.

The molecules on the chain are left in an orientation that corresponds

to a polarization opposite to the field. The existence of a time-inde-

pendent current requires that after a certain time the same chain

must be again able tp conduct another ionic state, which is possible

only if the molecules have changed their polarization from opposite

the field to a polarization parallel to the field. These molecular

turns, which are necessary to reactivate the chains for conduction,
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are possible only with the aid of orientational defects (doubly

occupied or vacant bonds). Hence the concentration of these defects

and the activation energies for rotation E(L) and E(D) must be
r r

also considered.

The dc conductivity of HF contaminated ice crystals

measured by the "sandwich" method is explained in the following

way.

In the electrode layer the H3 0+ concentration is much

higher than in the bulk of the crystal and the diffusion of the ions

would soon be counteracted by a diffusion potential since a negative

space charge and the immobile F ions remain at the surface

layer. However, the surface also contains a high number of L-defects

which have a tendency to diffuse into the bulk. The molecules which

permitted this diffusion by molecular rotations are left behind in a

state of polarization pointing toward the surface. Thus the combined

diffusion of H30+ ions and vacant bonds does not give rise to a
resultant diffusion potential. One must therefore assume that the

bulk of the "sandwich" crystals is homogeneously crowded by

defects which were generated by the HF content of the electrode

layers.

The conductivity is therefore given by

•I _(I EF+ E (L)+ Etr+)/kT

r constN e F r tr (68)

where NF is the number of fluorine atoms per unit volume, and

where the activation energy E is the sum of the activation energies

for the three different processes necessary for conduction, namely

dissociation (. EF), rotation (E (L ), and translation (E +t). This

type of conduction--an excess proton conduction--is a fast controlling

process that is usually only known in electronic systems, where it

is termed excess semiconduction, and where the charge is carried

by electrons. The analog to hole conduction can also be produced

in ice crystals by contaminating them with a base (LiOH, NH 3 ).
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Here, however, only a relatively small amount of doping agents

(compared with HF) can be built into the ice lattice.

We are now able to draw an analogy for semiconduction by

protons in ice crystals doped with HF. Here excess positive

charges are released from the D levels whenever the activation

energy (difference between D and B) is supplied by the system;

B signifies the level of mobile protons, and A that of immobile

protons, as shown in Figure 22a. The forbidden gap A -- B is

the gap in Figure 22a corresponding to intrinsic conduction and is

of magnitude 7. 42 ev; whereas the energy difference from D to

B is 0. 325 ev.

Carrying the analogy further, in the LiOH contaminated

crystal there exists an excess of positive constituents (Li +). The

energy states of these positive atoms lie at the level C closely

above the band A of the crystal, which is completely occupied by

protons. Only a small amount of energy (-L EL + E(D Etr) is

necessary to capture a proton. The proton "holes" which are

thus created in the previously full band of the crystal have an

effective negative charge and are mobile, as shown in Figure 22b.

The ice crystal may also become semiconductive by a

stochiometric increase of one of its constituent atoms. This process

occurs owing to the dissociation of water molecules in the ice

crystal and the donor and acceptor levels, respectively, are then
1 E + E (L) + E+ and L E + E (D)+ Et. These states become
y I r tr 2 I r tr'
more abundant as the temperature is increased or as the ice crystal

is brought into the vicinity of liquid water where a larger number of

dissociated states exist.

3. CATALYSIS ON THE SURFACE OF ELECTRONIC

SEMICONDUCTORS. Chemists and physicists both are

interested in surface properties of semiconductors. Hetero-

geneous catalysis on semiconductors represents an important

branch of catalytic science and it is well known that the

concentration of carriers, electrons, and holes is a

-72-



MOBILE PROTON BAND B

D

BOUND PROTON BAND A

(a) EXCESS OR PROTON
CON DUCTION

MOBILE PROTON BAND B

C

BOUND PROTON BAND A

(b) DEFECT OR "HOLE"
COND UCTION

FIGURE 22. -- Energy levels of protonic semiconductors.
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decisive factor in catalysis. With the advent of Eigen and deMaeyer's

hypothesis of protonic semiconduction in ice crystals and its

surmised importance in biological reactions, it may be valuable to

draw a parallel between these two types of semiconductors. One may

use this resemblance to build an analogy of catalysis aided by

protonic charge carriers as opposed to the one that has been for a

long time the subject of studies, namely the catalytic properties of

electronic semiconductors.

Let us first review briefly how catalytic properties of

electronic semiconductors can be linked to their electrical and

physical characteristics and then study some resemblances with

protonic semiconductors.

The band theory of solids on which the current concept of

semiconductor properties is based presents a very complex and for-

midable model for consideration of the effects occasioned by an

adsorbed species on the surface of a semiconductor, so that most
54 55

authors have followed the assumptions of Hauffe, Aigrain, and

others 5 6 , 57, 58, 59 by adopting some simplifications. Attention has

been drawn to these aspects by Gray60 and Morin,61 the latter

invoking certain aspects of crystal field theory to emphasize the

complexities encountered with the transition metal oxides where

pseudo-metallic properties can be associated with certain oxides.

Despite the theoretical difficulties of the band theory concept,

Wolkenstein 6 2 , 63 has presented a hypothesis which links the catalytic

activity of a semiconductor with its ability to adsorb substances and

its electronic structure. We review this hypothesis briefly.

Usually the adsorbed particles are looked upon as a gas that

covers the surface of the adsorbing substance, in this case the semi-

conductor. This view is only correct as long as there is only a very

weak interaction between the two substances, which may be termed

physical adsorption. In the case of a chemical adsorption the

particles can no longer be thought of as a two-dimensional gas,

since a new whole is produced by the interaction of the adsorbed
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particles and the crystal lattice of the semiconductor. A chemical

adsorption, which usually is a part of a catalytic process, forms a

new quantum-mechanical system.

The chemically adsorbed particles can be treated as doping

additions which are located in the crystal surfaces, or as lattice

imperfections which distort the periodic structure of the crystal

surface.

Wolkenstein 6 4 showed in theoretical treatments of this

problem that the chemically adsorbed particle acts as the acceptor

atom of the free electron of the lattice or as the donor atom

(depending on the nature of the particle). The bond of this particle

to the surface is thereby changed and the electron or hole becomes

a part of the bond.

According to this treatment two different forms of chemi-

sorption may be distinguished:

(1) "Weak" chemisorption, where the chemisorbed particle

stays electrically neutral and the bonding occurs without the

participation of electrons or holes (physical adsorption); and

(2) "strong" chemisorption, in which the chemisorbed

particle holds the free electron or hole of the crystal lattice and

where this electron or hole takes part in the formation of the bond:

in this case we may distinguish two further types,

(a) strong acceptor formation (n-bonding), where the free

electron partakes in the bond, and

(b) strong donor formation (p-bonding), where the hole

takes part in the bond mechanism.

An analysis of these types of chemisorption leads to the

following conclusions, as given by Wolkenstein: 6 2 ' 6 3

(1) There exist different types of chemisorption, which have

different bond characters with the crystal lattice.
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(2) The reactivity (i. e., the ability to combine chemically

with other chemisorbed particles) is different for different forms

of chemisorption.

(3) Different types of chemisorbed particles are interchangeable.

In other words, the adsorbed particle can change its bond type to

the surface by localization or delocalization of a free electron or hole.

(4) The relative number of the various types of chemisorbed

particles on the surface, their ability to react with other substances,

and therefore the catalytic activity of the surface are determined by

the position of the Fermi level (or chemical potential). The velocity

of the heterogeneous reaction is expressed by the relative population

of the bond types on the surface. Thus the Fermi level is present

in the exponent of the equation for the rate of the reaction.

As an example we may take the oxydation of CO as shown

in Figure Z3. We assume that chemisorbed oxygen atoms in an

ionic radical condition act as adsorption centers for the CO mole-

cule. Then after the adsorption of CO an intermediate product is

formed, the surface radical CO2 , which after the liberation of an

electron becomes a CO molecule.

If the CO adsorption is rate determining, the new reaction

rate is

k"= kI exp [-(EI+EF)/kT] (69)

where ki is the reaction rate of the homogeneous reaction and El

its activation energy; EF is the energy of the Fermi level.

If the desorption of the CO molecule is rate determining,

then the new reaction constant is

k' = k exp [-(E2 - EF)/kT] (70)

where k is the reaction rate of the homogeneous reaction and Ez

its activation energy.

It is seen therefore that the Fermi level determines the

catalytic activity of the semiconductor surface. The dependence

of the reaction velocity on the position of the Fermi level on the
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surface of the catalyst for the oxidation of hydrogen was experi-

mentally determined by Boreskow and Popowsky65 and agree very

well with the theoretical values of Wolkenstein's analysis. 64

4. CATALYSIS ON THE SURFACE OF A PROTONIC

SEMICONDUCTOR. Just as the nature of the bond of a particle

chemisorbed to an electronic semiconductor can change from an

excess to a defect-type bond, so it is possible that the molecule

chemisorbed to the surface of an ice crystal changes the character

of its bond. Here we consider as an example a carboxyl group and

an amino group as shown in Figure 24. As the carboxyl group

approaches the surface one molecule rotates, creating a vacancy

defect in the structure (equivalent of a hole) and forming a

homopolar bond with the surface of the crystal (Figure 24b). If

the surface has a different character, the approaching residue may

enter into an lomc bond and create a double bond which may travel

through the crystal lattice (Figure 24d). An alternate way of

looking at this phenomenon is to note that whenever a vacancy

defect approaches the surface, it may be localized in a bond, and

a double defect may become localized in the ionic type of bond

formation. If there is an equal number of vacancy and double

defects in the lattice at a certain temperature then there is an

equal chance ot e:ther type of bond being formed, and the two

types are mutually interchangeable.

In the case of an amino group a similar phenomenon is

noted, as depicted in Figure 25, but here the formation of the

homopolar bond is associated with the formation of a double defect,

and the ionic bond is concomitant with a vacancy defect in the lattice

structure of the crystal.

Either type of residue of an amino acid can therefore act as

either proton donor or proton acceptor. By analogy with the energy

level scheme of an electronic semiconductor we may show an energy

level diagram of the protonic type of semiconductor in Figure 26.

After equilibrium is established in the lattice one finds a certain

number of particles in a weak state of adsorption (by van der Waals

forces) or in a homopolar bond or in an ionic type of bond. These
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FIGURE 24. -- Schematic diagram for a carboxyl group bound
to a water surface.
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relative numbers of occupancy of the various bond states may be

computed, and also their relative lifetimes in these states. In the

further analysis one has to define an energy level similar to the

Fermi level of electronic semiconductors, which determines the

reactivity of the adsorbed molecular groups, and therefore the

catalytic activity of the crystal surface. Since the velocity of the

catalyzed reaction is given by the relative numbers of occupancy of

the various bond states, the equ-•valent of the Fermi-level will have

to be entered in the rate equation of the catalyzed reaction in a

manner similar to that of electronic semiconductor catalysis.

V. APPLICATION OF THE MODEL OF ENZYME ACTION

Proteins immersed in the water phase have an ordering

influence on the water molecules and create an ice-like sheath

around them, as has been shown by Schwan 6 6 and by Takashima.67

We may regard the protein in water in a different way. The groups

of the aminoacids which form the peptide chain. of tho protein may

be regarded as the molecular units on the surface of an ice-like

crystal, where now the previous analysis may be applied.

Since in the case of a whole protein we shall have a multitude

of acceptor and donor levels and junctions thereof, the process may

be more easily visualized if, first, we only consider the so-called

"active" site of the pr-otein molecule or enzyme; and second, if we

resort to a description of the happenings in the language used in

designing and constructing integrated solid-state circuits. Since in

our experiments we were able to gain information about changes in

the number of vacancy or double defects on the surface of the enzyme

during catalysis we shall analyze these currents and show how even

in such an approximate description the energy requirements can be

seen to coincide well with the observed values.

A. MEASUREMENTS OF POPULATIONS OF MOLECULES AND THE

BEHAVIOR OF A SINGLE MOLECULE

A source of some difficulty, which can be alleviated by the

use of a computer, is the fact that we have a certain distribution of
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the times at which the assumed processes happen on the various

molecules that are in solution. We have derived an analytical method

that can give (from the observed data) the functions appropriate for

the reactions of single molecules, provided the distribution function

for the onset of the reactions is known. This distribution may safely

be assumed to be a continuous one and therefore presents no major

obstacle. Meanwhile in our analysis we assume that there is no

distribution of the reaction times of the enzyme molecules, i. e.,

that mixing is complete and instantaneous. If one considers the

relative times required for mixing (10-1 to 1 sec) and the time

of a reaction (approximately 10 min) one is reassured that no large

mistake is made by this assumption.

The mathematical procedure for determining the behavior

of a single molecule from an observation on a population of such

molecules is given as follows. If fi(t) is the time course of a

single reaction, where Ti indicates the onset of the reaction, then

F(t) is the observed behavior of the sum of the individual reactions,

whe re N

F(t)= f. (t) (71)

imml

and N is the total number of molecules. Functions fi(t) and F(t)

are shown schematically in Figures 27(a) and (b)..

We assume a normal distribution of the T. about some1
mean T so that dn N (T " 012

exp (72)
dT 2r"

as depicted in Figure 27(c), i. e. , we assumed a continuous

distribution.

We also assume that fi(t) is the same for all molecules

except for a translation in time

fi(t) = g(t T Td) (73)
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FIGURE 27. -- Time-dependent behavior of single molecules
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then N

F(t)= I g(t-Ti) (74)

iul

Consider a partition of the T"i

1 -

A't AT AT T
- -1 0

associated with the AT . There are a number of molecules n(ATr)

such that OD

n(AT )=N (75)

i= -OD

With each of these molecules there is associated the function

g(t-T) , T e ATi (76)

If the interval AT is small, this will be substantially the

same function as that which may be characterized by some value of

T e ATi, such as the midpoint of the interval AT Call such a

value T..1

Then O

F(t) = I nl(ATi) g(t - Td) (77)

i= -O

and for a continuous distribution of the states

AT. ---o dT (78)

n(AT d # exp 0 T dT (79)

Also, the sum becomes an integral

F(t)=5Y g(t-T)-N exp__{0- dT (80)
- co

and may be rewritten as

F(t) = N S g(t-T) exp - 0- dt (81)

-- o
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This is a convolution of the functions
N F________r(82

g(-r) and exp (8L)

There is a theorem: let a represent Fourier transforms,

then

9 (f*g)= a(f) "(g) (83)

where f*g represents the convolution of f and g; so that

S(F)= i[g(- r)] exp 0- (84)

f{-ex L 20-

and therefore

g() T (2F) 2 (85)

{j..exp[ --

This means that g(-T), the time course of a single reaction,

can be computed, if the Fourier transform a [ F(t)] can be found,

and if a continuous distribution around a mean can be assumed for

g(-T).

B. INTERPRETATION OF THE DIELECTRIC DATA OF THE

ENZYME-SUBSTRATE SYSTEM

In the previous sections the mechanisms of the enzyme action

that are based on the special electrical characteristics of the protein

in a water medium are reviewed. We see that much more definite

information is needed to arrive even at a working hypothesis of a

mechanism based on electrical properties of proteins.

We shall now suggest a mechanism of enzymatic action in more

detail. This hypothesis is based on the data of the catalytic site, on its

three-dimensional configuration, and mainly on the new evidence of

protonic conduction on the surface of active enzyme molecules.
32

As Eigen and de Maeyer have shownintheir study of the

structure of electrolytic solutions, the protonic mobility in the H-

bond lattice of ice exceeds the drift mobility of the proton in water
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by one to two orders of magnitude. The "excess" and "defect"

proton-conducting H-bond systems show certain parallels to

electronic semiconductors.

Other investigators, notably Schwan66 and Takashima, 67

have concluded from their studies of the relaxation times of proteins

in aqueous solutions that the arrangement of the water molecules

on the surface of the macromolecule should be very similar to that

of ice.

These two characteristics of proteins in water, their ice-

like hydration shell, and the high mobility of protons in such an

H-bond system show the need for a closer examination of mecha-

nisms that may rest on this peculiar property of proteins.

We may therefore list the properties that a polypeptide chain

in a water medium will exhibit.

(1) There will be some resistance to the proton transfer

mechanism along the surface of the chain owing to either chemical

or potential gradients.

(2) 1 there is a higher concentration of basic amino-acid

residues on one end of the chain than at the other, an excess of

vacancy defects results at the basic end. By the same token if

there is an excess of acid groups on one end, an excess of double

defects exists in the ice lattice in that region. Where these two

regions join one will naturally have a junction that closely resembles

the junction in a pn rectifier. As the dimensions of the molecule

are rather small and the concentration of the defects relatively

high, the junction would more nearly resemble a tunnel diode junction

than that of a macroscopic diode. The proton mobility in H-bonds

differs from electron mobility in metals only by one to two orders

of magnitude, approximately corresponding to the square root of

their mass ratio. This result strongly suggests a quantum-mechanical

mechanism (tunnel effect) for the proton transfer within the H-bond. 32

(3) Two widely (at the ends of the chain) separated ionic

groups create a potential difference between them and a current of
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protons may flow along the H-bond system joining the ends of the

protein. Since the defects are produced by expenditure of thermal

energy new ones will be substituted for those that were deleted in

the process of conduction. This type of mechanism is usually

termed a battery in electronic circuits.

(4) The protein chain may assume three-dimensional configura-

tions that are different from that of a straight line. The flow of

protons then experiences effects owing to this different structure which

are like the effects of an inductance or a capacitance.

We see from this list of electrical characteristics that we

have all the necessary elements for the construction of a tunnel-

diode oscillator. In order to make a prediction about the behavior

of the relative number of defects while the enzyme passes through

its active state, we have to assume that those circuit elements are

linked together in a meaningful way.

From the chemical evidence of the catalytic action of pepsin

a schematic model (Figure 28) can be constructed. In such a model

one can find the places where the above-mentioned circuit elements

should be, as shown in Figure 29.

On the basis of this model we are able to predict what changes

of a purely qualitative nature will occur as the enzyme becomes

active (Figure 30). While the enzyme is catalytically inactive it

exerts an influence on resonant structures in its vicinity by virtue

of a London-Eisenschitz-Wang force68 that arises from the inter-

action of the dipole radiators a and b. Since these oscillators are

coupled their resonant frequency differs from their individual self-

resonant frequencies. A highly specific influence can therefore be

exerted on a protein or on a dipeptide (in our particular case). In

this first step a specific group of bound amino acids is attracted to

the active site of the enzyme.

In the second step of our reaction scheme the substrate has

been attracted and lodged itself into the template structure on the

surface of the protein. During this process of attachment the resonant
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structures a and b are temporarily detuned and they provide a

wider spectrum of frequencies out of which the crystal (the peptide

bond) determines the actual resonant frequency. The crystal acts

like a short circuit at its own resonant frequency and therefore halves

the values of the resistances R and R2 and makes it possible for

the oscillator to radiate at the new frequency. At this point in the

operation more power is needed owing to the reduction of the

resistances, and the current through R8 has to increase. The

total power output of the oscillator is concentrated in the crystal

.and increases the amplitude of its oscillation until the crystal itself

breaks. At that moment the current through R returns to its

original low value, the products of the reaction are repelled from

the site on the protein, and a new substrate molecule is attracted.

This process can then be repeated exactly as described above,

To test this hypothesis of enzyme action we tried to observe

the increase in the current during the active phase of the catalytic

process. From our model of water and the resulting computations

of the dielectric constant we saw that we actually could measure

changes in the relative number of defects on the surface of the

protein molecule while it went through the activated state. We com-

puted the number of vacancy defects on the enzyme molecule from our

dielectric measurements by the formula

nL(t) = [R B(t)/a' x (t) ] + [R/x(t)] (86)

and

nD(t) = n(t) [b 1 (87)D I _E t8-)

The numerical values of the constants R and b are determined

from the initial conditions at time zero where the values of B and

x were measured and the value of the number of defects was

determined as shown in Figure 19. By the same method as the one

that was used for the evaluation of the number of vacancy defects the

number of double defects was computed. The number of vacancy

defects is tabulated as a function of time in Table 8, and the values

of the double defects in Table 9.
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TABLE 8. Computation of the number of vacancy defects

on the enzyme surface during interaction with its substrate

molecule as function of time after mixing.

t(min) B/x RB/a'x x R/x nL

0 138.0 0. 0942 0. 476 0. 0107 0. 1049

3.6 143.2 0. 0977 0. 450 0. 0114 0.1091

4.6 145.8 0. 0995 0. 439 0. 0117 0.1122

6.0 140.5 0. 0960 0.460 0. 0111 0.1071

7.1 140.0 0. 0956 0. 463 0. 0110 0. 1066

10.0 138.2 0. 0945 0. 467 0. 0110 0. 1055

15.0 140.0 0. 0956 0. 463 0. 0110 0. 1066

20. 0 140.2 0. 0957 0.462 0. 0111 0.1068

25.0 140.5 0. 0960 0. 458 0. 0112 0. 1072

30.0 135. 7 0. 0927 0.467 0. 0110 0.1037

35. 0 140.0 0. 0956 0. 468 0. 0109 0. 1065

40.0 135. 8 0. 0928 0.479 0.0107 0.1035

45.0 137.5 0. 0940 0.476 0. 0107 0.1048

60.0 1140.8 0 0. 0963 0.469 0.0109 0.1072

TABLE 9. Computation of the number of vacancy and

double defects during the first 10 min of the enzymatic

reaction.

t(min) nL B b/B (b/B)-1 nD

0 0.1049 65.6 1. 755 0. 755 0. 0792

3.6 0. 1091 64. 5 1. 785 0. 785 0. 0856

4.6 0. 1122 64. 0 1. 800 0. 800 0. 0897

6. 0 0. 1071 64. 7 1. 780 0. 780 0. 0835

7. 1 0. 1066 64.8 1. 775 0. 775 0. 0825

10. 0 0. 1055 64. 6 1. 780 0. 780 0. 0823
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The variation of the number of vacancy defects with time

is shown in Figure 31. From this representation and from Figure

7 we conclude that the peak in the vacancy defects occurs when the

enzyme is in its activated state. The rest of the curve we leave

uninterpreted at the moment and concern ourselves only with the

changes that occur in the time range of 0 to 10 min. We expand

this time section of Figure 31 in Figure 32 and then take the

derivative of this curve to give the value of the current that is pro-

duced by this rate of change of the number of vacancy defects. The

same operation is performed on the curve representing the number

of double defects in the time interval from 0 to 10 min in

Figure 33. The time derivative is then tabulated in Table 10. From

these derivatives the actual current flow per molecule per second

can easily be computed and is shown in Figure 34 for the current due

to vacancy defects only, and in Figure 35 for the total current

that flows on the surface of the molecule.

TABLE 10. Currents on the surface of the enzyme molecule

during the first 10 min of the reaction.

t(min) dn/dt iL dn/dt iD

0 +4 +130 +6 +195
1 +6 +195 +11 +355

2 +8 +260 +18 +600

3 +18 +600 +27 +880

4 +51 +1650 +66 +2140

5 -59 41900 -58 -1880

6 -12 - -20 -650

7 -5 -180 -4 -130

8 -4 -130 0 0

9 -3 -97 0 0

10 -z -65 0 0

Units: dn/dt in vacancy defects x 10- 2/100 mAlec. -min
dn/dt in double defects x 10"2/100 mo'ec. -min
iL in "holes"/pepsin molecule-sec
i in protons/pepsin molecule-sec
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As one can see from Figure 35 (and from Figure 36, its

schematic representation) our prediction of the behavior of the

current in the assumed electronic model of the enzyme cuincides

quite well with the actual physical data that we were able to compute

from our dielectric measurements on the basis of the improved

model of the water molecule. The initial increase in current is due

to the power-output change of the attracting oscillator as the substrate

molecule approaches the enzyme, the steep increase is due to the

changeover of the oscillator to the crystal (peptide bond)-controlled

operation with a transient following as the crystal (bond) is broken,

and finally we have the recovery current back to the original value.

C. ENERGY CONSIDERATIONS OF THE ENZYMATIC REACTION

Our analysis of the protonic conductivity characteristics of

doped ice has not proceeded far enough to give a quantitative estimate

of the energylevel equivalent to the Fcrmi level of electronic semi-

conductors. In a rigorous analysis this energy would appear in the

activation energy of the catalytic process and modify the velocity

of the reaction correspondingly.

In the meantime we consider the energy output of the tunnel-

diode oscillator at the active site of the enzyme molecule. The

power output is given by
-V - C

Pout v r.-p - RL (88)

where V is the valley voltage of the diode, V the peak voltage,
v p

L the circuit inductance, C the circuit capacitance, and RL the

load resistance (in our case the resistance of the crystal or

dipeptide). The magnitudes of C and L are comparable and cancel

out. The voltage amplitude is assumed to be 10 my from considera-

tions of operations in solid-state circuits and RL is computed from

data on the conductivity of proteins. 66

RL = L/o-A (89)
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where I is the jength of the conductor, A its cross-sectional

area, and r its conductivity.

Let a- I mmho/cm, I = 10 X, and A= 1 2 . Then R=

10 xOxl10-8  1016 1012 ohms.

The value of P therefore is

P•' 10-4 X1012 watts = 108 joules/sec (90)

This value of P is approximately equivalent to 30 kcal delivered

in 0. 1 msec, an energy sufficient for breakage of the peptide bond.

VI. CONCLUSIONS

These experimental data are only an indirect proof of our

hypothesis of enzymatic action; they only show that our assumptions

have been consistent with a certain type of process that occurs in

the interaction of pepsin and one of its synthetic substrates. In

other enzyme systems a different behavior may be found. If our

explanation is found to apply in other cases as well, then there will

be many other systems of molecular interdependence that may profit

from an application of the knowledge we have gathered in electronics

to problems that exist in biophysics. The similarity in the shape of

the current on the surface of the enzyme and the action potential of

nerve fibers, for example, may not be at all accidental.

The oscillatory behavior of the active site of the enzyme

molecule only provides enough energy to ensure a lower energy of

activation than would be predicted on a chemical basis alone. This

additional energy, which is provided by the oscillations at the active

site, actually speeds up the reaction and one is in a position to

understand now why so many schemes of enzymatic catalysis were

accurate in their chemical aspects but nevertheless failed sometimes

by several orders of magnitude to give the correct reaction velocities.

In addition to the above suggestion of an added energy source

for the lowering of the activation energy of the reaction it seems

possible now for the first time to investigate with some theoretical
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basis the effects of electromagnetic radiation on enzyme systems.

If radiation of a given wavelength is present during the reaction,

then the distribution of the charges on the surface is influenced to

some extent and the normal course of events is impeded. Both the

frequency and the power of the incident radiation are important in

influencing the operation of our electronic analog of the active site.

It is understandable, therefore, that so many controversial observa-

tions of the effects of electromagnetic radiation on enzyme systems

and other biological systems were reported in the literature. It

does not seem to be feasible on the basis of our theory to classify

such effects in terms of thermal and nonthermal effects; a wholly

new way of interpreting previous data will have to be found.

The electrical description of events taking place on the surface

of the enzyme in no way subtracts from the validity of the chemical

picture of catalysis, but it adds detail to the physico-chemical aspects

of the enzymatic action. One is now in a position to speculate about

the generality of the concepts that evolved from an examination of

changes in the electrical parameters on the surface of the protein

molecule.

Our type of analysis of molecular transformations connected

with the general activity of systems of such transformations- -the

phenomenon called life--may be termed "distributed molecular

circuit analysis. " It is generally applicable to single macromolecules

that exhibit an ability of influencing changes of other molecules and

also, after a better understanding of the inidividual processes has

been gained, to systems of active macromolecules. In this approach

one is able to draw on the accumulated knowledge of solid- and

liquid-state physics as well as network and communication theory and

so has the opportunity to grasp in a precise way the complex relations

that must exist in even the smallest subunits of a living cell.
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