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ABSTRACT =

This report deals with the following topics:

1) Detection in the presence of interference. Earlier studies of

analogue detection in an interference dominated environment

were reported in Volurie III. Here the emphasia is on detectors
using digital techniques. Costs of clipping and sampling are
examined for optimal detectors as well as for more readily
realizable suboptimal instrimentations. Scme attention is given
to the problem of recovering part of the clipping loss thromsh
multilevel quantization.

2) Adaptation to certain noise field properties. The report examines

detectore which adjust the detection threshold 1in accordance with
various measured noise parameters. An instrumentation using
meesured noise power in setting the threshold possesses non-
parametric properties that make the fclse alarm rate asymptoticalily
independent of the noise amplitude distribution. A second (digital)
instrumentation achieves reduced dependence on noise spectral
properties by adjusting the threshold in accordance with the count
of zeros at eech hydrophone.

3) Active Sonar. One possible detector for active sonar slgnals
consiste of a pair of widely separated recelvers whose outputs
are cross-correlated. The performance of such a receiver is
analyzed for noise environments dominated by reverberation or by
ambient noise. The effect of linear frequency modulation in the
transmitted signal 1s examined.

4) Vertical directionality of ambient noisc. Numerical computations

are performed to estimate *he directionality of aunbient noise at
shallow depths for various realistic velocity profiles. The basic
noise model is that proposed by Talham.
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TOREWORD

This report is the fourth in a series describing work performed by Yale University
under subcontract to Electric Boat division of General Dynamics Corporation. The
report covers the period 1 July 1965 to 1 July 1966. Arn unclassified supplement to
this volume has been bound as a scparate document, Report No. U417-67-084,
Electric Boat is prime contrretor of the SUBIC (Submarine Integrated Control)
Prograri under Office of Na'al Research contract NOnr2512(00), LCDR. E.W. Lull,
USN, is Project Officer for ONR; J. W, Herring is Preject Manager for Electric
Boat division under tae direction of Dr, A.J. van Woerkom.
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I. Introduction

The following 1s a summary of work performed under contract
8050-31-55001 between Yale University and the Electric Boat division during
the perfod 1 July 1965 to 1 July 15%6. More detailed discussions of the
results as well as their derivations are contained in a series of six
progress reports that are appended. Four of these represent continuations
of investigations on passive detection reported in earlier volumes of this
serles, one initiates a new effort in the direction of active sonar signal
processing (ccatinuced in subsequent reports) while tne final one {is
concerned with a special topic in noise propagation.

One of the central themes in Volume III of this series was detection
in a noise field dominated by a plane wave interference. The performance
of the optimal (likelihood-ratio) detector was compared with that of a
conventional detector and found to be substantially better in a strong
interference environment. Several suboptimal analogue procedures (null
steering) were proposed and analyzed. In the present volume this effort
is continued with the examination of procedures suitable for digital
implementation. The simple introduction of sampling and hard limiting into
the previously analyzed suboptimal instrumentations was found to lead to
degradations in performance which grow with interference to ambient noise
ratio. A study was thevefore undertaken, a) to separate the loss into a
sampling component and a clipping component, b) to determine what fraction
of the loss was independent of the rarticular implementation (hence a basic
clipping loss), and <c¢) to cstimate the improvement attaimable through use
of n rather than 2 1level quantization.

In most analytical treatments of the passive detection problem the

statistical properties of signal and noise are 2ssumed to be known a priori.
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This 1s clearly unrealistic in most practical sonar problems. As one
attempts to relax the assumption one is lead to instrumentatioas which
measure relevant statistical parameters and adapt the detector to the
measurements. Depending on one's point of view, the resulting system
might be, at one extreme, a configuration adapting to the complete space
time structure of the nolse field or, at the other extrewe, a system
adapting only to one or two parameters deemed particularly important by
the designer. The null stcering procedures mentioned earlier may be
said to fall into the second category, the single unknown parameter in
this case being the interference bearing. Another parameter almost
certainly unknown a priori is the total noise power or signal-to-noise
ratio. Since it critically affects the detection threshold, measurement
and adaptation suggests itself. Initial studies concerning this problem
were contained in Volume III. Two reporte in the present volume extend
this effort by developing procedures insensitive not only to noise power
level, but also noise amplitude distribution and, to some extent, noilse
spectral properties.

The initial effort in the active sonar field deals with a detector
crogg-correlating the outputs of two spatially separated receivers in an
environment that may be dominated by either ambient nolse or reverberation.
One of the primary aims of this study was thz development of an analytical
framework for the discussion of reverberation that could be carried over
to future investigations of active signal design and processing.

II. Detection in the Presgsence of Interference

Two reports 1in this volume deal with detection in a noise environment
douinated by a strong plane wave interference. Both assume that the output

of each hydrophone is converted into ligital (generally binary) form prior
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to further processing. FReport Ne. 26 cxamines a digital version of the
n1ll steering procedure analyzed in Yolume ITIT (Report bo. 21). The
hydrophone outputs are sampled end hard-limited, digitaily delayed for
alignment with the intcrference, subtracted pairwisce for interference
elimination, after which beamforming on the target and detection is
accomplished in conventional manner. The sampling procedure duegrades
performance by two muchanisms.

1) 1If the sampling period corresponds to the minimum delay
increment available, then the sampling rate fixes the number
of beams that can be formed. Unless the interference falls
precisely on the axis of one of these beams it cannot be
climinated perfectly by the null steering mechanism.

2) Even 1if thc interference lies precisely on a beam axis (ond
could therefore be eliminated perfectly by an analogue nulling
procedure), hard limiting spreads the spectrum over an infinite
frequency interval (even if tlie input spectrum is bandlimited).
Therefore any finite sampling rate leads to a certain amount of
spectral foldover with attendant loss of fnfrrmatica.

The first effect 1s easily studied by considering o smxpied analogue
version of the null steering detector. Signal intevference aud ambient
nolse are assumed prewhitened to a bandwidth v, rad/sec so that the
Nyquist rate 1is wo/ﬂ samples/sec. The residual interference power 1s a
maximum when the interference is located midway between the tws most
closely adjacent beams. In this worst case the sampling rate fs
(samples/sec) required to hold the residual interference to a power no

larger than that of the ambient noise is given approximately by
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1 1
fe = 0.9 Vﬁ-x (Nyquist ratuc) = 0.9 VE-x ;2 for I/N > 1 (1)

I/N 1s the iInterfercnce to noise ratio. Thus, for an interfercnce to
noise ratio of 100 (20 db), one must szmple at about 9 timces Nyquist
rate.

liowing isolated cho beam steering problem, one can now decal with the

clipping loss and the additional sampling loss due to mecchanism 2) by
constraining the intcrierence to lie on the beam axis. 1iIn order to
scparate the effects of clipping ard sampling as much as possible (always
keuping in mind that there would be no type 2) sampling loss in the
absence of clipping) it is convenient to consider two cases:

a) Sompling at the Nyquist rate of the prewhitened signal, noise
and inference processes, so that the samples arc statistically
independent.

t) Sampling at a rate faster than the above by a sufficient zcmount
so that tr. output signal-to-noise ratio (considered as -
function of socmpling rate) closely approaches its asymptotic
value.

In case a) onc finds that the ciipping aud sampling loss (ratio

of output signal-to-noise ratio without clipping to output signal-to-unoise

ratio with clipping) is given roughly by

clipping ancd sampling loss (in db) = 10 1ogl0(1.4 \/é-) for I/N>1 (2)

The above result is essentially independent of the rnomber of hydrophones
once the array size exceeds a relatively small minimum. The improvement
of the null steering detector over the equivalent (clipped and Nyguisc
rate sampled) conventional detector is quite substantial for strong

4
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interferences. For a 40 clement linear array a2t I/N = 100 (20 db)

the improvement amounts to 16.6 db of output signal-to-noise ratio.

This figure increascs by roughly 6 db for every 10 db increment in
interference to noise ratio, but is relatively insensitive to changes

in the number of hydrophonus.

It !s most convenient to express the results of part ©b) (fast
sampling) in terms of .hose of part a) (Nyquist rate sampling) and an
improvement factor I. The latter rises lincarly wita sampling rate until
it approaches an asymptotic value near the samjling rate given by Eq. (1).
Thus sampling above that rate brings little ‘benefit. An uvstimate of the
true cost of clipping ccn be obtained by subtrecting from Eq. (2) the
asynptotic value of 1 (exprussed in db). The result (for reasoncbly
large arrays) 1s 2 loss of about 2 db for I/N =1 and an increasc of
roughly 2 db for every 10 db 1increase in interference to noise ratio.
Similar computations for a set of non-white spectra indicate that these
results do not depend critically on spectral shape.

Report No. 26 evolucated the cost of clipping for a particular
instrumentation (null steering). It therefore leaves open the question
whether the very appreciable losses encountered with high inturference to
nolse ratios are peculiar to this particular system or whether they are
a fundemental property of a2ll clipped instrumentations. To ahed light on
this question, Report No. 28 considers a likelihood ratio detector
operating on clipped hydrophone outputs. The results indicate that, for
large interfercnce to nolse ratios, the optimun system is & clipped
analogu« of Anderson's null ste:ring scheme (beam-form on interference,
subtract average value of this interference estlmate from each hydrophone,
then bean form on the target). The performance difference (large I/N)

)
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between this system and the null steering scheme of Report No. 26 is minor
(less than ! db ). Thus the clipping cost determined in Report No. 26
appears to be basic and not subject to ruduction by improved processing
procedures.

An interesting physical insight into the reasons for the clippiig
loss can be gained from the following argument. Consider a liucaxy ar. y
mechanically steering on target so that the signal wave-front resches all

hydrophones simultaneously. The situation is 1llustrated in the diagram.

3 N
Hydrophone

tl t2 t
1 % 0 o0
Kydrophone 2 \& o 0 o0 0
N

N
0 0 0\\\\0 0
Space
Hydrophone M 0 0 0 b\\\\o
™~
Signal Waveform Interference
Wavefront
—_—

Time

The vert_.cal dimension corresponds to spatial displacement along the
array, the horizontal to time displacement (successive samples) of the
output of one hydrophone. 1In the absence of interfzrence the nolse 1is
indepundent from hydrophone to hydrophome. The signal wavefront causes
oniz polarity to bc preferred along ecach vertical line and it is this
preponderance, however slight, which allows detectioa when a sufficient
number of samples (vertical lines) 15 examined. In the presence of a
strong inturferencc the polarities of samples along an interference
wavefront are all the same unless the interference time function 1is near

6
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zero at the particular instant reprcscented by that wavefroat., A set of
samples whose polarity is completely determined by the interference
contributes no inforsation concerning thc presence or abgence of the
signal. Detection must then be accomplished on the basis of the residual
samples, those corresponding to sufficiently low instantaneous values of
interference so that their polarity {s affected by sigral and ambient
nolsce. It is o simple mattur to calculate the prubebility that all
samples along an interference wavefront have thic same polarity. For

large intcrference to nolse retios this probability differs from unity

by a factor of the ordur of VN/I .  Hence only about M%/I of the total
samples are useful in signal dctection. More quentitatively, one finds

from this line of reasoning that the clipping cost for slow sampling

is asymptotically 10 logln % % {compare with Eq. (2)].

Report No. 28 also cxamines the improvement attainzble through use
of multilevel quantization in place cof hard limiting. Approximate
t, for fn {titerfSrenca o nodst mulskHe wef | 20 dk)
the use of 4 quantizaticn levels reduces the clipping loss from 12 db
to 9 db for slow sampling 2and from 6 db to 43 db for fast sampling.
More than 8 levels are requirwd to rcduce the fast sampling loss to 3 db.
One must note also that the adjustment of multilevel quantizers becomes
more critically dependent on the ambient ncise power as the number of

levels incrcasces.

III. Adaptation to Certain Noise Field Propertices

~
The problem of detcction in a noise environment of unknown power

level was first considered in Volume ITI (Report No. 18), An instrumenta-
tion was there proposed which measured the average noise power over the

observation interval and used the result to set the detuctor threshold.
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In a Gaussian noise cnviromment and with arrays of more than a very small
number of hydrophones the resulting system performed almost as well es
one haoving full a priori knowladge of the noise power. Report No. 23 of I
the present series cexomines the performance of the same adaptive threshold ‘
detector in more gencersl noise vnvironments. One interesting conclusion |
is that the falsc alarm rate becomes independent of the noisc probability
dunsity as the observation time increases. 1In this very important sense,
therefore, the detector is asymptotically nonparametric. The report also
examines the dependence of detection probability (fixed false alarm rate)
on the noisc amplitude distribution. With Gaussian noilse there is a
degradation cf performance equivalent to the loss of about % hydrophone
(relctive to the perforiiince of a conventional detector operating in a
nolse environment of known power). On the other hand, it is not difficult
to construct examples of non-Gzussian noisec in which the detection preba-
bility (fixed false alarm reote) exceeds that of a conventional detector.
This appears to be true cspecially with noise of an impulsive cheracter.
Report No. 28 discussus an adaptive threshold for a clipped comven-
tiona2l detector (PCA detcctor). Clipping eliminates the dependence on
noise power, but thore remalns 1 dependence on noise spectral properties.
In particular, the fact that changes in noise bandwidth affcect the
dependence betwerr adjacent samples suggests that improved performance
night be obtained by adjusting the detector threshold in accordance with
the noise bandwidth. An approximate measure of this bandwidth can be
obtained from a count of zercs at the output of each hydrophone. The
report considers the pcrfornance of a detceetor which ties 1its threshold
to the zeruv count. The functional dependence cf the threshocld on the zero

count 1s based on a nominal spectrum and¢ the performance of the detector
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is then investigated for a wide variety of differcnt noise spectra. The
procedure is by no means perfect, but the false alarm rate turns out to
be far less dependent on spectral properties than that of a fixed
threshold detector.

IV. Active Sonar

Report No. 27 analyzes an active sonar detector using cross-correlation

between the signals received at two spatially separated receivers. The
transmitted signal consists of a sinple pulse of linearly frequency
modulated carrier. The pulse duration 1s large compared witihi the carrfer
period. Transmitter, target, receiver and all scattering centers are
assumed to be stationary, so that no Doppler shifts occur. The received
slgnal is assumed to be a delayed, but otherwise perfect, replica of the
transmitted signal and a similar assumption is made corcerning the returas
from various scattering centers which make up the revecberation., This
description of the sonar return is obviously far too idealized for many
purposes. 1t ignores most of the important transformations expericucued
by the signal in a realistic propagation channel. However, it has the
merit of not obscuring the effects of the reverberation model whose
developuient and study is one of the primary purposes of the report.

The reverberation is attributed to the effect of a large number of
omnidirectional point scatterers, Poisson distributed throughout the
illuminateu volure {(volume reverbevation) or ncar the illuminated surface
(surface reverberation). The Poisson assumption can clearly not account
for such physically observed phenomena as a coherent component in the

specular dircction ol a surface reflected wave or the mode structure

induced in the scattered encrgy by a more or less periodic wind-driven

surface. However, the model appears not unreasonable for volume

Y
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reverberation and may adequately represent some of the features of surface
reverberation, at least 1f the back-scattered component is of primary
interest.

The report deals at some length with the effect of signal bandwidth.
A linearly frequency modulated signal of wide bandwidth (large frequency
deviation) imposts a rather narrow range gate on the reverberation. 1Its
width is the correlation distence in the water of the transmitted signal.
Only scatterers scparated in range from each other or from the target 'y less
than this quantity contribute to tiie reverberation noise at the outout of
tiv> cress-correlator. A wideband signal also produces angular discrimina-~
tion rgainst false targets. This effect becomes significant when the
spacing betwcen receivers is large compared with the signal corrclation
distance.

When many weak scatterers but no strong scatterers (false targets)
are illuminated, the model leads to a Gaussian reverberation process. The
dctector output signal-to-noilse ratio is calculated for bLoth reverberation
limited and ambient noise limited environments. Under the stated assumptions
(no Doppler shift) the output signal-to-noise ratio in a reverberation
limited environment is gencvally maximized by use of the widest possible
transmitted bandwidth. In an ambient noise limited environment, on the
other hand, narrow-bana signals (no frequency modulation; and narrow-band
receivers produce the best output signal-to-noise ration. Thc output
signal-to-noise ratic varies as the square of the input signal-to-noisec
for low input signal~to-noise ratios, but as the first power of the input
signal-to-noise ratio for high input signal-to-noise ratios. The latter
bchavior is basically that of a coherent detector whereas . he former

corresponds more nearly to incoherent detection. Even at very high i:put

10
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signal-to-noisv ratios the correlation detector is still inferior to the
true coherent detector (replice corrclntor) by 3 db  of output signal-
to-noise ratio., This is, of course, due to the availabiliry in the
replica correlator of o noisc free replica, whereas each of the channcls
of the cross-correlator 1is noisy.

V. Vertical Dircctionality of Ambient Noisc

Report No. 25 uses an ambient noisc model introduced by Talham
(JASA 36, 1541, 1964) to cxamine the vertical dircctionality of the ambicnt
noise in a number of practically interesting situations. The model
attributes ambilcnt nolsc to a serics of statistically independent noisc
sources uniformly «!stributed over che ocean surface. Talham's calculated
noise distributions for hydrophonus located near the bottom showed good
agreement with measured results, at least for low sca states. Report
No. 25 is concerned primarily with tue noise ficld near the surface
(100 - 500 ft. depth). Pealistic velocity profiles for scveral locrtions
and seasons were considerce. The results indicate that very substantial
differcnces may exist between the r '=¢ intensitlics in the vertical and
horizontal direction (dilfecrentials in excess of 20 db were indicated
in a number of cascs). The computed airectionality patterns fell into two
classes. If the obscrvation point is in a region of positive velocity
gradient the pattern oxhibits a peak ncar the horizonteal. If the observa-
tion point lics in a region of negarvive velozity gradient there is a
sharp null near the horizontal. Except for this anomaly (which is confined
to the immediate vicinity of the horizontal) there 2re no major qualitative
diff:rences betwecn the various calculated patterns. Aside from the major
seasonzl chonges in veloclity profiles the results do not appear to bc

critically dependent on the particular profile used.

11
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Summ ' ry

This report deals with o suboptim~1l instrumcntation fer the detection
of a weak targct in the presence of iuteorfercence from a much stro:gsr
torget 7s well as ambiunt noise., Thae instrumentation censidered is identical
to tie nulling detuctor prepesed ir nerart o, 21 with the hydrophone inputs
being modified by sampling and if-ord-limiting.

It is shown that this implement-tion improves detcctadility considerably,
relative to the standard clipped pewer detector PCA , for poirnt source
irterference targets. The cost of hard-~limiting is approximately 2 db
for an interference ta mbicnt neise power ratio % of unity nnd increases
Almost lincarly with % 2t 2 rate of T de per Jducade. Tnus for very strong
interfering "yeoint sources® (% ~ 30 db, the cost of clipping bezemes
sipnificant, For this %, the improvement in mullirg relative to the PCA

is approxi.ately 29 1b for a L0 hydrophone array, In addition it is

demenstr-ted that the ssumpticn that such 2 strong interfoeriag torget
can be regardced as :nint source is in facet net unressonnble,
A-i
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I. Introductirn

Report Ne. 21 ;repeses a nulling dctoctar that rexdmntes the
likelihood-ratiec dotectnr for the passive detectiosn of 1 wetk sonar tarpct
in the presence of arbient noise and interforence from 2 much stronger

second target. This ruport considers the detechability cost of sampling

and hard-limiting *re hydrophcene inputs prior to the nulli:g instrurmentation.

Intuition -nd previous r.sults indicate that this nost 1s esscntially

that inkcrent io ! ord-limiting. owever, should this cost be severc, it
will have vo be veruficd thet the likelihoca~ratio test fer clipred inputs
is nob siprnalizintiy botter, Such verificotion is extr.omely ditficalt ard
will be omitted for Lre nresert.

The nullirg detector nssumes 2 linecr err.y censisting cf « equnlly
spacced hydrophon s. The hydrophone outputs »re deloyed to align the
intcrference cempenents and or. thon subbtracted pairwise to eliminate the
interfercence, The reculting iifferences 2re delnved once mor. in sucnh 2
manrer &5 to align their siwnal components, The cutputs of the s cond sot
of delays are summcld, squared and filtercd in the conventional manner,

In the modificd detccter, the hydrophone outputs ar sampled and harad-
limited prior to 2ny processing.

Ii. Analoer Nulling 3 toctor

The uectector proposed in :eport no. 21, which will be called the

Analog IKliing Dctecter (Bnn)’ calculites the frllowing test statistic

i |5 &
_ A L .
ujn(Y) = >, y xi(trko\l ,
k=1 |

=] !

where T is the decision time, £ is the sampling r-te, o is the sample
9

interval (- = 1/f_), and i is the number of hydrophones in the array.

A=l
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The processes xi(t) are given by

REIEE SANCON (2)

xi(t+ko) S 5 5N

Nyt

where yi(k) represcnts the outiut of the ith hydrophone “delayed first by
ia, wherc a reprusents the delay per hydrophone needed to align th. srray
with the interference, and then delayed ~giin by 1A, where \ voprescnts
the delay oper hydrophone needed to ~lign the new =rray with the sipnal.
[he proccss yi,r(k) represents the cutput of the (i+r)th hydrophonc

del=yed first by (itr)e and then -gain by i\, Hence
yi(k) = ng (b v ko + iX+ da) + it + Ko+ in) v s{v + ko) ,
and

yv. (k) = n, rft + ko + ixn ¢ (2 r)a;« (b v ka + in) + st + ke — v\,

i,r i+
Gy
where n(t) représents the ambient noise, i(t) repr. sonts the intorference,
and s(t) rerresents the signzd), I either the interference or signal were
broadside, trne second delay would be
4
)\=-C-51n3, (Ll)

where d 1s the spzciliugs between hydrophones, ¢ is the snced of sound in
the ecean, "nd @ is the angle between the target and interfurence. The
nrocesse: nj(t) WoLme B F L, ., .+ i(t); a2nd s(t) are assumecd to be

statistically indupenacnt, norm:l preocesses with normalized correlat-_on

functions pq(), pi()J and ps() and whose pe oirs =re N, I, and 5 respectively.

Let us first Aevelope an cxpression fer the autocorrelation functinn

xi(t‘ xj(t+kc) defined as "y j(k). It is scen that

3
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YT TR

= ;L_ i )] g N = l
“i,i(k) = -'xJpn(Ko, + »Eps(k(.) - 5 pylkorry) - 5 p (ke-T))
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ASET

= 1 v Nar i I
Ri,j(k) i iyiToA.f‘.'(k) - yi(O)yi’l_C) = yi,r(o)yj(k) . yi,r(o)yj)r(k),, (5)
where
yi,m(o)yj,n(k) = No(i+m=j-n) i kc+(j—1)k+(J+n—i—m)a:+lpi{kg+(j_ii}+5psikr+(m-n)l}

(€)

4e can distinguish three caces of interest,

Case 1 (1 = j)

1

(7)

S

Ug

cisc 2 (1 + r = 3)

1
' P 1 W vio_L, < { 3
L PE) =5 e (ko) = 5 o (karr)) = 5 p (ke-ra)! ~ 5 ap (ket 1X) ', (3)
Case 5 (i =1+ ps pET)
R (k) =2 3 p_(ka) - % p_(kovrd) - 5 p ’kO-rX)’ (9)
i,irp 2 71 Fs 2 "st 2 Fs '
t is convenient to e line hi,i:r(k) = hi,iir(k) = R]’i: p(k)’ where
! 1
. oy hia
di,i :F(h) i N pn(ko + r\) (1)

ne ar= neWw in 2 pesition to evaluate the siyn-l-to-noise ratio

Stk ef the rullins debtector for wenk input sipnslo, This ratio is defined by
Sl 3% > ‘11)
vhere
R G S :
(o= lim |:KE3KX)-_ bnldkx)4 s (12)
S . ‘
ToTu
snd
2 Sy =
[ - (s ( b}
: T (xir . (L
The subecripts H and B r fer to the hy-oth. ris ot cignal -boent (1 the
2ltrrnative of sipnal orotont, It is ea2sily seon that
. M _ M-r
o (x)r — < '
Sas(x)p X CIRLCL) - ar)h L (c )2 {li=r=p)R, . (oM2(i=2r)R , , (o
f - A J 3y, . i,i+p i,i+r
s = - pET 2 B
: (1)

A=l
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Hence substituting the rosclts of ou -t

and thoen int» Tquation 12 /siclds

The variance of C,m(x) is piven by

pri

Lons T, e,

110 inte  quotion L

S . '
. T = 2 2 2 - =,
Iy !o)n(x): :ET ; !B(k) Blq)” - p(kITR(q; - (1€)
¢ i A :
where
t =T
Rlr) = X {lrhg ) :j
i=1 ;
since 9(x) is rorr i, i+ rallows tiut,
e ;
S SRS NEARIGRN
! | A / A fj
% q
-~ T:' o
~ It B *s ) A
=@t el - 11_;‘?‘.— Blo)R(n ) i T%)l‘(r'f\"/ . (17)
. g T s = |
psd p=1 i
whore - '
L= 1 =T
_, o v (1w ol o0 .= o I 3 & B o L _yer ‘T
plo)ple, [ (t x.."( k I 0t 1 O (lp=r=g & o
) o=1 3

!
' L“\:.—;r‘,fxi (v,
i+ =

Orce more cC piringc

2 . s .
2 oy gmEry 200 S : ke .
. = Lfis( 5= 1-( 57 )on\r)\) 2‘-“ (1~ F ) pn(k[‘)
It ' k=1 T
1
1, #-2r, R = EE g .
-5 (=) pplke = v+ ¢ (ko -k)!r - (17

A-4
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From “quations 11, 15, and 19 on. finilly ottrirs,

g EESLENEN]
2 N " - .- :], A[‘f‘s . i_ - - .- - - - - - - ._-;2
=2 | 0 2.5 K lin-2r.; ., [
llﬁj(:iT;’Pn(Ix)l 2[ .(l— qu)'pn(kn)— 2“ﬂ— r)ipn(K0+rX)+pn(kq-rk)f
\! k=1 [ (20)

Throughout this report w2 will make the assumption that rx is sufficiently

large so that pn(rx) e pq(r\) = (., T{his is not the same a5 requiring thot

the target and interf.rence are for r omeve 4 in bearing,  ccor tris later
condition thz assumption is satisfied for r = 1, and we cun subtract 1:'acend

hydrophones. ‘when tre interferencs is relatively close to tha targei, tle

assumptiorn can be satigficd by making v lavge enough, For larpe arrays

this cun ©e accomplished at a fairly small cest for 211 buaring 'ngle s

except tnose 14 the ifmmedinte vicinlty of zero., For example if the irruts

are pre-whitened and precessed ut te 5 KC, the hydrophone spacings are

2 feet, and r = 4; the assunption is identically savisfied for o relative
o_ .1

bearing angle of 3 3¢ in the vicinity »f bro-dside.

The nrimary motivation for the previous assumption is that it will
greatly simplify the antwlysis, particularly when we considir hard-limited
data, Ihe justificat on can be found in the discussion of Repert to. 21
about the bearing response pattern. It was pointed out that while the
SNR of Equation 20 is insensitive to the relative bearing, the b oaring
r:sponse pattern looks rather bad for r = 1 when the interference is relatively
close to tne btarpet, It wes further noted that the Learing respense can
be greatly improved by increasing r. In practice the bearing response ic
sutiiciently important as to require the assumption that pn(rk)‘g ps(rx)'§ 0
for 211 bearing nplcs above scme srmall value, For this implementuaticrn,

Equatien 2 can be closely appreximated by,

—IIF
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o o
SNR, s —— = = ) (21)
2 : I rfs K 7o 1 - . %
i . =Y )
1 ;\ — = y o S
]l t - (l 1T )[pn (l’(])-f 2(“_ T’ < (k T}\) :
k=1 S !

Let us new consider the special cose where tre inputs are pre-whitened

]

to w radizu/see -nd sampled st the Nygquist rate (fs wv/n). rquation

22 becenmes

T / o5 l -r .
O P i el = 5
an 2n N ,1 L1 (1.1_21-)‘(1 }_)\.) %
[ 2 ‘-1 P
and for larpe decisien bimes
T
_— - Q o ..
R, % V2 o B , (22,
& [ N /1 , l (M—Zr) 2\
| 2 ‘Ma-r
feplacing 1 by 1 results in EZgunticn 20 of hepert Mo, 21.
A5 1 second case, 1e% us rewrite Equation 21 for large decision ftimes
in the frllowiry way
= >
Y13 (n-r)
DR =& £
an
) 1Tfs _ 2 !,Z
! 2 [ -
‘iZO + A§— tor (ka)o + L( “—it) onz(kc—rk)o]
L =] -
Fer extrocmely rapid 31mpllng/r1tes (¢s . entially continacus operation)
th.is appro-chues
i Mo
S?iR’l " = ;\J-J' . (23)
2 ] 5 —’,l (M—Zr)
\‘*f"n (uidu \ Wor
| %
A-6

CONFIDENTIAL




CONFIDENTIAL

It will become nopar.nt vl t wven for pre-whitenced inputs one should sample
significantly faster than the (yquist rate for lorge irtirference to ambient
noise powcr ratios,

II1I., Clipped Nulling U tector

The modified nulling detector will be called the Clipped | ulling
Detector (Dcn). The first modificatron of the previous .n7lysis eccurs
at " u-tion 6, Since the proc.sscs y(k) are limited to the valucs 1 or O

depending on thoir siyn, Zou~tion & bccomes

_;IN (i+m—j—n)pn[xor(j—i)x+\j»n~i-n)dkipi[m:+{j-i)4+Sp4%o+(m—n

f

S T

2 .
,’m(n)jj,n\k) = —sia

It fo1lows that for tre thrce couscs of int 1« 5t
)
1 [

Ax) = = ¢sin”

i

case 1 (i

1

'zlpn(ko)+lpi(:<c »#Sp ko)) 1 Ipi(k0)+595(ko—rk)
- —2- sSin

i 3 -
J 4+ 1+ 0 J+ I+ 5

L N+I+ S (2)4)

S Y

. N 11
= Ipi(..o)+aps\kc+r)\) ,
- E 51n . (25)
i+ 1T+ > r
Case 2 (j =i + p; p#fr)
1 '. ) Ioi(ko:PX)+SPs(kc) . _l'Ipi(ko:pk)+505(kc$rx)1
By . (k) = =¢sin - 5 sin }
1,1+p n el s Nefa+s
1 _1[Ipi(kc;px)+595(kcirk)]!
=] -2- s1n
a0+ 5 j
]
Case 3{(i=1+r); R i,iir(k) = Ri,i:r(k)' Ri,i:p(k)
= . . .n
' . 1| _qfTe; (korrx)+3p (karra) o Hpn(kC:PX)*Ipi(ko:rx)+o%kq:r)ﬂ
R, . (k)= 5-¢5in - sin
i,i+r n NeTs o ThonE

Substituting these thrce Equations into Equations 12 and 14 yields

A-T
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1-l—rJ I T . -1[I+°"s(r)‘) M-2r J ey (ra)eie ()
A = Pf —|¢sin T |=—{~sin + ( )¢ sin
S L N+I r L

cn L N+I+S - N + I

1[Np (rx)+lpi(rx)+8p (rX)J ‘ _I[Ipi(rk)+sps(rl)7
- sin + sin

N+I+3S

i+ 1+ 0
fl=xr

»22 . s lpi(k)\)fb ) q_m_l(lpi(k>\)+Sps(r>\)ﬂ
1" N+I+5 g W+ 0+ 5 £
(2f

rlaking the assumption that pn(rx) e ps(rx) = p,(r\) =0, simplifies the

- 51in -1 Lp (PX)
’ »1+I

previous equation te

- M-r :
| "
N T = PP § b A B 2}:(1____) slﬁl[lp‘(k\”s| it Ip, ("))
cn S n l N+I J+I+S d+ I sr v T + S

5 '] (29)

It is readily shown, via the Taylor expansion, that
- 2
~1{A+bs | _ T HN+I AlS
sin {N+I+S = sin’ !ﬁ ) N+I — 2 + o)
L -(w)
Hence Zquation 29 can be further simplified to
M-r
~ M=r S l ;
ACn Tfs T N‘*‘I ’\6 (I/N+I )2 * ZZ( 1'1 I’_\/ 2 A ' (30)
k=1 1- (N:-f) (kX)
This can bte more conveniently appreximated by
M-r 2
. r S | .. I/N+I 1,2 py (k)
fen = M5 7 T q ML *V'————?_\ Gt 11-L y
] 1-(I/N+I) \/7_(L)2 2(k,\\

We now wish to calculate the variocnce of the test statistic Scn(;)'
Unfertunstely the nonlinear propertics of hard-limiting makec this calculation
fer the general case impossible to pcrform exactly., Howeveir by suitable
approximations we can obtain n reasonable estimate of this variance. Let

us first consider a very spccial case.

A-3
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Pre~Whitcned Inputs ard Slow sampling Rates

The assumption of pre-whitcncd inputs out to the processing frequency
is certainly rcensconable if one is concerned with the inherent cost of a
particul'r implemontation. Let us furtner assume th't the inputs 2rec
sampled at the Nyquist rate, cthat is all of the sumples in the outpud of
a single hydrophonc ore statistically independent., Since the sampling rote
deecermines the minimum delay it quantizes the permissable boaring ~ngles
vO widel viu o “rray c°nobe aligned,  Thus point scources can be only cruicly
rullod ot even in the nbsence of Fard-limiting, It will b. scon that [er
interf runcs to ambient noisc ratios significantly greator than unity,
this "szmpling cost" sevcrely dogsrades the porformance of the dot:ctors, It
is useful, howcvcr, to consider this restrictive case f{irst., Fintlly let
us assume that the array can be aimed directly at the int.rfcr_nce. This
1i58umption not cnly rumoves the "sampling cost" but greatly simplifics the
analysis,

Under thc hypothesis (3 = 0), piven the assumptions, Zquations 25,

26, and 27 cran bo ruwritten s

L 2 =1 L ! _
5 [1 - - oin N+I} 3 k=0
Ry 3(k) =
2 0 3 otherwisc,
) = 2
J,iip(k> L] (32)
1 2 .. =1 I . 1
' =N [1 - = sin " s ], if k =+ m
Ri i+r(k) =
o= 0 ) othcrwise,
where N = mo, Since A £ g it follows that m < ?5; . The variance of 5
undcr the hypothesis is
A=Y
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Tfs (l-,~r
Vary (S, ) Y ) ) § [R5 (EvRo 0% (Erika T (Eeag Jx, (0o ), (60 (8 &, (20, (0]
k q ijr s (33)

Consider first the term tl’ obtained by setting k = q.

(M-r)
by = rr;:, }‘—‘ZZ[xi(t)xj(t)xr(t)xs(i;) - x; () (%) xr(t)xs(t)]
i r 8

From the foct that xi(t) is cither 1, O, or -1 and from Equation 32 we

2 Il — 2
sce that x, (t) = 1 with probability p = (o) [1 - = sin” g5 .and

ero otie rwise, It follows that xih(t) = 1 with probability p. Hence,

e SR W ENTERT

=[2(n—r)2- 3(M-r)]p2+ {(¥-r)p. (34)

ct

+3

Sl

Ihe term t, obtained by sc.ting k ¥ q and ignoring the special case whcre

ny

K ~-q-= rm can easily be shown to be identically zero. For this special

+
case, l.t us consider q = k + rm and by symmetry

(M-r)

ty= 2(1f -rm)zz x.(t)xj(t))c(rmrmo)xs(tn'mc) EACNCY % (20 (0]

i jr
This term has a nonzero value forr =1 -r, s = j-r, and i # j (s and r

can be rcversed) as well as for the cose i = jandr = s =1 -~ r, Hence

t3 = h(Ffs-rm) : i xi(b)xj_r(t+rmo) xj(t)xj_r(t+rmo\

ifJ
+ 2(Pfs—rm) . 12(t)xi_r2(t+rmc) - xiz(t)xi_rz(t) 5

C s 1 .
A{ccognizing that Ri,i-r(rm) = - 5P, we obtain

A-10
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t3 = (Tfs-rm)[(m-ﬁr)z- (M-2r)]p2+ (2Tf _—rm )(11-2r ,u , (35)
)
where
2 2 2. 2
o= X, (t,)xi_r (t+rmg) - Xy (t) LI (t)

Combining Equations 34 and 35 we obtain
D 2a 27 (¢ or)? ] 3.1 1 (U 2r) 1(—1—) 1+(1 AL
cn tgl- “T/) PAPIL- 3 (M=) = 2 -ﬁ)M T §N-r | —Tf ) 11 X2p.p)

(36)

Although we camnnot evalitate w, we do recognize that Zuz-pL ig quite
L

small (of the order y ), .n fact if x(t) were normal (not true) the term

2 2 ) . 1

wl , . e LS -
2 p  would be identically zero. Finally since E(::;T is nornnlly much less
than p (uxcept for very large % in which case 2u—p2is bound to pe very much
less than p), the error ir assuming that 2u-p2= 0 is quite negligible. There-

fore to a very good approxir.ation

2 .
Y o . 2 2 il ri  m-2r 1-3p -
D = Qlfs(xl-l‘) p {1*’ g(l— —'I—‘-)( ) (. } : (37)

cn M-r -r)p

Combining =zquations 11, 31, and 37 we obtain trat for the yre-wnitened case

with slcw sampling rates

T/vi+1

: M-r-1+ S ——
N LN N L V1-(1/:0+1)°
SNR = \fs— = : = ) (38)
en nV2n N (l+-I—)(‘ é*‘in_l 1) —
N7 o mr\/ 1 M- 3
L. §(M (1 I ) Q{ rgp
1 2. -1 I P ) . .
where p = 5(1— +5in 7:—). The cost of c¢lippirg for these slow sampling rates

is obtained vy compiring squations 38 and 22, If the cost (C) is defined

as the decrease in MR,

I!N"'I > \

Mer+ - 1,M-2r
1 v1—(I/N+I)d i 5“1— r) : (39)

i 2 . -
(1+=M1- = sin™~ =%=) M- 1 1=2r\2¢ 1-3p
N n N+I 1+ 2gﬁ_ r) M- )p

"2
b:-—
n

A-11

CONFIDENTIAL



CONFIDENTIAL

For large arrays, Lquation 39 can be approximated by

C

ue
AN

e : (o)

I . =1 I
(l+ ﬁ)(l - ;[' 31n m)

If we now assume that % is large and consider only the first two tar-s

of the expansion

@

= . 3.9 .
sin"Y(i-3) = 2 V2 |1+ S’ lai ¢ (2k-1) k
oy 27 (2k+1) ki

we obtain

G —

S (L)
2(1 + %)

It is observed that the cost of clipping increases with % and gets quite large
for large values of %. hile this cost will get cut roughly in half with more
sensible sampling rates, it will remain significant, The following table is
an evaluation of Zquation 39 for a variety of values of % and M under the
assumption that r = 1, (Actually* the assumptions inherent in Equation 39
make this choice the only logical one, since the :=ampling rate prohibits the
detector from searching for a target at any bearing angle other than those for
which pn(x) = O, Equations 38 and 39 are of course based on the assumption

that any target present is precisely at one of these bearing angles. These

restrictions will soon be relaxed, )

M 0 1 10 l 100 100C

10 1.9 | 2.9 6.15 | 10.2 | 13.9

Lo 2,0 | 3.15| 6.6 11.1 | 15,5

100 | 2.0 | 3.2 6.7 11.L4 | 16.1

00 2,0 | 3.2 607 11.5 | 16.5

Table 1 Cost of Clipving in db for Slow Sampling Rates

A-12
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While we are considering slow sampling rates, let us calculate the
the improvement attained by nullirny. relative to the standard clipped power
detector, the nolarity coincidence array (Dpca)'

IV. Improvement due to Nulling at Slow sampling Rates

The PCA calculates the statistic

Tfs M 2
Spcam"z in(t+ko) , (L2)
k=1 i=1
where
x;(6) = sen(y;(6)]
and

yi(t) = ni(t+ia) + i(t+in) + s{t) ,

and where all the symbols are as before, Hence it follows that

N6 .p (ko) + Ip.[ko+(j-i)x.]+ Sp (ko)
2 . -1 1jn i 3
xi(t)xj(t+ko) — sin [ Me T o & ] 3 (u3)
It is rcadily seen that
- M M
E(S_ ) — : Ip.(kx) + S
__pca’ = at) = QZ &) sin— i
i Ezzzdxi t)xj t Mo .(M k) sin { NI S| (Lb)
i 3 k=1 )
Hence from Equation 12
' L = TUAGYEE: L [Te, (kX)
o = 1im Tf —E{:(h—k) sin™| =———|- sin" | (Ls)
pca /N0 s n it+I+S8 N+ I
k=1

It follows that for pre-whitened inputs and Nyquist rate sampling that

boca = Tf

A0

AR VI (L6)

"he variance of Spca under the hypothesis (S = 1) and with the slow

Surpling assumption is

A-13

CONFIDENTIAL



CONFIDENTIAL

Tf
I .2
varg[s . (%)) Zi TZ}_Z (Eko T (Evka T, (bras g vas) - [, ()
k q
where
—_— I b
x.(t)x.(t) =
oY O
and
.2_ sin_l __I_. . I = i + /m
n N FY iP
xi(t)xj(tipo) = o _
; otherwise

Since xig(t) = 1 for all i, squation U7 can be rewritten as

2 If

- Z:z Z)‘;Zfzxi(mw)xr(uqoﬁj(mko)xs(mqo) . (148)
qg 1 T#3

lw]
1]

]

ZTst; xiz(t) xj?(t) + uz ('l'fs—pm)}:"Z:x.l(t)xi_p(mpmo)xj(t )xj_p(b*pmo)
i3 i

p=1
> M
= % "\,2 + .2. -.1 I L - b
= des[(d - M1 2( . si N+I) E: (1~ Y(Mep Y M-p- 1%] (L9
p=1

i
Recognizing that 22{:(Mmp)(d—p-l) = 2?-&) (M2— M), Equation L9 becomes for
p=1

large decision times

b %= 2Tf5[l + 1 ( -12; sin™t be—I-):z] [MZ—J (50)

pca

where
1_'i_=_ (M - 4)/3 .

Finally from Equations U6 and 50 we obtain

2 A
W‘ M - M
2ﬂ N+I ] ‘ (51)

\/ 1+ 4 (; sin o ﬁ%f)z

A-14
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Comparing this resilt with squation 38 we see that the improvement as a

consequence of nulling (J) for slow sampling rates is given by

- 2 . -1 2' Meral+ __.IM__
1+ M (= I/N+1 ! =——\
| y i (3 sin /N+1) L VI T )2 1 (52)
- T i ’
1,1M-2r\2 1-3p J j/ 2 ' 1l - =sin "~ —
‘\/1 M G TS M~ M ( n N+I
This improvement is piotted in db in Table 2 for r = 1,
j/‘
o 1 10 100 | 1000
10 <1.6 | 1.6 7.8 1 14,2 | 20.8
Lo -1.0 | 3.7 | 10.6 | 16.6 | 22.4
“00 -8 7 5.4 12,6 | 18,5 | 23.9
L.

Table 2 Nullin; Improvement in db for Slow Sampling Rates

vV, Lffect of Sampling Rats on Nulling Procedure

As mentioned before the sampling rate quantizes the bearing angle to
which the arruy can be aligned. Let us therefore assume that the array was
not alipgned exactly with the interfering point source., In the analog nulling

detector the difference of a pair of hydrophones is seen to have the power
;5223 = ZN{} + %{l = pi(re)]} 3 (53)

wheve ¢ represents the error in the delay per hydrophone. If ¢ i5 the sampling

interval, it is clear that the muaximum error in the delay between adjacent

hydrophones is ¢/2. oince, in principle the hydrophones need not be all

aligned in one direction, the maximum error in the delay for hydrophones

further apart is not obviwus, We will bypass this difficulty by assuming

that the interference and target are suificiently removed in bearing .hat r

can be set equal to one. Now assuming that the interference spectrum is

flat out to the processing frequency, we have that

A-15
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7 I sin wpo/2
x“(t) < 2N¢1 + ﬁ[l = Wg—Ll} 5 (5h)

Previously we have assumed sampling at the ilyquist rate (o =-£L). Hence
the power of x(%) can be as much as (1 + ,363x I/N) times greazar than the
idealized case, Therefoure, for interference to ambient noise ratios much
preater than unity, the interference will still be dominant.

A more reasonable sampling rate is one for which the "sampling cost"
is at most 3 db (when ¢ = 0/2). Actuaily this sampling cost is not only a
function of the increased power, but the residual interference introduces a
nonzero autocorrelation between the hydrophones as seen for exarmple in <quation
L3. This autocorrelation "costs" an additicnal amount by increasing the
test statistic variance (see iquation 30, for example), In fact an increase
in the power of x(t) of S0 rer cent will "cost" in the order of 3 db, For
the sake of simplicity we will assume that a reasonable sampling rate is one
fer which the power in the modified channels x(t) is at most SO per cent
larger than the idealized case. It follows that a minimum rcasonable sampling

rate f ic #iven by
sm

: (55)

SRR - ., R

sin wo/2fsm 1
w /2f 2
o/ "7 sm

(it

For large I/N ratios th:5 equation can be approximated by

2
"o & 2 N
2f I 3
sm
or
?nf 1
smoa /2 Y
o V3 g (56)

These results are tebulated below

1% 1 10 { 100 | 1000
2nf7m .
L 18 57

Fatle 3 "Minimum" Sampling nates for Nulling Procedure
A-16
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It follows that for an interference power 20 db greater thar umbient noise,
a sampling rate of the order nine times cthre liyquist rate is called for,
Let us now consider the sarcling cost when hard-limiting is introduced.

The equivalent to Equzation T4 for D, is

=— [ o a1 sinwo =
X (t)éle --T-I'Sln m——w—owr (S
This can be closely approximated by
i 2
% 2 S 2 sin W o/2) |
xT(t) £ 2¢1 - Ssin T e o 1 Woc/2 NV i+et
If we sample at the rate determined by Fquation S5, tnis becomes
2 2 . -1 I 1 N
x{(t) 21 - - sin T s oy SVt (-
Using the expansioa tor sin ~(l-e),we sec that for large I/N,
o2 L[ v ! 1\/ N ! o5
S (o N [ SR "
SRR 8yl s A LY

Thus the maximum "sampling cost" of the clipped nulling detcctor when sampling
at the rate fsm is approximately 1/2 that of “he analog nulling detcctor.
The implication of this result will be clear later,

VI. Cost of :ard-Lirmiting with dapid Sampling nates

I'the sroblem is to evaluate the variance of the vest statistic Scn(i)
under the hypothesis S = 0, .3 rentioned vefore, an approximation is necessary
to overcome the analytic difficulties of hard-limiting. Tne test statistic
Scn(i) calculates the sum of the squares of B(k) where

M-r
A(k) = Y x,(trka) (59)
i=1

and where xi(t) is tihe difference of a pair of clipped hydrophone outiyuus,

Under the hynothesis S = 0, the autocorrelation function of xi(t) with

A=-17
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xj(t+ko) 1s determincd by

1 a1 an(kc) + Ipi(ko) 1 Ioi(kc)

Ri,i(k) = ;1- sin Tt 0 -~ 3in W 3 (63)
Ri,i:p(k) =0 |,

, ] 1 [ o hpn(kcirX) + Ipi(koirx) o Ipi(xcirx)
R, . (k)= —==_.5sin -gin | ———————1 2,
AT 2n

2 i N+ I N+ T
H
wherc Ri,i:r(k) = di,iir(k) - Ri,i:p(k)i It is clear that the process xi(t)

has an a plitide density function given by Figure 1, where the amplitude of

I ]

Figure 1 asamplitude Density cf xi(t)

tle side delta functions is 1/2 ty i(O). It seems reasonable to assw.e thcrelore
b4
that for large arrays (M-r >» 1), B(k) is approximately norrally distribut.d

with zero mean. ‘ie will sce that for slow sampling rates, tne results

obtained with this assumption are similar to that of :fquation 37 except
that the last term is missirg. J/hile this last term cf Equation 37 does
indced vunish for large arrays, it can te seen, by putting in nuwabers, that
for very large T/N ratios (30 db) and reasonable sized arrays (i1 = LO),
that 1t is not negligible. This can be traced to the fact that the amplitude
of the sid;—gglta finctions of Figure 1 ge%s extr:oely small for large I/N
ratios. ‘e will ignore this problem for uho i oment since it will soon turn
out that this difficulty can be patched up.

The autocorrelation of B(KQ with B(klik) is determined with the help

of Zquaticn &C to be

Il=p
B(o) B(xk) = Zin(t)xj(tzko)
i ]
A-18
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, *'-—!‘lsi ~ffonteo) * 1y ko) sin"I- L. o (ko)
I TSI OANET PN

L doe T
iTo, (ko= Hp_ (ka-rA) + Ip,(ko-r\)
' '@i"{m* l__l—”] - sin-l[ ] = } : (61)
L N+ I N + 1
Since N n(r).) is ivsumed to be negligible,
2
2, wed @
3 \k)- 5 J —'T-{aln ”—+-I—} . (62)
. we are attempting * o et oremine te variance of Scn(;) under the hypotl sisy o
Tfs
; 2
o Ty 2 T2 2. 2 (¢-
.:;rH Dcn(x.) = R i ZZ‘}) (kl)B \}(2/ - B k J. \ j)
Kyl

The Centr=1 "irit Treorem ¢nables us to asswume that

=

5?\-,{1,[;‘!@{2 s Bg(kl)ﬁz(kz) + 2 Blky Blkpd ton)

Hence

o
n

2
T 2}::3: f k Wk, 0B(k, ) x

!]

= = 2
TL BT(k) 222;37?15521(2"5'

k)
re
2 S
- 218 (k) MZ(TI‘S - k) PloIR(RY 2
k=1
or
2.5 2 s k 5
o, 2rr | p¥(k) Z (1 - 7o) F(GIA(K) . (65)

S

Keepirg in mind that r)/o is constrained to be an integer we obtain that

2 .

Yen o (1i-T)" 2 e =101 2 A (v-2r )2 2 . =1 TI]|2

5T T [ o et N+I] +2(1 - F) 3g L= s T
S
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b i .{ka)
k Ky =1 pl (ko )+ Ipl( . =1/ I
+€Zr 1 - 1?— === [51n T - sin T pi(kc)

}x

lp. (ko-rA) e (ko-tA)+ Ip.(ko-rx\) .
S sin~H 2~ e L 20 1 = (66)

n N+ I no+ I :

If we now nake vhe slightly ¢ *ronger assumption that p( ) is quite small,

the cross term in the last square can be ignored and wquation 6 becomes

.2
3] / 2 - 2 2
cn ~ =r )l . =3 I bl r\, Ji-2r
e 5 > - sin FTT) [1 o (1 ~ T_) (M— r) ]
s n
”.‘s Ne (ka)+Ip.(kns) 2 112
LD (1 sin-?| 0 i o L o (ko)
ﬁ— S1n D - Sin m‘ pi (C
k=1
1 I
Lop 2 © k+’;—)‘ J[1ip, (ko )vIe, (ko) S \2
8= 3 3 Ay L R i a
oo T 1 - TR P [ N+ I -sin™"| o7 ey (ko) L7')
k,-:l < |97

For large decision times, this becomes

cn 3 U 5
k-1 ’ (6(,)
where
W2 e (ko) + Ip. (ko) 1 ]
.= "'n i =1 I I
T n (ko) =9sin l BRI ]—s:.n [1_‘7_1 p koilf ? -5in” ——I-f (€9)

Inserting .quations €9 and 31 into :iguation 11 results in

- 2
- ' ¥ Py ")
| -r-l+ = 7t H+I) ( M r ?
Jarr 1/1 (I/N+I) 1/1_ (1/8+1) P, “(kn)

zug

L @

I 2 . -1 L N\faLetis 2r JaX <
(L)1 - Sain 1\/‘ B2y . s ey (- T Fen(ko)
& (70)

A=20
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This last result differs from th t obtained under the assumption of
independent samples (Equation 38) in only two ways, First there is the presence
of the additive term in the numerator and rultiplicative term in the 3enominator
as a result of the sample dependency. The additional term in the numerator
vanishes for interference sources that are far removed in bearing from the
taryet, In fact it can be shown by putting in numbers that tnis term is
always negligible, and hence it will be ignored. The second difference is
that, there is a tent nissing in the denominator as a consequence of the
ass option clot the test statistic  is norrel. Chis term, which we mentioned

previouslyv, can modiTy the 3NR by as much as 1 db for I/N = 103

depending on
whether or not it gets multiclied cy the last term in the denor.nator of
squation 70, Since the cost of clipping for this high I/ ratio will turn out
to be sl nificantly larger than 1 db, this possible error source is not
particularly siguiricant In fact, if we define the signal-to-a.ise ratio

[R— |
for uncorrelated samples (Equation 38) as SHch, then we will take as a

possibly pessimistic bound

SR~ SR, 1 . (71)
cn cn 1

@
K .
1 + 2Z(l - F}ch kkO)
k=1 .

Correspondingly, an examinatiom of Equation 21 leads us to conclude

that for the analog nulling detector Dan’ we caa write

L 1
SNR__= SWR. . (72)
an an ‘v

@
. k 2

10 2) (=) ey (ko)
k=1

Tt follows that th~ cost of clipping is equal to that given in Table 1 for

slew sompling rates modified by the improvement ratio (I ) which is

A-21
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B =5 e
2 k y, 2 :
Lk Z(l-T—f; p_°(ko)
k=1
I - < , (73)
Kk
1 22(1 - 1) Hon(i)
- k=1 _

where o is  iven in .quation 69, .hc inherent cco. of clipring 35 cutained

hy consid ring infinite :ampling 1ates or

[0 0]
j(l - N E) p“CUn)dM
2 e}
I° = . (7L)

(9]
ju - /T R (1)t
o]

We can readily determine from fquation 69 that

R _(ke)=p_ “(kc) % — 1 (7% )

ent n ‘" I il I ’
(1+ﬁ)(1 - ~sin T

—
~.-

if it is assumed that pi(ko) = pn(ko). fhe equality is satisfied for pL(ko) =0
but is very nearly csatisfied for small values of pn(ko). Phe inequality is
a consequence of tne fact that hard-1limiting 2lways costs something regardless
of the spectral shape of the inputs. However the fact that both sides of
Equation 75 are nearly equal for an appreciable range of values of pn(kc)
is indicative of the fact that a significant portion of the cost of clipping
for slow sarmpling rates is a consequence of the sampling rate rather than
the hard-limiting.

sssuning larpe decision times (1 - T%_>::l)’ and a noise spectra that is
flat out to fo= wo/2n cps and zero elsewheie, Equation 73 is plotted in Figure
2 as a iunction of sampling rate with I/N as the parameter. T[he limiting case
(Equation 7h4) is apparent from this figure and is tabulated on the following
page,

AL22
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1/n 1) 1 10 100 1000

I(db){ 1 ] 1.5) 2.9 5.0 7.4

lable L
Lote alsoc the "improvement" of the PCA relative to the analog devices corresponds
to the 1 db given in Tuble L for I/ = O, [Ihus tuis tuble also represents the
lrproverent, of DCn relative to the rCA devector if all the values are reduced
by 1 ib. ~5 an example let us assume an array of LO hydrophones. ‘Vauvle 5

pives the netl imnrovement of Dcn relative to the P an as well as the bt cost

of clipring r+lative tc D_

1

[/% 0 1 10 100 1030

J(db) | -1 | L.2 | 12.5] 20.€6 | 28.8

C(db) R 3.7 €.2 8.2

~1

I

Table 5 (M = LO)

Equation 73 is also plotted in Figure 3 for a noise spectrum that is not
pre-whitened but fulls off at a rate of & db/octave beyond fo/h and is cut-off
sharply but not i-ecally at focps. While the inherent cost of clipping 1s most
aonrooriately derncrnined for pre-whitened spectra, iigur? 3 indicates that the
results of "able © are rclatively insensitive to the spectral shape.

¥inally we are concerned with the cost of clipping when sampling at the
rather artitrarily determined "minimum reasonable! sampling rate fsm' ror
I/l €1, . yquist rate sampling is adequate and there is no imprevement for
"rapid sampiing". ror laorpe values of I/N, the improvement is approximately
1 db less than that given in Table L, These results, obtained from Figure 2,
are pased on the assumption that the array can be aimed directly at the inter-

ference, 'When the interference is midway between permissable bearing angles,

the sarpling cost is of the order 3 db for Dar and l% db for Dcn. Hence fer

i

A-2
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thiisa "ater case, the total cost of sampling and clipping is, if anything, less
than given in Table 5, &slso for other tian ideally flattened spectral shapes,
the improvement in the cost of clipping fer sampling at ‘he fsm rate is greater
than that obtained from figure 2. For example the spectral shape that determines
Figure 3 gives an improvement factor at the fsm sampling rate that is almost
identical to the resvlts of Table L, even when the array is aimed directly

2t the int:rference, A reasonable rule of thumb for the cost of clipping

for moderately large arrays and for saipling rates fs > £ might be

Sm

Tre cost of clipping is arproximatcly 2 db for an

interfercnce to ambient noise power ratio I/W of

unity and incrcases almost linearly with I/N at

a rate of 2 db per decade,

VIT. On the Point Source Assumption and Hydrophone Tolerances

The sampling rate disrussion of Section V., gives us a convenient frame

of reference with which to decide whether or not a source can ve regarded as
2 point source, Let us assume that the detector is sampled at the rates given
in Tabie 3 which are just adegquate to null out a point source with a given
I/N rotio. The resulting bearing quantization determines that maximum length
that a target, 4t a particular range and with a given I/N ratio, can have and
still ce regorded as a peint source, Thus, if the length of the target is no
greatcr tha the product of the range with the minimum change in bearing
angle, tien there is no ambiyuity as to its direction and it is for all
practical purposes 2 point source. Another way of looking at this is to reallze
that such a2 targct can in principle be nulled out at a cost that is comparable
tc the avera_.e cost of serpling at the fsm rate when nulling out a perfect

point source,
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If the interference is broadside, then ¢ = 1/f = d/c sinG. Hence

e ¥ c/fsnd, and therefore
f
cC I o ¢
Qs § 3 T (76)
o sm

wnere q is the effective length of the target and fs/.f.'o is given in Pable 3

as a function of I/, For endfire interference Equation 76 becomes

1

2 f =

l ¢ r "o 2
o sm

L:t us assume that the inputs are pre-whitened out to 5 ke ( % =1 ) and
- "
a hydrophione spacing of 2 fest, The maximum effective target length is given

in Table 6 as a function of range and I/N ratio.

A 10 100 | 1000
2000 | 555! | 175.5' | ss.5' | 17.6'
Broadside ; . - r N
| |x000' | 277.5'| 87.8' | 27.8 8.8
2000 | 7s." | u9." | 23.5" | 1325
Zndfire : : . . .
1000 | 372.5'| 209.5' | 118. 66. |
Table 6

Thus if the target dimensions are the effective propellor dimensions, it can
come as close as 1000' and supply an I/N ratio of 30 db and still be re:-arded
as a point source, In fact for a 20 db I/N ratio an entire submarine 2t

1000 yards can be regarded as a point source., We conclude that the point
source assumption for interfering shipping is not unreasonable.

Finally let us consider the allowable tolerance on the hydrophonc spacings.

in order to null out an endfire interfcrence the maximum delay per hydrophone
of d/c seconds is required. If the actual hydrophone spacinge is Ad feet

different from the a2ssumed spacings, then the required delay would be in error

by Ad/c seconds. If we now require thet this error be no greater than 1/2£sm

A-27
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seconds, the nulling will still v cffecuive even for endfire interference,
Thus a reasonably tight bound on the hydronhoue spacings might be

f

rd< € ?3 inches, (78)
o “sm

(a1 Ke]

Eence if we assume that the inputs are nrocessed out to 5 kc, the tolercnces
in the hydrophone spacings needed to null out an endfire interference whosc

pcwer is I/N that of the ambicnt noise is given by

IN| 1 10 | 100 | 1000

Ad 3“ lll .3" .1“

Table 7

A-28
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Summary

The likelihood ratio test for detecting a weak signal in the presence
of a strong point source interfercnce has been evaluated, given that the
inputs have been reduced by hard-limiting. An implementation which very
closely approximates this test and 1s In fact asymptotically optimum as the
interference to ambient nolse power ratio increases 1s presented. This
nrocedure aims the array in the direction of the interference and subtracts
the average value of the inputs from cach of the inputs before proceeding with
the standard DIMUS processing. As this procedure is asymptetically optimum
for analog inputs as well, it is conjectured to be opiimum fer arbitrary
quantization. It is shown that the depradation due to hard-limiting indicated
in report 26 is indeed real and that a relatively larce numher of quantization
levels are needed to cignificantly reduce this cost for large interference-

to-noise-ratios.
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1. _Introduction

This report deals with the detection of a sonar target in the presence
of a strong point source interference with the constraint that the inputs
are reduced by arbitrary quantization. I+ will be assumed throughout that
the hydroohone inputs 1in the absence of the signal and interference targets
are statistically independent. Thls problem was considered without the data
veduction in reports 17 and 21, The likelihood ratio test was evaluated and
it was shown that the interference was effectively removed. Furthermore,

a suboptimum implementation called the nulling detector was proposed which
closely approximated the likelibood ratio test. The nulling implementation
was further amalyzed in report 26 under the aspumption that the inputs were
hard-limited. While this instrumentat?!~n represents a vast improvement over
the standard polarity coincidence array, the results indicated that the
depradation in detectability due to hard-limitinp 1s not neglipible for strong
interfering targets. i. order to determine whether or not this degqradation
is inherent in the prcblen, one must determine the performance of the like-
lihood ratio test for the clipped data. If the degradation is indeed
significant, it will be useful to estimate the improvement in detectability
for multilevel quantization. This result should, in addition to indicating
the advisability of going to multilevel quantization, iddicate the accuracy
required for the detector employing analog data.

There is no known approach for the general soiution of the likelihood
ratlo for quantized inputs. The only known procedure is to assume that the
inputs are sampled slowly enough so that the samples are independeut (Nyquist-
rate sampling for gaussian inputs). Faater sampling rates are required
however to achieve a low cost of clipping and to permit reasonable accuracy

in bearing measurements. In fact, it was indicated in report 26 that unless

B-1
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cne sampled rapidly enocupgh the major source of degradation in the nulling
detector is due to the sampling rate rather than the quantization. Once the
optimum detector for independent samples has been fourd, however, it can be
analyzed for rapid sampling rates. There are a number of reasons whv this
procedure {5 not thought to be restrictive. In the first place there is no
a priori reason to assume that the form of the optimum detoctor would be a
function of the sampling rate. For example in the case of analog data, the
only differcnce is the presence of pre-whitening filters at the inputs.
Secondly even if the optimum detector did depend on the sampling rate, one
would need precise knowledge of the ambient noise power spectrum in order to
implement {t. The complexity of such a system would rule it out even if such
knowledpe weve available and it penerally is net. Ve will therefore find
the likelihood ratio for irdependent, hard-limited samples of the hydrophone
inputs. Tt will be assumed that the array can be aimed either directly at
the interference or the target even though the sampling rate required by this
assumption, as discussed in report 26, is inconsistent with the independent
sample assumption. Thus the detector we are seeking is to be optimum for
independent samples, but it will in fact be operated with dependent sarples.
I1. The Likelihood Ratio for Weak Signals

A praphical representation of al. of the available data 1s shown in Fip.
1 where it is assumed that the array is aimed directly at the target. The
assumption that the array® could be aiied at the interference 1s indic.ted
by the fact thaf the intetference wave froui intcrsects M data points
simultaneously. It follows from the assumptions that the nolse inputs are
all statistirally 1rdependent and the samples in any channel are independent
that the corrzlation between samples along any vertical line (fixed instant,

of time) is due solely to the common additive signal. Given that the data is

B-2
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pard-limited, the information availlable as to the presence of the s!-~nal
is contained in the number of sariples along a vertical axis that have tche
same sign where all of the samples are suitably "weiphted' by the number of
samples that have the same sign alonp the diaponal axis which contains rhe
~ommon additive interference. (e will assume that the number of samples N
is sufficiently larpe [N »> M(N—lﬂ; so that the '"corners’ of Fip. 1 where
the diagonal lines have fewer than M elements can be ignored. The optimum
implementation will involve aiminp first at the interference and ihen after
some processing, alming at the tarpet. Hence. the data array will really
be in the form of a rhombus with the corners missing.

Let us denote the probability that a zarple, with an additive signal

of value ¢, is positive and x, of the M samples along the common inter-

1
ference diagonal are positive by P+(xi,g). Hence

00
9

X, -1 M-x
+ M-1 i ] i ¢
= o - —11) o — — (=
P (xi,g) Jr(xi_J[l Fn+S( n)] ‘Fn+s( u}| {1 Fn( u g);ft\u) du
- ’ S ! = (1

where F( ) 1s the pgaussian cumulative distribution function and fI( ) is
the deusity function of the interference. Similarly P_(xi,g) is the
probability that the sample 1is negative and X, of the ga ples along the
interference diaponal are positive-

T M-x -1

1 1
) ol T
[—L_Fn+s l n+s |

00
= O -1
P (xl,ﬁ) = J

Xy

Fn(-u—g) fI(u) du .

(2)
All that matters is the number of samples along a vertical axis that are
positive and the ordering of them is irrelevant. The probability that r
samples are positive with an arbitrary distribution along the interference

diagonals is given by
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M £ r + M-r _
P (r.%) =(r) / TT » (x,.6) TT P (x,.6) £ (e) dg (3)
-00 1=1 j=1 ] )

where the subscript K refers to the alternative of signal present. Under the

hypothesis of no signal

y < + M-r
Py (e, = (") Hlp (x,,0) ‘jrcrl PTx, 0. (4)

The likelihood ratie L{r,x) 1is given by

PK(r,g)
LS = ®
and depcuds on the signal-co-noise ratio S/N among other things.
The standard procedure is to consider a locally optimum detector that
is optimum for vanishingly sasli signal-to-noise ratios. Hence we in fact
implement the fi:st two terms only of the expausion
I.(r,x ,S/N) = L(r,x,0) + =il * S/N + ..., (h)
L) 15y B(S/N)

We will denote these first two terms by L(r,x). This likelihcod ratio will

be evaluated by expanding the probabilities P+(xi,g) and P—(xi,i) and retaining
only those terms of or‘ier (§/MN) or 52 and then repeating this procedure for
PK(r x). 1t may be that when we are done, some of the terms of'i(r,i)

w1ll not represent cross-correlation information and hence are useful only

when the noise power is a priori knowledpe. Ignoring such terms wor:ld in

)
rey

represent no real loss of information.
Expanding and then collecting all of the terms in Eq. {1) is straight-

forward. Retaining only the pertinent terms, one obtains:
+ + + + 2
) 1 - 7
P ix,,6) 5P (x;,0) + P (x,) S/N+ Py(x,)e + Po(x,)¢ ) (7
where
B-5
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[e]6) =
P(x,,0) = ;—:1(::1) f [l—Fn(—u)]xi[Fn(—u)] s £ (u) du
~-00

X M-x X
+ 1M 1 o
PA (xi) = ﬁ_(xJ o j [1~Fn(—u)] fn( u) u fI(u) du

=00

00

X x,-1 M-x
i |M i P ] 1 .
- (Xi] 5 J ll—Fn(—u)][Fn(-u)J, fN(-u) u fI(u) du
-00
00
+ XM ,xi-l M-—xi
Py (xi) = [xi) jfll—Fn(—u)J [Fn(—u)] fn(—u) fI(u) du
-o0
and
0o
+ xi M - xi-l M—xi u ) '
Po (x) =t (xi) fp—Fn(-u)] [Fn(-u)] Lo £ (ew) £ W) du .
-o0
Similarly:
M-x a
- i - - S <
P (xi,e)-é X [P(xi,O) (g, (xi)S/N = i3 (xi)E —Eo (xi)g |
where
X M-x, -1 co X
- i/M ‘ i ’ . i -
P, (x,) = ﬁ—(xi)—z— / [-F 0] PR 0 £ () £ @) du
-r.0
X X = M-x
i /M i i
- ——-(Xi)i- j/[Fn(-u)] fn(~u) u tI(u) du
-00
oc
X M-x,-1
- 1My > if e i _
Py (x) = ("1' f[l_Fn( u)r [pn( u)] £ (-u) £,(u) du
-00
and
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00
_ ;:‘i M ( ]Xi M-xi—l M
P (k) = ot {xi) J[l—Fn(-—u)! [Fn(—u)] Y £ (-uw) £ () au . (15)
=00

If one now substitutes £q. (7) into the first product term of Eq. (3) and

then retains on.y cthe pertinent terms, one obtains

't'
E p (xi,a%ﬁ P(x,,0) + 2_ BN ()\ )y L P(xj,O) S/N
i=1
—TE r T
N+ T + 2
) p e T] P(x,,0% + Z p. ) TT P(x,,0) ¢
e %1 rp) 1#1
rr
i +, .
+ 5 ZZPB \xi) B (xj) k-TjP(xk,O)C , (16)
143
or
B r E Py ey ) (x )
Hlp (xi,g)_gl‘rl P(xi,O) 1+ S/N Z P(xi,l)) ﬂzp(x )
h | i=1 i=1
T
(x ) 2 Tx ) P (X )
)
Ll y_ ( L__YP(X .0) P(x 0) : (17)
1=1 143
Similarly
M-r M-r
M-r M-r M-x — (x) — P T(x,)
. = iS5} __ih B 17
LN G s ORI e S Pl il Tl 21_, T "L P, .09
i 3 3 i ol
M ~-T M-r
()’ ) {2 (x ) PB (X‘L)
Z_) P(x 0) XZP(X ,0) P(x ,O) ) (282
= 1#3

It follows from Eq. (4) as well as Eqs. (17) and (18) that

r M-r M-~-x
M 1
B (r,x) ~(:) 1T=T1 P(x,,0) E X, P(x,,0) (19)
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Combining Eqs. (3,5,17,18, and 19) one obtains for the likelihood ratio

M-r x M-r
(x ) P (x ) (x ) T(x,)
°B i
th) =14+ S/N L-—-———P( + P(x NL z P(x l—,——-—a—)
1=1 i=1 1=1 j=1 i
= Pc+(xi) 8 2 (x ) N f-.pB (x,) Py (xi)
N rag0 N P(x *32 LP('{ o) P(xj,O)
=1 i=1 145
N%—’“—r ) Pyx,)
t3 72 >_ Bex, 0) B(xy.0 ) (20)

It is now conjecturad that the terms involving PA+(xi)‘ P, (x,),
PC+(xi), and PC-(xi) either vanish or cancel themselvesz out depending on
the value of the interfevence-to-noise ratio (I/N). 1t is not, however,
necessary to prove this conjecture, since we can argue that these terms
should be ejected in the event that they do not cancel themselves out.

One notes, by :tracing their origins, that these reiatively few terms (for
large arrays) do not represent cross-correlation information and hence can
only be useful when the noise power is a priori knowledge. They are completely
analogous to the M terms [of a total of Mz] of the standard array detector
that measure the power of the hydrophone inputs rather than the correlation
between them. When the noise power is not known, these terms can onl, .id

to the variance of the test statistic and hence they should be omitted

(see reports 18,22, and 23). Since one indeed uever has a prioril knowledge

of the noise power, the useful likelihcod ratio is given by:

rr M-r M-r r M-r
L(r_)=l+—ZLP (x)P (x)+zz P(x)P (x)—ZZZ_P (x)P (x)
1¥j 143 (21)

where
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T oW [ %, M-x,
P +(x ) f[i?rn(_u) Ll_Fn(-u)] [Fn(‘u)] fI(U) du
+ B ‘1 ~-00
P (x,) P—(-x_i_,T)- B s e SN e—— . (22
(r xi M-xi ,
J’ ll-Fn(-u)] [Fn(-—u)] fI\u) du
-00
and
P £ (-w) x M-x
R R P e i i
P (x) f F_(-w [1 F( u)] an( u)] £,(u) du
P-(x)e B i = =00 A T S (23)
i P(xi,O) o < Mg
./ 1 - Py ()] ‘[Fn(-u)] L e (w) du

-co
Let us now evaluate the llkelihood ratio for the case of no interference
fT—0). Substituting for fI(u) in Eqs. (22 and 23) the delta function

8(u), one obtains by inspection that

+ - (2"

Prx) = P =2 £ (0) o2 (24)
It follows from Eq. (2!) that

s
m

=

L(r,x)

[(rz-r) + 1) ? - (M-r) - 21-(14-,-)]}

= {1+

\

This is exactly the result obtained in report § for the standard detection

oA |

%{(z:»m)z - M] . (25)

problem, and it therafore acts as a partial check on Eq. (21). It is known
that the DIMCS array implements the likelihood ratio of Eq. {25) Sece report
22 for example .

IIT. An Implementation of the Likelihood Ratio

It is informative to interpret the meaning ci the weights' given by

Eqs. (22 and 23). In the case of no interference, we note that
+
P =Prob¢ nX2 0/n> 0 ,

B-9
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and i

P—(xi) = Prob neO0/n <90 (25)

These welghts are obviouelw pertinent for the weak signal case, since they
are the probability that a vanishingly small signal determines the sigu of . ;
the samples. {lhen interference is prerfent, we recoguize that §

[1 - F (-u)in[F (-u)]M—xi £ (u) |
2] i . I — Prob {i(t) = U/Xi} . (27) ' !

[1 - Fn(—u)]xi[Fn(uu)]M—xi £, (w)du

It follows that

4

P+(xi) = Prob {tléi—i(t)/n > —i(t),xi}» >
\ {
P-(xi) = Prob {F)::—i(t)/n < -i(t),xi} . (28)
Once again we have the probability that a vanishingly small signal determines
the sign of the samples. Note that if we used a standard DIMUS system that
did not use the information contained in the vector x, the weights would be
‘/thN+I) which are not the optimum weights given by Egs. (22 and 23).

It is intuitively clear from the form of the likelihood ratio [Eq. (21)],

s
R T

however, that the optimum implementation is a DIMUS system that is preceeded

by some type of pre-processing which ie based on the number of positive samples

(xi) along the common interference fronts. Insight is gained into the type

of pre-processing by considering some gpecial cases. s
+

It is eazily shown from Eqe. (22 and 23) that when X, = M, P (xi) —>

0 as I/N~>oo and when x, = O, P-(xi)~—~+~f>0 as I/N—>co . It follows that

i
when all of the samples along an interference fr~-=t have the same sign, they
contribute very little iuformation about the presence -of the signal and for

large interference sources, they should be ejected. It can be numerically

demonstrated thact the optimum "weights' become negligibly small when the i
B-10 ]

CONFIDENTIAL




CONFIDENTIAL

interference-to-noise ratio I/N 1is large enough so that the probability of
the events X, = M and Xy o= 0 become significant. Thus, it costs very little
to eject such samples regardlesr of the interference-to-noise ratio. Recatl
that in the analog case (Report 17), the asymptotically optimum (I/N —>00)
implementation very nearly approximates the optimum for large arrays [intro—
duces a cost of one !lL.ydrophone for I/N = 0 ]and does not requive a priori

or estimated knowledge of the interference-to-noise ratio. It will be peen
that this is also the case when the inputs are hard-lirirved. Ic can also
be numerically demonstrated that for large values of I/N, the probability
of the event xi =M or O is i1-t, where t 1s of the order V§7IT The remova}

of such a large percentage of the samples constitutes the significant

degradation due to hard-limiting that was observed in Report 26.

It is also informative to consider the average weight along a common
«nteference front. This average weight w(xi) is calculated from the formula
Wx,) = 3 [x Pr(x,) - (M - x )P (x )J o (29)
i M i i i i

It turns out that W(xi)-770 as I/N—>o00%or all values of Xy . This is difficult
to show rigorously, but it can easily be shown to be approximately true by
considering a suitable approximation to P+(x1) and P-(xi). This result has
already been demonstrated for Xy = M or 0, For other values of X, it can

be shown that in the limit as I/N -—>oo0, the probability of the event [i(t) =

u/xi] as given by Eq. (27) 1s an even function sbout its maximum which

occurs for that value of u such that

X
Ymax © +ﬁf é_l‘ﬁ ' (30)

fn(~u) fn(—u)
The functions r+—-— and =———= are very nearly linear functiomsand
[l-tn(—uq Fn(-u)

hence P+(xi) and P_(xi) can be aroproximated by these functions evaluated at

B-11
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s (see Eqs. 22 and 23). Thus
/

—_ y 21
con i 2y el )
{ )
and

= )]2

N /

For these approximate weights, Eq. (29) Js 1identicallv zero. The exact welght

A E-Y .
N Z(M—xi)exP - 2[@- M SO0

P_(xi)::
differ in the same divection so thut N(Xl) is still ddentically cero. It
1s interesting to nota that U ax is the maximum likelihood estimator of the
interference and also that P+(xi) and P—(xi) for x, = M/2 are what they should
be for 1/N = 0.

‘The previous results suggssts an imploementation [suggested by Ancerson
for the case of analog inputs ]which consists of steering the array .at the
interference and then subtracting the average value of the samples from each
of the samples. This 1implementation would weight the samples in such a way

that the average weipht would be indetically zero and “n the event xp 0t M

or 0 the weight would be zero. If x, samples are positive, the averapc vaive

1
'y i

would be 1/M4 xi—(M-xl) = 2xi/M -1, It follows that the modified samnles

would have the values 2(1-x /M) for positive samples and -2x1/M for negative

samples. This procedure therefore introduces multiplicative weights

2(l-xi/M) and in/M. Repgardless of the value of 1I/N. the expected value of
Xy is equal to li/2 (provided only that t = 0) and hence the expected value of
the weights is cqual to unity. This medified DIMUS system 18 analyzed in

Appendix A where it is shown that for weak input signals, the output signal-

to-noise ratio becomes

T . 2
= 2% 5 oty (-1/m)
SNR = Sfmm S — LT AT (32)
n{ 2m N+;[1 B 25 sin—l —l—'il & 1
T N+I. Y 3T 2
B-12

CONFIDENTIAL




CONFIDENTIAL

Note that for large arrays, the cost of this implementarion is quite snall
(about 4/3 hyd-ophone) for vanishingly small Interference-to-noise ratios

aven though this implementation 1s conjectured to be optimum oaly asymptotically
as T/N —»00 . For larpe values of I/N we can replace sin—l(I/N+I) by

n/2- V2N/N+I'(see report 20). Hence Eq. (32) becomer

_ ™ ——— .
V‘_P_ S 2oy N (1-1/tH . N
SNR I/N —= 00> 2% N ‘/M -M VZ(N"'I) ";;——:—-,————L —1—-. T (33)
TR
M

A comparison of this result with report 26 shows that the nulling implementation
approximates this asymptotically optimum implementation in the identical
fachion as in the analog cose [an additional cost of 0.28 db}. As a result
there 1s no point in analyzing thls detector for rapid sampling rates since
the analysis for the nulling detector carried out in report 26 should suffice.
Let us now consider the discrepancy between the weipghts of the proposed
scheme and the oplimum weichts of Eqs. (22 and 23). Let us replace the
welghts of the proposed scheme [2(1-xl/M) and 2(xi/N)] by the weiphts
Kf(xi)Z(l—xi/M) and Kf(xi)Z(l—xi/M). These modified weights would also
satisfy the gpecial cases considered. The constant K would of course not
effect the performance of the detector. It is clear from Eq. (31) that these
modified weirhts would approximate the optimum weights of Eqs. (22 and 23)

provided

2 X 2
1 1 =1 i
T e s - emem———— o i =% - 4
f(xi) » " exp 3 [@ (H )] (34)
42 -
M M

This function 1s however, very nearly equal to unity for all values of

xi/N and 1s plotted 1In Fig. 2. 1In fact the difference between f(xi) and unity
is a result only of the facr the Eq. (31) gives approximare weights rather

that the precise weiphts, The proposed welghts are proportional to the optimum
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weights oa Egss (22 and 23). It follows that the modified DIMUS system

represents an asymptotically optimum implementation (I/N-—w) of the

likelihood ratio.

IV, On the Improvement in Detectability for Multilevel Quantization

The asymptotically optimum implenent:ztion is the same for analog data i
[Anderson's prcposal] as well as for hard-limited data. It 1is therefore 2
reasonable to assume that this implementation is optimum for an arbitrary i
degree of quancization. t{hile an analysis of the general case is quite §
difficult, a figure of merit which gives an estimate cf the improvement g

in detectability for multilevel quantization is rather easily obtained.
This figure of merit seems fo be accurate enough to give reasonable quanti- {
tative results.
For binary quantization, the samples fall into two classes those which
have the same sign as the most common sign along the interference front and
thoge which are “'switches'. The samples are then weighted according to which
class they belong to and the best estimate of the interference. Assuming
that the interfererce signal has a zero mean, the probability of a "switch”
is identically equal to the probability that the sample has the opposite sign
of the interference. Hence the probability of a switch (Ps) is given by

o
Ps = Prob[n+s+i>0/i<0] = ZP[n+s>—i,i<0] = 2 thl—Fn+s(uﬂ fI(u) du . (35)

o
Assuming all the procecses are gaussian, this probability becomes asymptotically

for large interference to ambient nulse power ratios:

00 I
e ) A ool !
I/N—co [2 T '\, _1/Bds s/ 0 ;\jg . (36)
Ps—_?\/: /[l_@dbws"ld"'ﬂ i 71
6 |

The optimum pre-processing effectively reduces the number of samples along
B-15
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any interference front to twice the number of switches. That 1s the weights
of the switches vary from 1 to 2 as the weights of the non-switches vary
from 1 to 0. One can postulate a 'cost”™ in terms of the average "effective

reduction in sample size'". This 'cost' becomes asymptotically
c»2dz [N an
™ 21

This cost 1s essentially equivalent (to within !5 db) of the actual asymptotic
cost 1n detectability obtained from Eq. (33) for large arrays.

This figure of merit can be generalized for an arbitrary degree of
quantization. The asymptotic ''cost' converges nicely to unity as the number
of quantization levels increase and it is conjzctured that the results
can be used quantitatiely as well as qualitatively. Let us assume that

the inputs are now quantized into 2 q equal intervals as in the fipgure

below. Further assume that thie interference lies in one of the closed 1intervals

Ik wnere (k—l)A<IK<kg and that the samples are assigned values corresponding

to the center of che intervals.

*’ [_: i I_l A \
i
I e T T .

1 - 7

The samples fall into three categories- those which ''switch'" to the left,

the switches to the right, anu the non-switches. The nulling procedure will
modify the weights of the switches to -1 and 1 and remove the non-switches.
Hence for such interference fronts, the optimum processing "effectively’
reduces the number of samples to the switches. However, for those inter-
ference fronts which correspond to the two open intervals, the pre-processing

effectively reduces the number of sarples to twice the switches.

B-16
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It is shown in Appendix B that the probability that a sample switches

from a closed interval 1s given by

los] q—l['

Pscq - %\j—?: [l —\/?f erfc xdx}z exp [- ‘%(k—l) 2m %}4— exp[- —2]= k2m2 .1%}1,(38)
m k= J
2 '

vhere the quantization width A is given in terms of the number of standard
deviations of the ambient noise (a4 = m\/l:f), Furthermore the probability of

a switch from the open intervals becomes

1 /N L1,-1n2 N '
Psoqﬁnt/:exp[— 7(a-1) I] : 39

Finally, as we have argued, the '"cost'" figure of merit is given by c¢ =

Pscq + ZPSOq. Utilizing “he facts that

0]
—F A I
\/?feLfL_ xdx————*mﬁ,ol \/;m
m
2

and
> fesez (T 7
1.2208)q30 2 [T L 2y, o f2nfT
L. Sk exp{—zkm I]q__”m\/u [ SRR O 3 R O
k=0 0

in conjunction with Egs. (38 and 39) it 1is apparent that the cost figure
does indeed converge to unity as tne quantization get: finer.

A plot of estimated improvement in detecthbility for multilevel
quantization and slow sampling rates is given in Fig. 3 for an interference
to ambient noise ratio of 20 db. It is observed that for a moderate number
of levéls (¢8), the improvement is not very sensitive to the width of the
quantization intervals, but this sensitivity increaces as tle number of levels
increases. Quantizing into four levels instead of two recuces the cost from

12 db to 9 db. Recall that this cost is for the case of artificially slow

B-17
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sampling rates. Reasonable sampling r~tes reduce the cost, in db very nearly in

half. Hence doubling the no, of quantization levels reduces the cost from

approximately 6 db to approximately 4% db. More than eight J}:vels are

needed to reduce the cost to 3 db., Vhile these results are only rough
estimates of the actual cost, it is clea: that a relatively large no. of
quantization levels are needed to reduce the 1inherent cost of hard-limiting
to some minimal value for large interference-to-noise ratios ( 20 db).
However the accuracy required for analog processing is not very restrictive.
It is only necessary to know the value of the sarples to within one standard
deviarion cf the ambient noise. The only equipment problem is the rather

stringent linearity requirement.

B-19

CONFIDENTIAL



CONFIDENTIAL

Appendix A

The proposed scheme calculates the fellowing test statistic:

Tgg M M
s = \Tx(k)-y I (k) -y (A-1)
el 1 "3 3
k=1 i#j
where
xi(k) = sgn[ui(t+krﬂ 3
and

"7“_4

M
Z s ren]o

where ui(t) is the input to the ith hydrophone at time t, fS is the sampling

rate, and 1 is the decision rime. The quantity vy 1s the average of the
bard-ilimited samplas alone the interferenct: front associated with u,(t+h‘).
It has been assumad that the array fes been aimed in the direction of the
¢i1gnal by introducing a delay of m seconds per hydrophone where 1 1is the
sampling interval. 1In the absence of a signal (the hypothesis H) the inputs
to the M hydrophores are all uncorrelated snd arc comprised of the sum of
two statistically Independent processes n{t) and 1i(t) with powvers N and I
respectively. Under the alternative (K), there is5 a common additive signal
s(t) with variance S.

Tlie expected value of the test statiztlc 1s given by

M M

(k)x i.f+m(«-1) % ) (k)xr{kﬁn(r—j)i

r=1 r=1

E(S) = Tf (M -M) %y (k)x (k) -

""}—‘

H M
+ iZ EZ: = [k+W(:—1ﬂx [k+m(S‘Jﬂ ) -
R ¥ °
NS ’
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where iand j are constrained to be unequal. Recognizing that only those

samples at the same instant of time are correlated and by the amount 2/u
sin_l S/N+1I+S, this mean becomes,

1 S 2 1

beres & owm * ;2) 0 (A-3)

2 2 -
E(S) = TfS(M -M) = sin M

It follows that the shift in the maean of the test statistic becomes

asymptotically as the signal-to-noise ratio S/N gets small
2

2 2 1 S
EK(S) - EH(S)—9 3 Tfs M -M) (1 - ﬁ) =

N+T (4-4)

Let us now replace the quantity (xi(k) - yi) of Lq. (A-1) by the symbol

zi(k). The variance of the test statistic under the hypcthesis can be written

as va‘s'*“ M M MM
Vary($) =) ) 0 )z )z, z ez () (A-5)

k=1 p=1 143 g#n
The z terms are all pair-wise uncorrelated unless the subscripts differ by

the right amount to place them on a common interference front. Therefore

MM TE /m M, M |
var, (s) = 2 Z z 220) 22 (k\+4 Z (M- m Yz (0, Tempdz, (D2, Tenp)
k=1 1#3 p= 1 1#4

(A-6)
Realizing now that there are only (M-p)(M-p~l) terms that can exist in the

second sum, the variance becomes

Tfs/ " 2
2 2 A~ S B Gt 7y
1 = - - - - - +m A—7
\larH(S) 2Tfs (M°=M) z, "+ 2 V (Tfs rm) (M=-p) (M-p 1)zi(k)zi+p(k p) ( ) .
p=1 [
This can be simplified for large decision times by recognizing that |
ZZSH—p)(M-p-l) =P (A-8)
where M = (2M-4) /3. Hence for large lecision times
- 2 2
Var, (8) = 2Tf (M -M) z; (1\) + Mz (k) z (k-knp) . (A-9)
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Recognizing that

l(1- 1f 1=9

xi(k)x [k+m(j—1)] =¢ 2/n sin_l I/N+X: 1if j=i+p, (A-10)

3

0: otherwisge

it is straightforward to show that

2 M-1 2
zi(k)BM[l—nsin S

N+ |
and
2 (02, (mp) = [% T 1J§ . (A-11)
Combining Eqs. (A-10) and (A--11), it is seen that
Var, (S) = 2Tf (MZ-N)[-Z- sin™t Lo - 1}2[1 T (A-12)
H s m N+I M 3M2 [

The output signal-to-noise ratio of the detector for weak signals is given by

the ratic of the shift in the mean to the square root of the variance or

__.-_._] 2
TE, Vedar - 3
o SM=0, 2 [Tfs s M Aoy
' L R PR VR i Yoy mpmpe il
™ N+1 3M 31'12
Appendix B_ !

Let Pk denote the probability that a sample if contalned in a quantization

interval IK given that the interference itself is contained in this interval-i.e.

= I -
Py ProbLn 4 ic[K/icIK] . (B-1)
If the interval 1s closed and of width Aj[(k-l)A < IK < kA] , then .
ko A l
Fn[ka-u] i, Fn[(k-l)A-u] £,(u) du ﬂpn(x) - Fn(x-—A)] £, (ko-x) dx

o (k=1) - 0 ‘

PK = 'm0 w0 e B A A i
p(iEIK)
ffi(ka-x) dx

0 (B-2) '

B2

CONFIDENTIAL I



aheat i s dduta g aldend Aot mi e o hand

CONFIDENTIAL

(k)

1f Pge

is the probability of a 'switch'" or the probsbility that a sample

lies outsgide this interval given 1, then

o)
= . = \
1 Fn(xﬂ £, (k dex) dx *,f F(x-8) £, (4x)dx
p () oy p 0 5 =i0) (B-3)
sc K i)
PR
As the inteference - to-noise power ratio gets large, this probability of a
switch becomes
A
e £, (k8 + f_L(k l)A
Lo 2% PO f 1-F (X)] , (B-4)
0
Assuming gaussian processes,; this can be put into the foim
2 2 -
A ~1)A
R Tt L
P c(k)_)F T — - —_ w’? / erfc xdx  (B-5)

2p (1 CIK)

The probability of a switch from any of the Z(gq-1l) closed intervals is giv a by

(q-1)
Pl =2 ) b (L) (8-6)

sc
k=1
By normalizing the quantization intervals by the standard deviation of the

noise[A = mfﬁi)p becomes
sC

_, m/y2 (q—l)j .
1 [N 1,22\ 1 Nl
pscqa -T;- \/-i- T erfc xdx Z expj- 5 k' m Y]-#— exp[— 2 (k-1)"m I] (B-7)
0 k=0 L ¢ :

Inveoking symmetries, this can be written as

-1

q
i 5
Q_> W[ 1 -r f exfc xdx]z‘ E e exp[-—%kzm2 YJ , (8-8)
o/y2 k=1
1] B=0, g1
where =
27 k#0, q-s
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The probability of a switch given that the interference lies in one of

the two open intervals is pgiven by

00 oo
i 1
/ FJ(q—l)A - u] f, (u)iu [l - F (x)J f [x+(q—-l)A]dx
y y 1 n i
y - {a-1} 0 .
Pog(a) = T e
Thle asymptotically approaches
£ ta-0g P
D — - - -10
Peo(3)— TR [1 Fn(x)] dx (B~10)
i 3
which becomes for gaussian processes
=  exp - 1 (q_1)2 N 0o
p (q)———}l \/E —_—ad L ﬁferfc xdx (B-11)
so w VI
2p(i€Iq) 0

s}

-

Recognizing thatyn' / erfc xdx = 1, the probability of switchirg from either
0

of the open intervals becomes

N '
-I—.ll . (B-12)
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