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ABSTRACT 

This report deals with the following, topics: 

1) Detection in the presence of interference.  Earlier studies of 

analogue detection jn an interference dominated environment 

were reported in Volutie 1X1.  Here the emphasis is on detectors 

using digital techniques.  Costs of clipping and sampling are 

examined for optimal detectors as veil as for more readily 

realizable suboptimal instrumentations.  Some attention is given 

to the problem of recovering part of the clipping loss thro'^h 

multilevel quantization. 

2) Adaptation to certain noise field properties.  The report examines 

detectors which adjust the detection threshold in accordance with 

various measured noise parameters.  An instrumentation using 

measured noise power in setting the threshold possesses non- 

parametric properties that make the false alarm rate asymptotically 

independent of the noise amplitude distribution.  A second (digital) 

instrumentation achieves reduced dependence on noise spectral 

properties by adjusting the threshold in accordance with the count 

of zeros at each hydrophone. 

3) Active Sonar. One possible detector for ac'.ive sonar signals 

consists of a pair of widely separated receivers whose outputs 

are cross-correlated.  The performance of such a receiver is 

analyzed for noise environments dominated by reverberation or by 

ambient noise.  The effect of linear frequency modulation in the 

transmitted signal is examined. 

^)  Vertical directionality of ambient noise.  Numerical computations 

are performed to estimate »-he directionality of a'flbient noise at 

shallow depths for various realistic velocity profiles.  The basic 

noise model is that proposed by Talham. 
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FOREWORD 

This report is the fourth in a series describing work performed by Yale    University 
under subcontract to Electric Boat division of General Dynamics Corporation.    The 
report covers the period 1 July 196G to 1 July 190(5.    An unclassified supplement to 
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I.  Introduction 

The following is a summary of work per formed under contract 

8050-31-55001 between Yale University and the Electric Boat division during 

the period 1 July 1965 to 1 July 1556.  More detailed discussions of the 

results as well as their derivations £.re contained in a series of six 

progress reports that are appended.  Four of these represent continuations 

of investigations on passive detection reported in earlier volumes of this 

series, one initiates a new effort in the direction of active sonar signal 

processing (ccatinucd in subsequent reports) while the final one is 

concerned with a special topic in noise propagation. 

One of the central themes in Volume III of this series was detection 

in a noise field dominated by a plane wave interference.  The performance 

of the optimal (likelihood-ratio) detector was compared with that of a 

conventional detector and found to be substantially better in a strong 

interference environment.  Several suboptimal analogue procedures (null 

steering) were proposed and analyzed.  In the present volume this effort 

is continued with the examination of procedures suitable for digital 

implementation.  The simple introduction of sampling and hard limiting into 

the previously analyzed suboptimal instrumentations was found to lead to 

degradations in performance which  grow with interference to ambient noise 

ratio.  A study was therefore undertaken,  a) to separate the loss into a 

sampling component and a clipping component,  b) to determine what fraction 

of the loss was independent of the particular implementation (hence a basic 

clipping loss), and  c) to estimate the improvement attainable through use 

of  n  rather than  2  level quantization. 

In most analytical treatments of the passive detection problem the 

statistical properties of signal and noise are assumed to be known a priori. 

1 
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This Is clearly unrealistic in most practical sonar problems.  As one 

attempts to relax the assumption one is lead to instrumentations which 

measure relevant statistical parameters and adapt the detector to the 

measurements.  Depending on one's point of view, the resulting system 

might be, at one extreme, a configuration adapting to the complete space 

time structure of the noiue field or, at the other extreme, a system 

adapting only to one or two parameters deemed particularly important by 

the designer.  The null steering procedures mentioned earlier may be 

said to fall Into the second category, the single unknown parameter in 

this case being the interference bearing.  Another parameter almost 

certainly unknown a priori is the total noise power or signal-to-nolse 

ratio.  Since it critically affects the detection threshold, measurement 

and adaptation suggests itself.  Initial studies concerning this problem 

were contained in Volume III.  Two reports in the present volume extend 

this effort by developing procedures insensitive not only to noise power 

level, but also noise amplitude distribution and, to some extent, noise 

spectral properties. 

The initial effort in the active sonar field deals with a detector 

cross-correlating the outputs of two spatially separated receivers in an 

environment, that may be dominated by either ambient noise or reverberation. 

One of the primary aims of this study was ths development of an analytical 

framework for the discussion of reverberation that could be carried over 

to future investigations of active signal design and processing. 

II.  Detection in the Presence of Interference 

Two reports in this volume deal with detection in a noise environment 

dominated by a strong plane wave interference.  Both assume that the output 

of each hydrophone is converted into digital (generally binary) form prior 
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to further processing.  FVporc No. 26 examines a digital version of the 

n»11 steering procedure analyzed in Volume Til (Report ho.   21).  The 

hydrophone outputs are sampled and hnrd-ltmited, digitally delayed for 

alignment with the interference, subtracted pairwisu for interference 

elimination, after which beamforming on the target and detection is 

accomplished in conventional manner.  The sampling procedure degrades 

performance by two mechanisms. 

1) If the sampling period corresponds to the minimum delay 

increment available, then the sampling rate fixes the number 

of beams that can be formed.  Unless the interference falls 

precisely on the axis of one of these beams it cannot be 

eliminated perfectly by the null steering mechanism. 

2) Even if the interference lies precisely on a beam axis (end 

could therefore be eliminated perfectly by an analogue nulling 

procedure), hard limiting spreads the spectrum over nn infinite 

frequency interval (even if the input spectrum is bandlimited). 

Therefore any finite sampling rate leads to a certain amount of 

spectral foldover with attendant loss of informarioa. 

The first effect is easily studied by considering n  am.pXed  analogue 

version of the null steering detector.  Signal interference and ambient 

noise are assumed prewhitened to a bandwidth  w   tad/sec so that the 
o 

Nyquist rate is  w /IT  samples/sec.  The residual interference power is a 

maximum when the interference is located midway between the tvr, wuii 

closely adjacent beams.  In this worst case the sampling rate  f 

(samples/sec) required to hold the residual interference to a power no 

larger than that of the ambient noise is given approximately by 

CONFIDENTIAL 
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f - 0.9 l/|- x (Nyquist rntc) - 0.9 l/j^ * — for  I/N 1 1 (1) 

I/N is the interference to noise ratio. Thus, for an interference to 

noise ratio of 100 (20 db), one must sample at about 9 times Nyquist 

rate. 

Having isolated cfu beam steering problem, one can now deal with the 

clipping loss and the additional sampling loss due to mechanism  2)  by 

constraining the interierence to lie on the beam axis.  In order to 

separate the effects of clipping ard sampling as much as possible Calways 

keeping in mind that there would be no type  2)  sampling loss in the 

absence of clipping) it is convenient to consider two cases: 

a) Sampling at the Nyquist rate oi   the prewhitened signal, noise 

and inference processes, so that the samples are statistically 

independent. 

b) Sampling at a rate faster than the above by a sufficient amount 

so that thv output ;ignal-to-noise ratio (considered as a 

function of sampling rate) closely approaches its asymptotic 

value. 

In case  a)  one finds that the clipping and sampling loss (ratio 

of output signal-to-noise ratio without clipping to output signal -to-noise 

ratio with clipping) is given roughly by 

for   I/N>1     (2) /      n \ clipping  ar\d   sampling   loss   (in  db)   =-   10  log       1.4   \\-- 
10\     V N J 

The above result is essentially independent of the n-imber oi   hydrophones 

once the array size exceeds a relatively small minimum.  The improvement 

of the null steering detector over the equivalent (clipped ond Nyquist 

rate sampled) conventional detector is quite substantial for strong 

•1 
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interferences.  For a 40 clement linear array at  1/N » 100 (20 db) 

the improvement amounts to  16.6 db of output signal-to-noise ratio. 

This figure increases by roughly  6 db  for every  10 db  increment in 

interference to noise ratio, but Is relatively insensitive to changes 

in the number of hydrophones. 

It .'s most convenient to express the results of part  b)  (fast 

sampling) in terms of ..hose of part  a)  (Nyqulst rate sampling) and an 

improvement factor I,  The latter rises linearly wic.i sampling rate until 

it approaches an asymptotic value near the sampling rate given by Eq. (1). 

Thus sampling above that rate brings little 'benefit.  An estimate of the 

true cost of clipping cc.n be obtained by tiubtracting from Eq. (2) the 

asymptotic value of I  (expressed in db).  The result (for reasonably 

large arrays) is a loss of about  2 db  for I/N " 1 and an increase of 

roughly  2 db  for every  10 db  increase in interference to noise ratio. 

Similar computations for n set of non-white spectra indicate that these 

results do not depend critically on spectral shape. 

Report No. 26 evaluated the cost of clipping for a particular 

instrumentation (null steering),  It therefore leaves open the question 

whether the very appreciable losses encountered with high interference to 

noise ratios are peculiar to this particular system or whether they are 

a   fundamental property of all clipped instrumentations. To ahed light on 

this question, Report No. 28 considers a likelihood ratio detector 

operating on   clipped hydrophone outputs.  The results indicate that, for 

large interference to noise ratios, the optimum system is a clipped 

analogue of Anderson's nulj steering scheme (benm-fortn on interference, 

subtract average value of this interference estimate from each hydrophone, 

then bean form on the target).  The performance difference (large I/N) 

CONFIDENTIAL 



CONFIDENTIAL 

between this system and thu null steering scherae of Report No. 26 is minor 

(leas than 1 db ).  Thus the clipping cost determined in Report Ko. 26 

appears to be basic and not subject to reduction by Improved processing 

procedures. 

An interesting physical insight into the reasons for the clipping 

loss can be gained frcn the followiRg arguoent.  Consider a linear ar, y 

mechanically steering on target so that the signal wave-front reaches all 

hydrophones simultaneously.  The situation is illustrated in the diagram. 

Hydrophone 1  a. 

Hydrophone 2   (D 

"2 WN 

/N 
Space 

Hydrophone M  II 

0   0 0 0 0 

X o 0 0 0 
\v 

"v 
0   Ox 0 0 0 

0   0 X 0 0 

0   0 0 tK   Ü 

jveform In 
Wa 

terference 
vefront 

Time 

The vert_^al dimension corresponds to spatial displacement along the 

array, the horizontal to tine displacement (successive samples) of the 

output of one hydrophone.  In the absence of interference the noise is 

independent from hydrophone to hydrophone.  The signal wavefront causes 

one polarity to be preferred along each vertical line and it is this 

preponderance, however slight, which allows detection when a sufficient 

number of samples (vertical lines) is examined.  In the presence of a 

strong interference the polarities of samples along an interference 

wavefront are all the same unless the interference time function is near 

6 

CONRDENTIAL 



CONFIDENTIAL 

zero at th« particular Instant rtprcsunted by that wavefroat,  A set of 

samples whose polarity is completely determined by the interference 

contributes no infor nation concerning the presence or absence of the 

signal.  Detection must then be accomplished on the basis of the residual 

samples, those corresponding to sufficiently low instantaneous values of 

interference so that their polarity Is affected by signal and ambient 

noise.  It is a simple natter to calculate the probability that all 

samples along nn interference wavefront have the same polarity.  For 

large Inteiferenc^ to noise ratios this probability differs from unity 

by a factor of the ordur of l/N/I .  Hencs only about l/'N/I  of the total 

samples are useful in signal detection.  More quantjtc.tivcly, one finds 

from this line of reasoning that the clipping cost for slow sampling 

n       IT is   asymptotically     10   log        ., 
1 n - N 

[compare with Eq. (2)] 

Report No. 28 also examines the improvement attainable through use 

of multilevel quantization in place of hard limiting.  Approximate 

computations indicate that, for an interference to noise rotic of  20 db, 

the use of h  quantization levels reduces the clipping loss from  12 db 

to  9 db  for slow sampling and from 6 db  to  4^ db  for fast sampling. 

More than 8 levels are required to reduce the fast sampling loss to 3 db. 

One must note also that the adjustment of multilevel quantizers becomes 

more critically dependent on the ambient noise power as the number of 

levels increases. 

III.  Adaptation to Certain Noise Field Propeities 
s 

The problem of detection in a noise environment of unknown power 

level was first considered in Volume III (Report No. 18).  An instrumenta- 

tion was there proposed which measured the aierage noise power over the 

observation Interval and used the result to set the detector threshold. 
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In a Gaussian noise environment and with arrays of more than a very small 

number of hydrophones the resulting system performed alE.Cit as well PS 

one having full a priori knowledge of the noise power.  Report No. 23 of 

the present series examines the performance of the same adaptive threshold 

detector in nori_ geni_rDl noise environments.  One interesting conclusion 

is that the false alarm rate becomes independent of the noise probability 

density as tht: observation time increases.  In this very important sense, 

therefore, tht detector is asymptotically nonparametric.  The report also 

examines the dependence of detection probability (fixed false alarm rate) 

on the noise ar.plitude distribution.  With Gaussian noise there is a 

degradation of performance equivalent to the loss of about ^ hydrophone 

(relative to the performance of a conventional detector operating in a 

noise environment of known power).  On the other hand, it is not difficult 

to construct examples of non-Gaussian noise in which the detection prcba- 

bility (fixed false alarm rate) exceeds that of a conventional detector. 

This appears to be true especially with noise of an impulsive character. 

Report No. 28 discusses an adaptive threshold for a clipped conven- 

tional detector (PGA detector).  Clipping eliminates the dependence on 

noise power, but there remains a dependence on noise spectral properties. 

In particular, the fact that changes in noise bandwidth affect the 

dependence between adjacent samples suggests that improved performance 

night be obtained by adjusting the detector threshold in accordance with 

the noise bandwidth.  An approximate measure of this bandwidth can be 

obtained from a count of zeros at the output of each hydrophone.  The 

report considers the performance of a detector which ties its threshold 

to the zero count.  The functional dependence of the threshold on the zero 

count is based on a nominal spectrum and the performance of the detector 

8 
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is then invescigated for a wide variety of different noise spectra.  The 

procedure is by no means perfect, but the false alarm rate turns out to 

be far less dependent on spectral properties than that of a fixed 

threshold detector. 

IV.  Active Sonar 

Report No. 27 analyzes an active sonar detector using cross-correlation 

between the signals received at two spatially separated receivers.  The 

transmitted signal consists of a single pulse of linearly frequency 

modulated carrier.  The pulse duration is large compared with the carrier 

period.  Transmitter, target, receiver and all scattering centers arc 

assumed to be stationary, so that no Doppler shifts occur.  The received 

signal is assumed to be a delayed, but otherwise perfect , replica of the 

transmitted signal and a similar assumption is made copcerning the returns 

from various scattering centers which make up the reverberation.  This 

description of the sonar return is obviously far too idealized for many 

purposes.  It ignores most of the important transformations experienced 

by the signal in a realistic propagation channel.  However, it has the 

merit of not obscuring the effects of the reverberation model whose 

development and study is one of the primary purposes of the report. 

The reverberation is attributed to the effect of a large number of 

omnidirectional point scatterers, Poisson distributed throughout the 

illuminated volune (volume revurberat ion) or near the illuminated surface 

(surface reverberation).  The Poisson assumption can clearly not account 

for such physically observed phenomena as a coherent component in the 

specular dlrccticai oi a surface reflected wave or the mode structure 

induced in the scattered energy by a more or less periodic wind-driven 

surface.  However, the model appears not unreasonable for volume 

I) 
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reverberation and may adequately represent some of the fentures of surface 

reverberation, at least if the back-scattered component is of primary 

interest. 

The report deals at. senne length with the effect of signal bandwidth. 

A linearly frequency modulated signal of wide bandwidth (large frequency 

deviation) imposes a rather narrow range gate on the reverberation.  Its 

width is the correlation distance in the water of the transinitted signal. 

Only scatterers separated in range from each other or from the target 'y less 

than this quantity contribute to the reverberation noise at the output of 

tho cross-correlator.  A wideband signal also produces angular discrimina- 

tion rgainst false targets.  This effect becomes significant when the 

spacing between receivers is large compared with the signal correlation 

distance. 

When many weak scatterers but no strong scatterers (false targets) 

are illuminated, the model leads to a Gaussian reverberation process.  The 

detector output signal-to-noise ratio is calculated for both reverberation 

limited and ambient noise limited environments.  Under the stated assumptions 

(no Doppler shift) the output signal-to-noise ratio in a reverberation 

limited environment is generally maximized by use of the widest possible 

transmitted bandwidth.  In an ambient noise limited environment, on the 

other hand, narrow-banu signals (no frequency modulation) and narrow-band 

receivers produce the best output signal-to-noise ratio.  The output 

signal-to-noise ratio varies as the square of the input signal-to-noiso 

for low input signal-to-noise ratios, but as the first power of the input 

signal-to-noise ratio for high input signal-to-noise ratios.  The latter 

behavior is basically that of a coherent detector whereas ..he former 

corresponds more nearly to incoherent detection.  Even at very high i;put 

10 
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signal-to-nolsi. ratios tli^ corrclatlun dcCcccor Is Ktill Inferior to thu 

true coherent detector (replica corr.-J.Uoi) by  J cib  of output sigml- 

to-noise ratio.  This is, of course, due to the availability in the 

replica correlator of a noise free replica, whereas each of the channels 

of the cross-correlator is noisy. 

V.  Vertical Directionality of Ambient Noise 

Report No. 25 uses an ambient noise model introduced by Talhara 

(JASA 3_6, 15Ai, 196^) to examine the vertical directionality of the ambient 

noise in a number of practically interesting situations.  Th^ model 

attributes ambient noise to a series of statistically independent noise 

sources uniformly a.'strlbuted over ehe ocean surface.  Talham's calculated 

noise distributions for hydrophones located near the bottom showed good 

agreement with measured results, at l^ast for low sea states.  Report 

No. 25 is concerned primarily with tue noise field near the surface 

(100 - 500 ft. depth).  Realistic velocity profiles for several locations 

and seasons were conslderec.  The results indicate that very substantial 

differences may exist between the n '-e   intensities in the vertical and 

horizontal direction (diTfcrentinls in excess of  20 db  were indicated 

in a number of cases) .  The computed directionality patterns fall into two 

classes.  If the observation point is in a region of positive velocity 

gradient the pattern exhibits a peak near the horizontal.  If the observa- 

tion point lies in a region of negative velocity gradient there is a 

sharp null near the horizontal.  Except for this anomaly (which is confined 

to the immediate vicinity of the horizontal) there are no major qualitative 

differences between the various calculated patterns.  Aside from the major 

seasonal changes in velocity profiles the results do not appear to be 

critically dependent pn the particular profile used. 

1 1 
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Summ iry 

This report deils vrl'.h a suboptirr1-
,l instruruntation for the detection 

of a weak target in the presence of i utorference from a much strorigsr 

t".rEt;t TS ^eil as ambient r.oist.  Tnr instrunientation ccnoidered is identical 

to tie nulling detector prepese^. in Reuort :!o, 21 with the hydrophone inputs 

being modified by sampling and h-^rd-limiting. 

It is shown that this implementation Improves detectability considerably, 

relative to the standard clipped power detector PCA , for point source 

irterference targets.  The cost of hard-limiting is approximately 2 db 

far an interference to ambient noise rower ratio — of unity and increases 
N 

almost, linoarly with — at a ratu of C d'n per decade.  rhus for very strong 

interfering "point sources" xrr'"^ JO db / the cost of clipping becomes 

significant.  For this —, the improvement in nulling relative to the PCft 

is appruxi. uitely 29 ab for a UO  hydrophone array.  In addition it is 

demonstrated that the assumption that .luch a strong interfering target 

can he regarded as  :oint source is in fact not unreasonable. 

A-i 
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I, Introduction 

Report No,   21  IVTVOüVS  a  nullinf   li-t.tctor  thit r—.xlmateü  the 

likelihood-r'.tio  dotoctor  lor the passive  detection  of   i  weak  sonar  t.irpet 

in  the  presence   of  ai-ibient   noise   ^nd inttrfurence   from  a  much  stronger 

second target.     This   ri port   considers   the   detectability  cost  of  sampling 

and  hard-limiting  the  hydropheno  inputs  prior  to   the   nullii.g  instrumentation. 

Intuition  -p.i  previoun   r-,:.;-.:ltr;   indicate   that   this   oost  is   essentially 

that inherent  in 1-ird-limiting.     However,   shouli   this  cost b«  severe,  it 

will ::av<.   tu  be  v rified  that  the  likelihoou—ratio  test  for clipped  inputs 

is  nut siknificantly better.     Such  verification is  cxti'.mcly difficult and 

will be omitted for  u.e   present. 

The  nulling  detector  assui-nea   a   Line:;r  ?rr:.y consisting  cf 'A equally 

spaced  hydrophon  s.     Thu  hydrophone  outputs     r-    delayed   to align  the 

interference   ccinponcnts  and  ar,    then  subtracted pairwist;   to eliminate   the 

interference.      The   resulting    iifferunce?'   are   deli-zed  onci.   nor-,   in sucn   a 

manner  as  to  align   their  signal   components.      The   outputs   cf  the   second sut 

of  delays   are   summei,   squared  and  filtered  in  the   conventional manner. 

In the modified detector,   the  hydrophone  outputs  ar    sampled and hard- 

limited  prior  to  any processing. 

II. Analog     Mulling  3- toe tor 

The  detector proposed  in  rteport Ho.   21,   which  will  be   called  the 

Analog   lulling  Detector  (D     ),   calculates   the  fellowir.g   test statistic 

^   ;   '±-r ■2 

3anCx)  = yS   I   ^   xjtfko.^      , (1) 
k=l   | i=] , 

where T is the decision time, f„ is the sampling rate, o is the sample 
3 

interval (■ = 1/f ), and f-i is the Number of hydrophones in the array. 
3 
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The  processes  x.(t)   -ire  given  by 

x.(t+ko) = | /xu) - | yi}TM , (2) 

where y.(k ) represents the output of the i ' hydrophone ielayed first by 

ia, where a represents the delay per hydrophone needed to align the array 

with the interference, and then delayed .again by iX, where X represents 

the delay pur hydrophone needed to .align the new :rray with the signal. 

The process y,.  (k) represents the output of the (i + r) ' hydrophone 
i, r 

del'.yod first by (it rye and then "gain by iX.  Hence 

y.(k) = n. (t t- ke + iX <- ia) + i(t + KT+IX) ♦■ s(t + kn) , 

-nd 

y.  (k) = n.  't + ko + iX »• (i i r )a' *• i(t * ka + iX) ^ s(t + kr - rXj , 
ij r      i+r ) 

(3.' 

where  n(t) represent;; the ambient noise, i(t) repr. sents the interference, 

and s(t) r.rrescnts the signal.  If either the interference or signal w«. re 

broadside, the second delay would be 

X = - sin a , (U) 
c 

where   d is   the  spacir.gs  between hydrophones,   c is  the  soeed  of sound  in 

the   ecean_.   and 0 is   tin    angle  between   the   target   and interference.     The 

processe;   n.(t)   v.. „r     ,i-l,   ,...,..;   i(t);   and s(t)  are   assumed  to  be 

statistically  indupenciunt,   r.urmal processes  with  normalized correlation 

functions   p   ( ),   p,( ),   and p   ( )  and whose  po .■■rs   ?re N,   I,   and 3   respectively. 

Let  us   first  develone   an  expression for vhe  auiocorrelation  function 

x. (t )  x .(t♦-kc )  defined  as   rt.    .(k).     It   is   seen that 
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Ri   i(k) = I  '- yI"^¥Tk)  - y (o)y    ;~)  - y.   .r(o)y  (k)  *   y.   r(o)y       (k)  ,       (5) 

where 

yH  m(0)yn" n(
k ) = NS(i+m-j-n) ,>    ka+( j-iJX+C j+n-i-m)a'+lp  fko+C J-i |x+Spai kr+(m~n)\i 

i-^iii J jii n 111 . o ^ 

.je   can distinguish  three   cace-s  of   interest. 

Case   1   (i   =   j) 

^(k) = i ,;jpn(Ko} +  s;ps(ko) - I Ps(ko+r\;- I Ps(kc-r\) I  • (7) 
i. - J i 

Case  2   ^ i  -t-  i'  =   ,■;) 

ii.   .        ik) - I    S'tikc)  - i p^lkrr+rX)  - T,  p.(kc-rX)1   - i Ap(kc+   iX) '  , (3) 
X j 1+   1 i:.,S ^S ^.D irr.        — i 

Case  3  (.i   "   J-  i^  p;   F1  r   r ) 

R4   .+ D   (k)  = i 3;pJka)  - i p..(ko+rX)  - i p   (kc-rX)'   . (9) 
ljl_^P <i? tfa ^s | 

It  is   convenient  to   'J-fj.ne     h'.   -      (k)  =  K.    .      (k)  -  R     .        (k),   where 
1,1+r ~    1,1 +r i,i+^ p 

H,'   .        (k) -  - r N  p (ko +  rX) (1   ) 1,1  +_rv   ■ U        n        - 

ne  sre   new  in   i   position  to  evaluate   the   sirrr,l-to-noise   ratio 

SNh  ef  trie   r.ullir.r   detector   for -weak   input   sign'ils.     This   ratio is   defined  by 

SiiR^     , (11) 

where 

A   =   lim  ' ■.,-. .Hx)'- E,   ::3\x%\   , (12) 
I    K .. , r. . | 

md 

2 
=   ' ai 

M 1 

suh.-criots   H   and  K   r  fer   to  the   hy-ott.- :. i s   oi   ^i^nal    .b.^.-nt   ;.r.d   the 

alternative  of  signal   -r-ji 'nt.     It  is  easily sec-n  that 
,.   _ -        M -r M -r 

^4^i''='_    ^"x  lt)x.(t) --  !..-r)R.   . (c)+2 ^ '(l-i-r-p)R.   .     (o )+2(K-2r )R'.   .     (o). 
Tf '   ,    /       i 3 i,i t' iji+P i,i+r' s -:■    L— p=l '  -y '   - 

(114) 
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Hence   substituting   the  ivj.;lt3   cf   iqu^.tlons   '.',,■,    'ui  10 into     qu^tluM  iU 

and  then inti  ".quatlon 12   niello 

(   _   ^■■ 

A       ---   Pf     S  -i—^     1  -  p   (r> ) 
an s 2       , s (1^) 

v-irianco  of  Z^   (x)  is  f;iven by 

■r-.r   \3(x)]   -^ 
,   ?.n I  p(k)2p(q)2   -   [?(k)2ß(q;' 

k     q 

where 

(16) 

! -r 

p(k) -    ]     x^Uka ) 

1=1 

Since ^{n) ia  r.orr.  1,   L'   1'O11OI-KJ   ti.at, 

/ .r   ^(x'l   ==   .: r(K )ß(q}'' 

wt.wre 

rl.s 

/"(K;   -       a- 

P=I 

Tf 

— • P(o)?(r )    •   ,     (l- p^-) ß(r 'f-'^/   ', 
S '1- - s 

p=l 

(17) 

^   I 
u-r 

8(o)p(i<i   •   ■        ■      x. (t ".x .( f-kc ,'  -   (K-r)il.    . (K)  -   2   -     (l-.-r-r ::•..    .      (. 

L';,-.-2r ;F\.    .      i y/ . 

D = l 

(. 1 H) 

Ünac  r^ore  ccr-irinr   .. ;u;'tior,:-;   '. , y, 10,13, i7 ,   'sr.'1.  10   results   in, 

2     ■• ,,.. ,   ■ ■■ k 

"TT      ■   '■':.■ 

7 Tfs 

: n s 
k=l 

j (  i1^)       Pr(l<r   ^   rx;  +   c   (ko - rX)" 
t.       i'i — r        ■   ii i. i ■ 

(i?) 
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From   Equations  11,   1^,   nnd 19  orv    fin illy obtains, 

■Tf     c 
MR      =  \    f   X 

an 2     N 

(: -r)ll-ps(r\) 

.n-2r J: 
Tf^ 

l-(^)rn(r\)i%2'    (i- ^-)ipn(kn)- i(j-i^£):pnlka+rx)+nn(ko-r\);,-' 

k=l 

Throughout this report we will make the assumption that rX is sufficiently- 

large so that p (rX) '= p (rX) = 0,  This is not the same -is requiring that 

the tarf-t and interim.renco -if fnr r ITILVS 1 in bearing.  .-cr tr.is later 

condition the assu^rtion is satisfied for r = 1, and we can subtract i  M-acent 

hydrophones.  --.'hen the interference is relatively close to the targe;., the 

assumptiot. can b>j satisfied by making r large enough.  For large arrays 

this can hi., accomplished at n fairly small cost for all bearing Tngles 

except those in the immediate vicinity of zero.  For example if the ir.ruts 

are pre-whitened and prccessed ut to > KC, the hydrophone spacings are 

2 feet, and r = a; the assumption is identically satisfied for •: relative 

o  I 
bearing angle of 3 3c;  in the vicinity ->£  broadside. 

The primary motivation for the previous assumption is that it will 

greatly sijT;plify thi. analysis, particularly when we- considt r hard-limited 

data. ihn   justificat on can be found in the discussion of rttpcrt ;,o. 21 

about the bearing response pattern.  It was pointed out that while the 

SNR of Equation 20 is insensitive to the relative bearing, the baring 

response pattern IUOKS rother bad for r = 1 when the xnterference is relatively 

close to the target.  It was further noted that the bearing response can 

be greatly improved by increasing r.  In practice the bearing response is 

sulliciently important as to require the assumption that p (rX) '= p.(r\) = 0 

for all bearing angles above scrr.e small value.  For this implementation, 

Equation 20 can be closely approximated by. 

A- 
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SNR   'i 
Tf     ,.. s   S A - r 

an y   d    K 

i ^ ^"d-^f )|pn
2(Kc). |(^irPn

2
(k0_rx).^ 

i     k=i     s l i 

(21) 

Let us  new  conGidor   the   special  cose  wheru   tr.u   inputs  arc   pre-whitened 

to w     rn Ji; rir/scr;   - nd  33mfled   .t  the  Nyquist   rate   (f    =  w /n).     Equation 

2!?! beccnes 

,7w 

an     If 2n    N 
l-i   - r 

1 +  2  ^i—^  (1 - T) 

and for   i.arpc   decisi&n  "bir.> s 

an    (   ^n    N 
(22 „ 

1  ,M-2rN 
1   f   2  (HTT) 

Replacing  r  by 1  r-suits  in  Equation 20 of  hopcrt No,   21. 

As   a   second  case,   Irt us   rewrite   Equation  21  for  large   decision  tunes 

in  the   fi liowir.f'  way 

W     I     G-.   -r) 
Tfs 

-■! 2G   +   ^Y       p   2(l;o)o   + 

L k=l 

ii-2rr        2 p     (kc-rA)o 
r    f        n 

For extremely rapid sampling .rates {essentially continacus operation) 

this approaches 

M - r 
T.iR 

an  I or N  / 

U  I  Pn ( v)dv 
/M-2r . 

V1 +     {W^) 
T"* 

(23) 

A-G 
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It will become nupaivnt th 't ^vcn lor pre-whitened inputs one should sample 

significantly faster thnn the <yqu:.st rate for large interference to ambient 

noiüe power ratios. 

III.  Clipped Mulling u  tector 

The modified nulling detector will be called the Clipped ! ulling 

Detector (D  ).  .The first modification of the previous .rnlysis occurs 

nt ' u-Lljn 6.  Since the proc ,sbes y(k: ) are limited to the values 1 or 0 

depending on th> ir sig"n, ^qu^.tion 6 becomes 

Z   r^w.  no = -si 
x.m        n,n     n 

FN (i+m-j-njp KO-<-(,i-i )X+( j*-n-i-r )ci>-ii-',. I .•:.-+. j-i )>kSpJ: kc+(m-n ) 

j N + I + S 

It follows that for the three ca:;cs of int L   st 

Case 1 (i = j ) 

(2i4 

(k:} =  — < sin 

1 
■iipn(ko)+Ipi(Kc )+Spsvko) 

.•t + I +  o 

1 .   -1 
2 sin 

Ip. (ko)+Spc,(ko-rX)" 

■)  + I + S 

1     ,   -1 
-   p  sin 

'Ip. ( Ko )+üp  (kc+rK)-] 

I)   +  I  +   D 

Case   2   (j   a i   <■   p;   p /  r) 

R.   .      {k) = - Jsin-1 

i,i+pv n ^ 

ID. (kc+p\)+Sp  (kc) 

N  +   I  +  S 

1     .   -1 ■x sm 

■f 

Ip. (kG+pX)+Sp   (kc-+rX)-| 

N   +   I   +   3 J 

(25) 

1 _1j Ipi(kc.+pX)+3r>s(ko+rX) 

2   sm I- (26) 

36  3  (,i  = i +  r );   R  .   ,     (k ) = R.   ,     (k ) - R.   .     (k ) 
^ -     ''        i,i+rv i,i+rv ij^lP 

' . 1-1 
R.   .     (k) = ^sin 
i,i+r     '       2n^ 

'Ip. (ko+rX)+3p  (kü+r\)' 
X s 

M + I + o 
sin 

-1 lpn(kc+rX)+IPi(ko+rX)+3p^rV']| 

N  +  I  +   3 
(2?) 

Substituting these three Equations into Equations 12 and lU yields 
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A       =   Ff 
en 

■l-r 

s     n^ 
I ■   -If I 1     •   -l[I+SP3(rX3Jl     rM-2r J'   .   -ir^n(rX)^Pi^X)l sin    [MTI-

3111
   I NTITS  Jj" (

M^
K

. 
sin   [     N.i J 

sin 

;in 

-1 
N/in(rX)+lpi(r\)+Spa(rX) 

U + I + J 

Ip,(rX) 

+  sin 
-1 

Ip (r\)+Sp (rX)-j 

N + I + S 

+ I 

H-r 

J  k=l 
i'1-r' 

j.n 

Ip. (kX)+S " 

N+I+S 
- sin 

Ip. (kX)+Sp (rX) 
i     s 
N + I+S 

(2^0 
Haking the assumption that p (rX) ° p (rX) = p. {T\) ~0,   simplifies the n s i 

previous  equation  t« 

H-r 
^ „ „    i-i-r 

A       =>   if      en s     n <■ sin 
N+I 

-if   i   ll    ^T,     k        _1riPJ(k\)+3| 

L     -U  k=i       L    L 

Ipi('-\) 

It is readily shown, via the Taylor expansion, that 

T * S 

. -l|A+bs 1    . --ly A i    S      N+I     , S v sin INTITSI 
= Sln mi   +  NTI /   - ?*  ^ilTl^ ■ 

Hence Equation 29 can  be further simplified to 

i"l-r 

A  = Tf   rr--r<' 
en    s n N+Ii 

im ,+ 2y,(] -j^).—i 
T /M,T N?'   £_.    h-r'/ ; "Vl-(I/N+I)2 

k=l iGX)^(kx) 

This can b? more conveniently approximated by 

-   Tf 
'on       '   s 

(30) 

'-r    s   J ■.. i I/N+I ,  I   ^V (-        k  ^ Pi (   ^ 1 
— NTT <  l4-r-1 tr   / 2l   

+  (NTI
)
  L

(J
- - HlF3 r     T ^    ' 

V       N+I       i (31) 

Ve now wish to calculate the variance of the test statistic S  (x). 

Unfortunately the nonlinear properties of hard-limiting make this calculation 

for the general case impossible to perform exactly.  Howovor by suitable 

approximations we can obtain a reasonable estimate of this variance.  Let 

us first consider a very special case. 

»•  >. 

A-6 
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Pre-Whituned Inputs   ard Slow  sampling  Rntca 

The  Tssumption of pre-whitencd inputs out  to the  processing  frequency 

is   certninly  roasonablc  if  on^   is  concerned with   the   inherent  cost  of  a 

particulrr irnpl^n.ntation.     Lot us   furtner  assume  th-t  the inputs  arc- 

sampled at   the  Myquist  rate,   chat   is   all  of   the   samples  in  the  output  of 

a   single  hydrophoni-   ar<    statistically independent.     Since   the  sampling   r-te 

de tc rminu-s  th--  minimum  delay it   quantizes  the  permisr^able   bearing   angles 

.,o   .•.■.icli   r'.-e   Tray  cr,ii be   ilignei.      Thus  point  sources   cap.   be   only  cruK'iy 

rulled o .t even  in the  absence of hard-limiting.     It will  oe   sc_n  that for 

interf- r^nce   to  ambient  noise   ratios   significantly greater  than unity, 

this   "sampling  cost"   severely  degrades   the  p-rfomance  of  the   d(-t:ctors.     it 

is   useful,   however,   to  consider  this   restrictive   caje   first.     Finally let 

us   assume  that  the   array can  be   aimed  directly at  the  interference.     This 

assumption not  only removes   the  "sampling  cost"   but  greatly  simplifies   the 

analysis. 

Under  the   hypothesis   (3   =   0),   given   the   assumptions,   Equations   2S, 

26,   and  27  can  be   r^writtt.n   -s 

R.    .(k) 

R.    .     (k) = 0, 
i,i+p' 

.,        2,-11 1  - —  am       -r-r 
Tl N +1 

1 
'I 

.   .     (k) = < 
i,i+r 

2.-11 
1  - -  sin       rp—- 

TT U + I 

where \ = mo.  Since X .?. — it follows that m ^< 

under the hypothesis is 

;   k = 0 

;   otherwisu, 

;   if k = + rm 

3   otherwise, 

d 

(32) 

CO 
the variance of 

en 
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VarH(Scn)=ZZ 2_}_i_-[xi(t+ko)xj(t+ko)xr(t+qc)xs(t+qo)"Xi(t)xJ(t) xr(t)X3(t)l ' 
k q   i j r s (33) 

Consider first the term t , obt.-iined by setting k = q. 

(M-r)     

t1 = If jyj^^[x. (t )x .(t )xr(t )xs( I) - x.(t)xj(t) xr(t)x3(t)] . 

i j r s 

From the fact that x.(t) is cither 1, 0, or   -1 and from Equation 32 we 

see that x. (t) = 1 with probability p = R. . (o) = i| 1 sin" rr^r I -ind i ^ •/K-i,i2(_ n N + IJ 

z^ro   otf.'crwise.      It  follows   that    x,   (t)  =   1 with  probability p.     Hence, 

^i    =   (.>.-r)(p-p2)  +   2YYXi2{t) xs2(t) 

= [2(i-1-r)
2-  3(M-r)]p2

+   (K-r)p. {iU) 

The  tern t obtained by sct.ting k )/ q and ignoring the special case where 

k - q = _*_ rm can easily be shown to be identically zero.  For this special 

case, L. t us consider q = k + rm and by symmetry 

(M-r) 

t = ?(rfs-rm)_) 2 ) / [x. (t)x.(t)x(rt-HTno)xs(t + !Tio) - x. (t)x.(t) xr(t)xg(t)l , 

i j r s 

This tern has a nonzero value for r=i-r, s=j-r, and i / j (s and r 

can be reversed) as well as for the case i = j and r = s = i - r.  Hence 

t, = W Tf -rm)) ) x.(t)x.  (t+rmo) x.(t)x,  (t+rmox 

2(rfg-rm) ^Jci
2(t)x._r

2(t+rma) - xi (t)xi_r
2(t)  . 

.tecognizing that  R. (rm)  =   - TT p,   we  obtain e 0 i,i-r 2  ^' 

A-10 
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t3 = (Tfs-rm)[(h-::r)
2- (M-2r)]p2+ (2Tfg-rm )(M-2r ^ , 

where 

M. = xi (t)xi-:r (t+ma) - xi (t) xi_r (t) . 

Combining Equations 3h  and 35 we obtain 

(35) 

U  2= 2Tx (:-r)2pp en i-4   1 1/.,  rm N/lI-2r. 

3 
2  IMIF) + 2U" f? ^MTT^ + 2(M-r) 1+(1- frKH-F^p)k 

2 2 (36) 
Although we cannot eval'itate V-,   we do recognize that 2^ -p11 is quite 

small (of the order i. 1.  In fact if x(t) were normal (not true) the t^rm 

2  2                                         1 
2u _p  would be identically zero.  Finally since p-r- r is nom.-illy much less 

T 2 
than p (except for very large rj in which case 2M—p is bound to oe very much 

2 
less than p), the error ir, assuming that 2M~p = 0 is quite negligible.  There- 

fore to a very good approximation 

D 2  oTf {     r \?-  2J-, 1^     rX^/^l-2r,
2  l-3p 1 

(37) 

Combining   Equations  11,   31j   and   37  we  obtain  that  for  the   ; re-wnitened  case 

with   slew  sampling   rates 

lAU I 

3NR    = 2n ^° | 
en     n v 2n    M 

M-r-l+ 
1 \/i-i.i/:i+i/ 

,., i ~   2 ,  -i   r , (l+rrjU1-   -Sin rr—r) ; ? 
N n U4I

A/.     l/M-2r,   „     rXN 1- 

(38) 

1+ ¥(^^)  (1- T-)  <2(7^ 2VM- r 

1 0 IT 
where  p  =  ö(l- —sin"    "r^f)-     The   cost  of clipping   for  these   slow sampling   rates 

is   obtained  by comp-ring   equations   38   and 22.     If  the   cost   (C) is  defined 

as   the   decrease  in  SFR, 

(1+i7 ,(1- n Sln     nTT) 

K-r+     y r;    /,      l,M-2r x 
Vl-(iA + i)2 / 1+ 2{—-) 

11 - r 

1 2\i- r;     2(M...r)p 

A-11 
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For large arrays,   equation i9 can be  approximated by 

1 
C^ 

If we now assume that - is large and consider only the first two tarns 

of the expansion 

(UO) 

CD 

SI n  (x-a) =■ TT -V22 1 + >  -xr 5 £ z 
k^ 2^(2^1) k.i 

we obtain 

(la) 
>äTT) 

It is observed that the cost of clipping increases with - and gets quite l^rge 

ihile this cost will get cut roughly in half with more for large values of — 

sensible sampling rates, it will remain significant.  The following table is 

an evaluation of Equation 39 for a variety of values of - and M under the 

assumption that r = 1.  (Actually the assumptions inherent in Equation J9 

make this choice the only logical one, since the sampling rate prohibits the 

detector from searching for a target at any bearing angle other than those for 

which p (X) = 0.  Eouations 38 and 39 are of course based on the assumption 
n    — 

chat any target present is precisely at one of these bearing angles.  These 

restrictions will soon be relaxed.) 

^ 
0 1 10 100 100C 

10 1.9 2.9 6.15 10.2 13.9 

Uo 2.0 3.15 6.6 11.1 15.5 

100 2.0 3.2 6.7 11.14 16.1 

CO 2.0 3.2 607 11.5 16.5 

Table 1  Cost of Clipping in db for Slow Sampling Rates 
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While we are considering slow üampling rütes, let us calculate the 

the improvement attained by nullini, relative to the standard clipped power 

detector, the polarity coincidence array (D   ). pcs 

IV.     Improvement  due   to Nulling at Slow sampling Rates 

The PCA  calculates  the statistic 

Tf3r   M -12 

k=lLi=l 

(U2) 

where 

and 

x.(t) =  sgn[yi(t)]      , 

y.(t)  =  n.(t+ia) +  i(t+iX) +   s(t)    , 

and where   all the  symbols  are  as  before.     Hence  it  follows  that 

x. (t )x .(t+ko ) = - sin i 0 n 

Kb i Pn(ko) +  Ipi[ka+(o-i)\]+  Spg(ko) 
.J  +   I  +  S 

It is readily sten that 

Hence from Equation 12 

H 

A   = lim  Tf -V (h-kWsin' 
Pca  S/N-^O  S n^l 

Jl,        ^rlpCkX)^ 
^jM-k)sin-|  N + I + s 

k=l 

Ip.(kX) + Si 

F v I +~S" 
sm 

Ip. (kX)-|] 

N + I f 

(U3) 

(UU) 

(W) 

11  follows that for pre-whitened inputs and Nyquist rate sampling that 

A   = Tf - r^p (M2- M)  . 
pca    s n N+I 

The  variance  cf S under  the  hypothesis   (S=  u) and with the  slow pca ""^ 

j'-impling  assumption is 

(U6) 
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Tfg 

Var, KlSnc-(x)lD y?      yy)   y ^(^ko)x.(t+ka)x (t+qa)x (t+qa)'- M2 
n v    pwc* j       4—i i—i     ^—i t—t /— t—i     1 J I a • 

where 

and 

i- i     J    r   s 

1 5  i ^ J 
x (t)x (t) 

3 i    0   j   i  /  j 

, (a?) 

xi(t)x  (t+po) 1 
2     .   -1    I .       . , - sxn      —j-     ;     j = i * p/r 

otherwise 

Gince x..   ,'t) = 1 for all  i,   aquation kl  can be  rewritten  as 

2      rr^       ^ _ ^ ^    t   
D =N   V     \    >   ^     >    xTTt+kupc   (t+qo )x .(t+ko )x  (t+qo) per        ' ,    .t     /     i U If r/a 

(U8) 

2TfsZ<LXi2(t) xj2(t) +   l4^(Tfa-pm)^    ^x 

p=l "i/T 

i(t)xi     (t+pmo)x(t}x    ^pmo) 

2Tf 
2 T 

(M2- M) 1 * 2(   ?- sirr1^-)  ^(1- ^)(M-p)(M-p-l) 

p=l 

(U9y 

M 

Recognizing that 2 V (M-p )(i-l-p-l) =  ^  j^ (H - M),   Equation  hS becomes foj 

p=l 

large   decision  times 

D =   2Tf pea s 
-  ,   2     .   -1    I   <2 

.    L 

M2-M 

where 

H =   (2M - U)/3 

finally from Equations  U6 and 50 we  obtain 

SNR 71 V 2n    N + I     i  pea       71 V 2n    N + I 
,/~   -  ,2     .   -1    I   .2 
V  1 +  •'l  (n  Sln      NTl) 

A-l' 

(50) 

(51) 
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Comparing t-his  res lit with Equation  j8 we  see that the improvement as  a 

consequence  of nulling (j) for slow sampling rates is given by 

-)/l +  M  (| sin"1  I/N+I)
21     M-r-1+ 

^WÄ^I) 
T\ 

_/r~ l,H-2r>2 l-3p   '    -v/l  '     ( - sin 
n I+ll 

(52) 

This irr.Drovement is plotted in db in Table 2 for r = 1. 

^ 0 1 10 100 1000 

10 -1.6 1.6 7.8 lli.2 20,8     | 

Uo -1.0 3.7 10,6 16.6 22.U    | 

"00 -.8 S.U 12.6 13.5 23.9    1 

Table 2 Nulling Improvement in db for Slow Sampling Rates 

V.  Effect of Sampling Rate on Hulling Procedure 

As mentioned before the sampling rate quantizes the bearing angle to 

which the arrjy can be aligned.  Let us therefore assume that the array was 

not aligned exactly with the interfering point source.  In the analog nulling 

detector the difference of a pair of hydrophones is seen to have the power 

(53) x2(t) = 2NJI + |[l - PjCre)]} , 

whe^e e represents the error in the delay per hydrophone.  If o is the sampling 

interval, it is clear that the maximum error in the delay between adjacent 

hydrophones is o/2.  Since, in principle the hydrophones need not be all 

aligned in one direction, the maximum error in the delay for hydrophones 

further apart is not obvious.  We will bypass this difficulty by assuming 

that the interference and target are sufficiently removed in bearing ^.hat r 

can be set equal to one.  Now assuming that the interference spectrum is 

flat out to the processing frequency, we have that 
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x'Ct.) « 2N<1 + f ij,   sin woo/2] I 

4 "  woo/2   |f  ' J 
(5U) 

Previously we have assumed sampling at the Ilyquist rate (o ■=-^-).  Hence 

the power of x( t) can be as much as (l + .363x I/N) tjjnes greater than the 

idealized case.  Therefore, for interference to ambient noise ratios much 

p.reatur than unity, the interference will still be dominant. 

A .'.ore reasonable sampling rate is one for which the "sampling cost" 

is at most 3 db (when c = o/2). Actually this sampling cost is not only a 

function of the increased power, bvt the residual interference introduces a 

nonzero autocorrelation between the hydrophones as seen for example in Equation 

U3.     This autocorrelation "costs" an additional amount by increasing the 

test statistic variance (see Equation 50, for example).  In fact an increase 

Ln the power of x( t) of SO  per cent will "cost" in the order of 3 db.  For 

the sake of simplicity we will assume that a reasonable sampling rate is one 

for which the power in thn modified channels x(t ) is at most 50 per cent 

larger than the idealized case.  It follows that a minimum reasonable sampling 

rate f  is fiven by 
sm J 

sin w /2f    n M o  sm _ 1 N 
w /2f     "21 (55) 

For large I/N ratios this equation can be approximated by 

w 

or 

2f 
\  sm 

?nf 

= 3 

sm ^    -, / 1 N (56) 

These   results  are   tabulated below 

I 
N 

1 10 100 1000 

2nf sm 1.7 5.7 18 57 

Table  3    "Minimum"  Sampling  Rates  for Nulling Procedure 
A-Hi 
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It follows  that for  an  int> rference  oower 20 db greater  than ambient  noise, 

a  sampling  rate   of   the  order  nine  times   the hyquist   rate  is   called for. 

Let  us  now  consider  the  snr cling  cost  when  hard-limiting  is  introducel. 

The  equivalent  to   liquation  rJh for D      is 1 en 

x2(t)  < 2<1  - - sin-1 
•  .,     sin w  o/2 
_I 0 
N+I       w  a/2 

o 
(57) 

1hia can be   closely approximated by 

-1     I x2(t)  < 2<1  - ^ sin 2 
N + I  ^   n 1   - 

sin w  a/2 \   T o  '        I, 
w   G/2 c 

N 
N ¥ M, + 2I 

If we  sample  at  the   rate   determined by Equation ^5,   tnis   becomes 

Using  the  expa.'-idion  lor  sin     (l-e),we  see   that   for  large   l/N, 

"I 
Ti ̂     5    2SnV2NT2I   +   nVST2I (50) 

Thus the maximum "sampling cost" of the clipped nulling detector when sampling 

at the rate f  is approximately 1/2 that of ^he analog nulling detector. 

The implication of this result will be clear later. 

VI.  Cost ol :.ard-Limitinp with Kapid Sampling liates 

The oroblem is to evaluate the variance of the test statistic S (x) 
en 

under the hypothesis S = 0.  .3 mentioned oefore, an approximation is necessary 

to overcome the analytic difficulties of hard-limiting.  Tue test statistic 

S  (x) calculates the sum of the squares of 6(k) where en n        . \ , 

M-r 

p(k) - ^ x.(t+ka)  , 

i = l 

and where :■'. (t) is the difference of a pair of clipped hydrophone o'-.tputs, 

Under the hypothesis 3=0, the autocorrelation function of x.(t) with 

(59) 
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x.(t+i<o) is determined by 

R. .(k) = i^sin 
i j i     n 

^ Npn(k:c) + IPi(ko)      _1 
  - sin" 

I; + I 

flp^kc) 

N + I 
(60) 

R. .  (k) = 0  , 
i,i+P ' 

i L -i (k) = -^'sin 
2n I 

jp (ko+rX) + Ip.(ka+rX) 

N + I 
-sin 

Ip.(Ko+rX) 

N + I 

where R. .  (k) = R. ,  (k) - R. .  (k).  It is clear that the process x.(t) 
i, i+_r      i, i+r      i, i+p   . i 

has Tn a. plitLde density function given by Figure 1, where the amplitude of 

1 
Figure  1    amplitude  Density of x.{t) 

the   side   delta  functions   is  1/2   it.    .(0).     It   seems  reasonable   to  osbu-ie  therefore 
1,1 

that for large arrays (M-r >^ 1), ß(k) is approximately norr-nlly distribut-d 

with zero mean. 1 ie will see that for slow sampling rates, tne results 

obtained with this assumption are similar to that of i-quation 37 except 

that the last tonn is missing.  /hile this last term cf Equation 37 does 

indeed vanish for large arrays, it can te seen, by putting in numbers, that 

for very large T/N ratios (30 db) and reasonable sized arrays (H = LiO), 

that it is not negligible.  This can be traced to the fact that the amplitude 

of the side delta f-notions of Figure 1 pe^s extr2,iely small for large I/N 

ratios.  '7e will ignore this problen for ubo i oment since it will soon turn 

out that this difficulty can be patcned up. 

The autocorrelation of ß(k) with ßCk.+k) is determined with the help 

of jiquat i-cn 60 to be 

i-i-r 

ß(o) ß(+k) = ^^xi(t)xj(ttJ<a) 

i  j 
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ri-r  . -1 
!sin 

n 

No v Ko) + [p.Iko) 
' n        i 

A-2r 
2n 

^ sin 

L 

.i »■ T 

^rlp^kc-rX)! 

N + I 

- sin -y P^^) 

sin 
-1 Np (ka-rX) + lp±{ka~r\)- 

N + I 

3ince   p.      (r>.)   is    issumed   Lo  be   negligible. 

ß  (k) 
2     .   -1     I 
—  Sin        rr—=• 
n r'+I 

(61) 

(62) 

we arc  attemptine  t >    iv_t   rr.iiif   Lt.i    variance   cf 3    (x) under  the  hypoci)  sisj o; 

en 
Tf 

3r,.  3     (x)  = 
r!     en ZZ[ß2(ki)02(k2; ~p2k } 

kl  k2 

The Centr::!   ' i .> it   Fhoorom  t.nablLS  us   to assume   that 

(63) 

ß2(k1;p£-'(K2)^ B (k1)ß2(k2) + 2 B(k1)ß(k2) (6a) 

Hence 

Tf 

ncn2^2I!t?Hkl)ß(k2} 

k1  k2 

Tf 

2Tfs   ß2(k)       +     2^ 2^ßTk^)ßrF2T 
k1A2 

rf 
-2 s 

2Tfs   p2(k)    +   ^y~(Tf
s   "  k)  ß(o)ß(k) 

k=l 
or 

en 
=   2Tf 

-2 ,—,s 
p2(k) y (i. ^-) p(o)p(k)-2 

k=l 

;65) 

Keeping  in mind   that  rX/o is  constrained to  be  an integer we  obtain that 
■     2 
"en    ^   Q.-r) 
2Tf      n 

2 -1     I 
n N+I 

-   2(1   - i^) 
r\v  (M-2r)2 

r; "TS- n       2     .   -1     12 
1  "  n   Sln       NTT 

A-l!) 
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Tf 

IT 

i'.-r 
) —- 

_1r;p (ko)+ ipi(ko)\ 1, -j. 
3in    —^m    " sin"  FJTT pi(k^ 

.-,'r 
., / lp. (kG-rX)\            Jrp  (ka-tX)+ Ip.(ka-r\) 

sm     I—; l-sin        

r\. 

N  +  I        / \ H  +   I 

If wc  now /;,'..ke   '.he   slightly r^rongcr  assumption   that  p(^r)  is  quite  small, 

the  cro.su  term  in   the   last  square   can  be   ignored   and   Equation  6d   becomes 

,-.     2 

(66) 

2Tf 
en ~>  v;-'-r) 

n 

Tf 

r   \2 

2  -  Sln       —i 
T       1  ,..       rXv   ,H-2r. 
1 ^ 2 (1 - T-

)
 

(MrF 

2^S(   1  - ^ ;in 

k = l 

Np   (kn)+.Ip, (ka) 
n i 

M   v   I 

-i\2 
sxn Ntl^k^J 

i'l 
rX 

0     s   o      ,    rX 
2^—' k+— 

(1 Tf 
c       ■>[    ■   -1 

pip  (ko)+Ic. (ko )" 

k=l 
N  +  I 

-sm 
1^ 

For  large   decision   times,   this   becomes 

' 

D =2 
en s       q 

where 

^2 , , 
Icn  (ko) =<iäin 

rfo-%^(i - : ^„•-   ....) 2     .   -1     I 
— sm      ,-j—^ 
n N+1 ^l^-rK^JHE^ir^^) 

CO 

k-1 

N/»   (ko )  +   Ip. (ko )■ 
-sin 

N   ^   I 

Injertinp    .quations  69  and  31   into   Equation 11  results   in 

-1     '" 1 

] 

(60) 

(69) 

'i-.r 

c:i        -1 N 

Pi   (kX) 
I/N+I ,   I    *2\     ,_,       k   .       . 

yi-(I/N + I)^        N+I     k^L h-ryi-   (I/N+T) pT^kX) 

2   .   -IT   -A/,   l,M-2r 
-sin     :—- n/l+xC,-  
n M + I   v     2 i'l - r 

2 
(1^)(1  - ^xn-^r~)\^{^^)  (1  - V^^/l^^d - ~}R_„(ka) T 

co 

en 
k=l (7Ü) 
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This last result differs from th t obtained under the assumption of 

independent samples (Equation jfl) m only two wayn.  First there is the presence 

of the additive term in the numerator and rultiplicative term in the denominator 

as a result of the sample dependency.  The additional term in the numerator 

vanishes lor interference sources that are far removed in bearing froir. the 

target.  In fact it can be shown by putting in numbers that tnis term is 

always negligible, and hence it will be ignored.  The second difference is 
1 

that, there is a t^m nissing in the denominator as a consequence of the 

ass .rptioi ohat the test statistic  is normal.  This term, which we mentioned 

previously, can modi-."y the 3MR by as -nuch as 1 db for I/N = 10 depending on 

whether or not it gets multiplied cy the last term in the denor...n^tor of 

Equation 70.  Since the cost of clipping for this high I/M ratio will turn out 

to be significantly larger than 1 db, this possible error source is not 

particularly significant  In fact, if we define the signal-to-n. ise  ratio 

for uncorrelated samples (Equation 38) as SHR , then v;e will take as a 

possibly pessimistic bound 

SNR ^ sim'  1 . (71) 
en    en ] , 

1 + 2Z(1 -fr^n ^ 
k=l 

Correspondingly, an examination of Equation 21 leads us to conclude 

that for the analog nulling detector D  , we can write 
**      b an' 

SNR = äsfR1          1 - (72) 
an    an \ 1 

00 

1 + 2^ (1 - ^1") pn
2(ka) 

k=i 

It follows that the cost of clipping is equal to that given in Table 1 for 

slow sampling rates modified by the improvement ratio (I ) which is 
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oo 

k = l 

-    1 

4-s) Pn
2(ko) 

03 

1 + 2Z(1-fr)Kcn(k; 

k=l J 

(73) 

lire   ..       is     iven  m    rquation  69. en .!'.;   inherent co^-^  of  clipring  iz   outained 

by consid  ring  infinito    -ar.pling  lates  or 

(1 - i /T) pn  {.hjdl-l 

(1  - rf/T) Rcn(^)^ 

UU) 

We can readily determine from ^quntion 69 that 

Rjka)^pJikc) - 
n     (l4)(l "  -^n 

2„.._-i i : ' 
n     M+I; 

(75 ) 

if it is -assumed that ^.(ko) = p (ko).  The equality is satisfied for p (ka) = 0 

but is very nearly satisfied for small values of p (ko).  The inequality is 

a consequence o: the fact that hard-limiting always costs something regardless 

of the spectral shane of the inputs.  However the fact that both sides of 

Equation 75 are nearly equal for an appreciable range of values of p (ko) 

is indicative of the fact that a significant portion of the cost of clipping 

for slow sampling rates is a consequence of the sampling rate rather than 

the hard-limiting, 

«ssuning larte decision times (1 - ~7r-)7il},   and a noise spectra that is 
s 

flat out to f = w /2n cps and zero elsewhere, Equation 73 is plotted in Figure 
o  o    r 

2 as a function of sampling rate with I/M as the parameter.  The limiting case 

(Equation 7U) is apparent from this figure and is tabulated on the following 

page. 

-22 

CONFIDENTIAL 



CONFIDENTIAL 

ON CD r- O f\ rvj 

(QP)  I Of^wy  ^uauiQA-OJauii A_,,,j 

CONFIDENTIAL 



CONFIDENTIAL 

i/r: 0 i 10 100 1000 

i(db) i i.^ 2.9 5.0 7.U 

l'able h 

U'ote also the "improvement" ol the PC^ relative to the analog devices corresponds 

to the 1 db given in Table I4 for I/'.' = 0.  ihus this t'ible also represents the 

iirrrovenent of D  relative to the rCA  detector if ail the value:: are reduced 
en 

by 1 ib. i-.s  an example let us assume an array of k0  hydrophones.  "aole 5 

t'ives the net imni'ovement of D  relative to the P'IA  as well as the :.-.t cost 
en 

of clipring relative   to   ^^   . 

I/N 0 1 10 100 
l  
1000 

j(db) -1 h.2 12,5 20.6 28.8 

C(db) 1 1.7 3.7 6.2 8.2 

Table  5     (M  =  140) 

Equation  73  is   also plotted  in   Figure   3  for  a   noise   spectrum   that   is   not 

pre-whitened  but   falls  off  at  a  rate   of  6  db/octave   beyond f /I4 and is   cut-off 

sharply but  not  iaeally at  f cps.     While   the   inherent  cost of   clipping   is  most 

anoropriately denemined for pre-whitened  spectra,   Figure 3 indicates  that  the 

results   of   'able  5   are  relatively insensitive   to   the   spectral  shape. 

Finally we   are   concerned with  the  cost  of  clipping when sampling  at   the 

rather arbitrarily determined "minimum reasonable"   sampling  rate i     •     ^or 

I/N -^1,   , yquist  rate   sampling  is   adequate  and   there  is  no  improvement   lor 

"rapid   sampling".      for   lar^e  values  of I/N,   the   improvement  is  approximately 

1  db  less  than   that  given  in   rablo   h.     These   results,   obtained  from   Figure   2, 

are   oased   on  the   assumotion  that  the   array can  be   aimed directly at  the   inter- 

ference.     \-Jben  the   interference  is  midway between permissable  bearing   angles, 

the  sampling   coat   ie  of   the  order   3  db  for  D       and 1^ db for  D^.     Hence   for 
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this 'Vit.cr case, the total cost of sampling and clipping is, if anything, less 

than given in Table r5.  Also for otner u.an ideally flattened spoctr.^.l shapes, 

the improveir.ent in the cost of clir/ping for sampling at ' he f  rate IF greater •   "       r  0        sm 

t;.an that obtained from figure 2.  For example the spectral shape that determines 

[• igure 3 gives an improvement factor at the f  sampling rate that is almost 

identical to the rccvlts of Table h,   even when thi array is aimed directly 

at the int; rference.  A reasonable rule of thumb for the cost of clipping 

for moderately larj-'e arrays and for so^oling rates f > f  might be 

T' e cost of clipping is i; proximatcly 2 db for an 

interference to ambient noise power ratio l/W «f 

unity and incrc ues almost linearly with l/N at 

a rate of 2 db per decade. 

7IJ.  On the Point iource Assumption and Hydrophone Tolerances 

The sampling rate discussion of Section V. gives us a convenient frame 

of reference with which to decide whether or not a source can be regarded as 

a point source.  Let us assume that the detector is sampled at the rates given 

in Table 3 which are just adequate to null out a point source with a given 

I/N rrtio.  The resulting bearing quantization determines that maximum length 

that a target, at a particular range and with a given I/N ratio, can have and 

still ee regarded as a point source.  Thus, if the length of the target is no 

greater than the product of the range with the minimum change in bearing 

angle, then there is no ambiguity as to its direction and it is for all 

practical purposes a point source.  Another way of looking at this is to realize 

that such a target can in principle b;j nulled out at a cost that is comparable 

to the avcra; e cost of san'pling at the f  rate when nulling out a perfect r sm 

point   source. 
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If the interference is broadside, then o ~ l/f
8 

~ d/c sinQ. Hence 

6Q ~ c/f d, and therefore sn f c r o 
q ~ f d f 

o sm ' 

wi1ere q is the 13ifective length of the target and f /f is given in P'"ble 3 s 0 

a:; a function of 1/N. For endfire j,nt,;rf..;,rence Equution 76 becor,:e:s 

1 c r o 
[ 

2 f ] 
q ~ 2 f

0 
d 1sm 

1 
2 

L•. t us Msume that the inputs ere pre-whitened out to 5 kc ( I = 1 ) and 
.. 0 

(76) 

(77) 

:1 hydropt1one sp.:!cing of 2 feet. The maximum effective target length is given 

in Table 6 as a function of r ange and I/N ratio. 

Bro.gdside 

C:ndfire 

{ 
{ 

~ 
. I 

2000 
I 

1000 
I 

2000 
I 

1000 

1 10 
I 

SS5. l7S.5 

277 .s I 
87.8 

745. 
I 

419. 
I 

I 

372.5 209.5 

Table 6 

·, 
lOG 1000 

I 
55.5 

I 
17.6 

I 

I 
27.8 

I 
8.8 

I 

I I 

235.5 132.5 
I I I 

118. 66. --

rhus if the target dimensions a re the effective propeller ditiK:nsions, it can 
I 

come as close DS 1000 and supply an I/N ratio of 30 db and still be re: ·arded 

ns a point source. In fact for a 20 db I/N ratio an entire submarine ~t 

1000 yards can be regarded as a point source. We conclude that the point 

source as sumption for interfering shipping is not unreasonable. 

Finally let us consider the allowable tolerance on the hydrophone 3pacings. 

in order to null out an endfire interference the maximum delay per hydrophone 

of d/c seconds is r equired. If the actual hydro~~one spacings is 6d feet 

different from the .~ s sumed spacings, then the required delay would be in error 

by 6d/c seconds. :1:f we now require thct this error be no greater than l/2f sm 
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seconds, the nulling t>Jill s ti 11 (; ·.: d h :c c,:i. ile ~v<:!n fer endfire interference. 

Thus a reasonably tight bound on the hydro,hono spacings might be 

f 
£ c 0 

/:.d~ "r r 
o sm 

i nches. (78) 

Eence if He asSU!T\e that the inputs e~re ::>recessed out to 5 kc, the tolercnces 

in the hydrophone spacings needed to null out an endfire interference whosE 

~r is 1/N that of th~ mnbicnt noise is given by 

1/N 1 10 100 1000 

M 3" 1" .3" .1" 

·rable 7 
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S ummary 

The likelihood ratio test for detecting a weak signal in the presence 

of a strong point source interference has been evaluated, given that the 

Inputs have been reduced by hard-limiting.  An implementation which very 

closely approximates this test and is in fact asymptotically optimum as the 

interference to ambient noise power ratio increases is presented.  This 

procedure aims the array in the direction of the. interference and subtracts 

the average value of the inputs from each of the inputs before proceeding with 

the standard DIMUS processing.  As this procedure is asymptoticnlly optimum 

for analog inputs as well, it is conjectured to be optimum for arbitrary 

quantization.  It is shown that the degradation due to hard-limiting indicated 

in report 2b is indeed real and chat a relatively large number of quantization 

levels are needed to ?'gnifleant ly reduce this cost for large interference- 

to-nolse-ratios. 
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I .  Introduction 

This report deals with the detection of a sonar target In the presence 

of a strong point source interference with the constraint that the inputs 
i 

are reduced by arbitrary quantization. IK   will be assumed throughout that 

the hydroohone inputs In the absence of the signal and Interference targets 

are statistically independent.  This problem was considered without the data 

reduction in reports 17 and 21.  The likelihood ratio test was evaluated and 

it was shown that the interference was effectively removed.  Furthermore, 

a suboptimuin implementation called the nulling detector was proposed which 

closely approximated the likelihood ratio test.  The nulling implementation 

was further analyzed in report 26 under the assumption that the Inputs were 

hard-limited.  While this ins trumeni at ?'"■'. represents a vast improvement over 

the standard polarity coincidence army, the results Indicated that the 

degradation in detectabJlity due to hard-limiting is not negligible for strong 

interfering targets.  i.i order to determine whether or not this degradation 

is inherent in the problo.ni, one must determine the performance of the like- 

lihood ratio test for the clipped data.  If the degradation is Indeed 

significant, it will be useful to estimate the improvement In detectability 

for multilevel quantization.  This result should, in addition to indicating 

the advisability of going to multilevel quantization, iridlcate the accuracy 
? 

required for the detector employing analog data. 

There is no known approach for the general solution of the likelihood 

ratio for quantized inputs.  The only known procedure is to assume that the 

Inputs are sampled slowly enough so that the samples are independent (Nyquist- 

rate sampling for gaussian inputs).  Faster sampling rates are required 

however to achieve a low cost of clipping and to permit reasonable accuracy 

in bearing measurements.  In fact, it was indicated in report 26 that unless 
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rne sampled rapidly enough Che major source of degradation in the nulling 

detector is due to the sampling rate rather than the quantization.  Once the 

optimum detector for independent samples has been found, however, :'t can be 

analyzed for rapid sampling rates.  There are a number of reasons w'vv this 

procedure is not thought to be restrictive,  In the first place there is no 

a priori reason to assume that the form of the optimum det-jctor would be a 

function of the sampling rate.  For example in the case of analog data, the 

only difference is the presence of pre-whltening filters at the Inputs. 

Secondly even If the optimun detectoi did depend on the sampling rate, one 

would need precise knowledge of the ambient noise power spectrum in order to 

implement it.  The complexity of such a system would cule it out even if ouch 

knowledge were available anu it generally is not.  We will therefore find 

the likelihood ratio for independent, hard-limited samples of the hydrophone 

inputs.  It will be assumed that the array can be aimed either directly at 

the interference or the target even though the sampling rate required by this 

assumption, as discussed in report 261 is inconsistent with the independent 

sample assumption.  Thus the detector we nre seeking is to be optimum for 

independent samples, but it will in fact be operated with dependent samples. 

II.• . Th.e_ Likelihood Ratio for Weak Signals 

A graphical representation of al'. of the available data is shown in Fig. 

1 where it is assumed that the array is .limed directly at the target.  The 

assumption that the arraji» could be ai;'ed at the interference is indicted 

by the fact that,, the intetference wave front intersects H data points 

simultaneously.  It follows from the assumptions that the noise inputs are 

all statistically irJepender.t and the samples in any channel are independent 

that the correlation between samples along any vertical line ^fixed instant; 

of time) is due solely to the common additive signal.  Given that the data' is 
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tK-.rd-limited, the information available as to the presence of the sJ?nal 

is contalnou in the.   numbar of sa^iples alonR a vertical axis that have the 

same sip,n where all of the samples are suitably  weip,hted" by the number of 

samples that have the same sign alonp, the dlaponal axis which contains ."he 

common additive interference.  l.'e will assume chat the number of samples N 

is sufficiently larf.e  N .-> M(N-l)' so that the "corners1' of Fip,. 1 where 

the diagonal lines have fewer than M elements can be ignored.  The optimum 

implementation will Involve aiming first at the interference and Lhen after 

some processing, aiming at the target.  Hence, the data array will really 

be in the form of a rhombus witli the corners missing. 

Let us denote the probability that a sample , with an additive sipnal 

of value  £;, is positive and x. of the M samples along the common inter- 

ference diagonal are positive by P (x ,{;).  Hence 

x -1f       1 M-x, 
p+(xi,o xJ-ljp-'V^ -'01 

i   F_._(-u) n+s 1-F (-u-Ol fr^) du 
n     i '- 

d' 

where F( ) is the gauasian  cumulative distribution function and fT( ) Is 

the density function of the interference.  Similarly P (x.F.) 1& the 

probability that the sample is negative and x  of the samples along the 

interference diagonal are positive- 

P Uj^O = 
M-l 

Jk 1-F 
lXi (-u)l 

n+S 
n+s 

- M-x -i 
(-u)        F (-u-r) fT(u) du n       i 

(2) 

All that matters is the number of samples along a vertical axis that are 

positivejand the ordering of them is irrelevant.  The probability that r 

samples are positive with an arbitrary distribution along the Interference 

diagonals Lz   given by 

IJ- I 
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, M, r     r M-r 
P (r.x) =r1)    17 P (x  r) TT P (x.,0 t   U)   d?   , (3) 

J     i=l    1   jal    J 
-00 J 

where the subscript K refers to the alternative of signal present,  Under the 

hypothesis of no signal 

M-r 

1=1       j=l    2 
0)   . (4) 

The Jikellhood ratio L(r,x) is given by 

PK(r,x) 
L(r'x) CV7^  • (5) 

and defends on the algnal-co-noise ratio S/N among other things. 

The standard procedure is to consider a locally optimum detector that 

is optimum for vanishingly saiall slgna.l-to-noise ratios. Hence we in fact 

implement the fi:st two terms only of the expansion 

l,(r,x,S/N) = L(r,x,0) +-7-7-. I     • S/N+ ...., (6) 

We will denote these first two terms by "C(r,x).  This likelihood ratio will 

be evaluated by expanding the probabilities P (x ,0 and P (x.,^> and retaining 

2 
only those terms of or^cr (S/N) or E,     and then repeating this procedure for 

P (r x).  It may be that when we are done, some of the terms of L(r,x) 

will not represent cross-correlation information and hence are useful only 

when the nolne power is a priori knowledge.  Ignoring such terms would in 

f :.t represent no real loss of information. 

Expanding and then collecting all of the terms in Eq. (1) is straipht- 

j'orward.  Retaining only the pertinent terms, one obtains: 

P+(xi,O-^P(xi,0) + P*^) S/N + PB
+(x,.H + Pc

+(xi)^
2   , C7) 

where 
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M-x. 
P(X1'0)   -?(xj     1    HnH^nH" ^  fI(u)   dU (8) 

x M-x 
iXi 

l_p   (_u)        f   (-u)   u   f   (u)   du 
n J n ■'■ 

-oo 

oo 

^  IxJ^f1    j'VnH^nH^1  ^("U)   U   fI(U)   ^     '   (9) 

x z* x   "-1 M—x 

^   ^   ixj    Jl^n^j    '     [Fn(-U)]        '   fn(-u)   fI(u)   du 

-oo 
(10) 

and 

PC+<xi)   -r   (xj    /K<-u)]Xrl[Fn<-U>lM"Xi!N     fnf-u)   fIW   dU   •    ( 11) 

Similarly; 

(xi,0^ ~~ [PCx^O)  + PA  (xjS/N - PB  (x^e  - PC   (x.)f; 

where 

(12) 

PA (xi) - M-|X1 —-r- 
r ixi ■,.-F   (-u) F   (-u)   f   (-u)   u   fT(u)   du 

n J n n 1 
-r.O 

Xl   /M I Xi 
M     Ix 

xi       r r 1 M"Xi 
| j1      (    Fn<-U)j fn(~u)   U  tI(u)   dU 

-oo 

(13) 

'v-^/K^f'KH H-x1-l 
f   (-u)   fT(u)   du 

n I 
(14) 

and 

B-n 

CONFIDENTIAL 



CONFIDENTIAL 

P -(x ) - --i 'M 

c ^ r  M 

oo 
r ,M-x -1 

xj j [^n^^l 'K^l   '   IN fn(-u) fI(u) du ■  (15) 

If one now substitutes £q. (7) into the first product term of Eq. (3) and 

then retains on,y ehe pertinent termg, one obtains 

r 
r r —, r 

FT   P   (x, ,Ö-^TT   PCx-.O)  +   )      P.   (x.) TT P(x.(0)   S/ 
1=1 i"l 1 f-,     A      1     1s<l ^ 

>/N 

1=1 

— i i r —, r 
)   PU

+
(X.) Tl p(x.,ox +)   pr

+(x,) TT p(x.,o)f. 

or 

l^j ^ 

(16) 

r p;\x) ' PD
+(xJ 

ir/^i^^TT PC^.O) i + S/N ^ A ^ ■KX;^?—^ 
I 1=1 1=1 

, r 2 v pc+(xi) + d vv!lhLh^L 
■      L.   P(x,,0)   +  2       ^_/_.P(x4,0)   P(x., ,0) 

Similarly 

M-r 

i=l 

M-r     M-x 

l^j 

(17) 

H   r   P.-(xJ ^  Pg^) 

Y\ P~(xr0 = TT V p(xi>o) i + s/N L pki) - CL ^ 
J-

1 J
DI
   J        i^       j-i   :i      J=I 

Z_, P(x 0)   2 Z_ Z_P(x. ,0) P(x ,0) 
j-l   J i^j    1      3 

.0) 

It follows from Eq. (4) as well as Eqs. (17) and (18) that 

M-r     M-x r M-r    N-x 

pH(r,x) -n TT p^i-o) TT ^r1-?^. ,0) 
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Combining Eqs. (3,5,17,18, and 19) one obtains for the l :tkelihood ratio 

+ -It is now conjectur~d that the terms involving PA (xi), PA (xi)' 

PC+(xi), and PC-(xi) either vanish or cancel themselves out depending on 

the value of the interfe~cnce-to-noise ratio (I/N). It is not, however. 

necessary to prove this conjecture, since we can argue that these terms 

should be ejected in the event that they do not cancel themselves out. 

One notes, by tracing their origins, that these relatively few terms (for 

large arrays) do not represent cros s-correlation information and hence can 

(20) 

only be useful when the noise po,;,er is a p~iori knowledge. They are completely 

[ 
2' analogous to the M terms of a total of M J of the standard array detector 

that measure the power of the hydrophone inputs rath~r than the correlation 

between them. When the noise power is nl.lt known, th~se terms can onl , .Jd 

to the variance of the test statistic and hence they shvuld be omitted 

(see reports 18,22, and 23). Since one indeed t1ever h.:><s a priori knowledge 

of the noise power, the useful likelihcod ratio is given by: 

M-t' M-r 

+~L 
i~j 

where 
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(22) 

and 

(23) 

Let us now evaluate the likelihood ~atio for the case of no interference 

~I ---7 0). Substituting for f 1 (u) in Eqs. (22 and 23) the delta function 

6(u), one obtains by inspection that 

+ - _.12' 
p (xi) • p (xi) • 2 fn(-0) 1rnN 

It follows from Eq. (21) Lhat 

(24) 

L(r .~) --» 1 + ; N (r -r) + (M-r) - (M-r) - 2r(M-r) f - I ~(Ill S [ 2 2 ]) 

• 
1

1 +: ~(<2r·-!!l 2 - MJ} (25) 

This is exactly the result ob~ained in report 6 for the standard detection 

problem, and it the~efore acts as a partial check on Eq. (21). It is known 

that the DIMUS array implements the likelihood ratio of Eq. ~25) See report 

22 for example • 

It is :!.nfor.native to interpret the meaning c f the weights" given by 

Eqs. (22 and 23). In the case of no interferen~e, we note that 

P+ • Prob { n ,_ 0/n > 0} , 
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and 

P"(x1) - Prob i n - 0/n < o|> (26) 

These weights are obvlouely pertinent for the weak signal case, since they 

are the probability that a vanishlngly small signal determines the sign of 

the samples.  Uhen interference is present, we recognize that 

M-x, 
[l -Fn(-u)j '[T^-U)]        

i f^u) 
M-x. 

[l - Fn(-u)] 
i[Fn(--u)]   

i fI(u)du 

Prob i  i(t) «■ u/x. (27) 

It follows that 

P (x.) = Pr ob < n ̂ -i(t)/n > -i(t) .x, 

P (xi) = Prob (26) n ~-i(t)/n < -i(t))xij. . 

Once again we have, the probability that a vanishingly small signal determines 

the sign of the samples.  Note that if we used a standard DIMUS system that 

did not use the information contained In the vector 21. the weights would be 

{' 'Z'^N+I)  which are not the optimum weights given by Eqs. (22 and 23). 

It is intuitively clear ''rom the form of the likelihood ratio Eq. (21) , 

however, that the optimum implementation is a DIMUS system that is preceeded 

by some type of pre-processing which le based on the number of positive samples 

(x ) along the common interference fronts.  Insight is gained into the type 

of pre-processing by considering some special  cases. 

It is eauily shown from Eqe. (22 and 23) that when x1 ° M, P (x^ ——^ 

0 as I/N—^oo and when x = 0, P_(x ) <—^0 as I/N—->oo .  It follows that 

when all of the samples along an interference fr^rt have the same sign,, they 

contribute very little information about the presence 'Of the signal and for 

large interference sources, they should be ejected.  It can be numericall> 

demonstrated that the optimum "weights" becotne negligibly small when the 
B-10 
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interference-to-nolse ratio I/N is large enough so that the probability of 

the events xi = M and x. = 0 become significant.  Thus, it costs very little 

to eject such samples regardlesp of the interference-to-noise ratio.  Recall 

that in the analog case (Report 17), the asymptotically optimum (I/N -^oo) 

implementation very nearly approximates the optimum for large arrays  intro- 

duces a cost of one hydrophone for I/N ■= 0 and does not require a priori 

or estimated knowledge of the interference-to-noise ratio.  It will be oeen 

that this is also the case when the inputs are hard-limived.  Ic can also 

be numerically demonstrated that for large values of I/N, the probability 

of the event x. = M or 0 is i-t, where t is of the order VN/I.  The removal 
1  «47- 

of such a .large percentage of the samples constitutes the significant 

degradation due to hard-limiting that was observed in Report 26. 

It is also informative to consider the average weight along a common 

..nteference front.  This average weight w (x ) is calculated from the formula 

W(xi) " M [XiP+(xi) " (M " x1)P"(xi)J   . (29) 

It turns out that W(x )->>0 as I/N—^oofor all values of x. .  This is difficult 

to show rigorously, but it can easily be shown to be approximately true by 

considering a suitable approximation to P (x.) and P (x ).  This result has 

already be».!n demonstrated for x - M or 0.,  For other values of x , it can 

be shown that in the limit as I/N—?oo, tne probability of the event |i(t) D 

u/x I as given by Eq. (27) is an evan function about its maximum which 

occurs for that value of u such that 

max   '  z  >M ' 
(30) 

fn(-u) 
The functions r~^~,—o and [l-Fn(-u)] Fn(-u) 

are very nearly linear functions and 

hence P (x.) and P"(x.) can be approximated by these functions evaluated at 
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u  •=  u (see  Eqs.   22   and   23),     Thus max   v ^ 

P+(X ) ^.IX   JL 
^xi;     V'lN    2x. exp< an 

J   i 

and 

„-,     WW 2 '       M J      1 

K 

(3)) 

For   these   approximate  welphts..Eq.   (29)   is   Identically   zero.     Ttie   exact  weight 

differ   in   the   same   direction  so   thut   W(x   )      is   still   identically   zero.      It 

is  interesting   to   note   that  u is   the  maxinum   likelihood   estlma'.or   of   the 
max 

inttrference and also rh.it P (x ) and P_(x ) for x^ ■= M/2 are what they should 

be for I/N = 0. 

The previous results suggests an lmpl?:nentation  suggested by Anderson 

for the case of analog Inputs I which consists of steering the array .at the 

interference and then subtracting the average value of the samples from each 

of the samples.  This implementation would weight the samples in euch a way 

that the average weight would be indcitically zero and '.n the event x  - M 

or 0 the weight would be zero.  Tf x, sai?ples are positive, the average vnluf 

would be 1/M|X -(M-xJ =• 2x /M -1.  It follows that the modified, samnles 
I i     -■ J    i 

would have the values 2(l-x /M) for positive samples and -2\   /M for negative 

samples.  This procedure therefore introduces multiplicative weights 

2(l-x /M) and 2x /M.  Regardless of the   value of I/N, the expected value of 

x  is equal to H/2 (provided only that t = 0) and hence the expected value of 

the weights is equal to unity.  This modified DIMUS system Is analyzed in 

Appendix A where it is shown chat for weak input signals, the output signal- 

to-noise ratio becomes 

SMR 
_o   S 
2TI  N+T 

[- sin 

vW-M) (1-1/M)_ 

-HJV1  3M 
3M 

IT1 

2 
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Note that for larRG arrays, the cost of this Iniplementarlon Is quite s-.nall 

(about 't/3 hyd'ophone) for vanlshlngly small interference-to-nolse ratios 

oven though this Implementation Is conjectured to be optimum only asymptotically 

as T/N —>o^ .  For larpe values of I/N we can replace sin  (I/N+I) by 

TT/2- V2N/N+I (see report 2u) .  Hence Eq. (32) become' 

SNR 
I/N -A oo y 2TT 

i^r 
o     S 

J  ^ -W fa 
N ' 
N+I) 

1/ 1- 3M 3M 
~2 

(33) 

A comparison of this result with report 26 shov;s that the nullinn implementation 

approximates this asymptotically optimum implementation in the Identical 

fashion as in the analop, cose   Ian addltio-.ial cost of 0.^8 db ; .  As a result 

there la no point in aiialyzinp this detector for rapid sampling rates since 

the analysis for the nulling detector carried out in report 26 should suffice. 

Let us no;; consider the discrepancy between the weights of the proposed 

scheme and the optimum weights of Eqs. (22 and 23),  Let us replace the 

weights of the proposed schsme  2(l-x /M) and 2(x /M; | by the weights 

Kf(x )2(l-x /M) and Kf(x )2(1-x /M) .  Those modified weights would also 

satisfy the special cases considered.  The constant K would of course not 

effect the performance of the detector.  It is clear from Eq. (31) that these 

modified weichts woulti approximate the optimum weights of Eqs. (22 and 23) 

provided 

1 J  1 fx-l ,XiJ 
exp < - •=■ f   (-r-) | f(x1) 

Xi    Xi 
(34) 

This function is however, very nearly equal to unity for all values of 

x./M and is plotted In Fig. 2.  In fact the difference between f(x ) and unity 

is a result only of the fact the Eq. (31) gives approximate weights rather 

that the orecise weights.  The proposed weights are proportional to the optimum 

U-L'i 
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weights of Eqa? (22 and 23) .  It follows that the modified DIMUS syötp.m 

represents an asymptotically optimum implementation (I/N—^oo) of the 

likelihood ratio, 

IV.  0n_ the Improvement in Detectability for Multilevel Quantjlzatlon 

The asjnnptotically optimum implementation is the same for analog data 

Anderson's proposal as well as for hard-limited data.  It is therefore 

reasonable to assume that this implementation is optimum for an arbitrary 

degree of quancization.  l^ile an analysis of ehe general case is quite 

difficult, a figure of merit which gives an estimate of the improvement 

in detectability for multilevel quantization is rather easily obtained. 

This figure of merit seems to be accurate enough to give reasonable quanti- 

tative results. 

For binary quantization, the samples, fall into two classes   those which 

have the same sign as the most common sign along the interference front and 

those which are  switches".  The samples are then weighted according to which 

class they belong to and the best estimate of the interference.  Assuming 

that the interference signal has a zero mean, the probability of a 'switch' 

is identically equal to the probability that the sample has the opposite sign 

of the interference.  Hence the probability of a erwitch (P ) is given by 

P ° Prob[n+s+i>0/i<o] = 2Prn+s>-l, i<o1 = 2 | j"l-F + (u)l fjCu) du .  (35 

Assuming all the processes are gausslan, this probability becomes asymptotically 

for large interference to ambient noise power ratios; 

oo 
I/N—^co ^ KK" du = 

I ,/N+S  S/N—> 0 ijN 
n^- -> 

I|N (36) 

The optimum pre-processing effectively reduces the number of samples along 
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any interference front to twice the number of switches.  That is the weights 

of the switches vary from 1 to 2 as the weights of the non-switches vary 

from 1 to 0,  One can postulate a "cost1" in terms of the average "effective 

reduction in sample size".  This "cost" becomes asymptotically 

-^/I (37) 

This cost is essentially equivalent (to within h  db) of the actual asymptotic 

cost in detectability obtained from Eq, (33) for large arrays. 

This figure of merit can be generalized for an arbitrary degree of 

quantization.  The asymptotic "cost" converges nicely to unity as the number 

of quantization levels increase and it is conjactured that the results 

can be used quantitatively as well as qualitatively.  Let us assume that 

the inputs are now quantized into 2 q equal intervals as in the  figure 

below.  Further assume that t'.ie interference lies in one of the closed intervals 

I. where (k-l) A<I,.<''<^ and that the samples are assigned values corresponding 

to the center of ehe Intervals. 

The samples fall into three categories- those which "switch" to the left, 

the switches to the  right, anu the non-switches.  The nulling procedure will 

modify the weights of the switches to -1 and 1 and remove the non-switches. 

Hence for such interference fronts, the optimum processing "effectively 

reduces the number of samples to the switches.  However, for those Inter- 

ference fronts which correspond to the two open intervals, the pre-processing 

effectively reduces the number of samples to twice the switches. 
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It is shown in Appendix B that the probability that a sample switches 

from a closed interval is given by 

^ ^ W: 
00 

1 -\fnl    erfc xdx 

m 
2 

q-lf' 
) <exp 

k=l( 

■^(k-l) m - + exp 1 , 2 2 N 
2kra T 

,(38) 

v;here the quantization width A is given In terms of the number of standard 

deviations of the ambient noise (A = mvN), Furthermore the probability of 

a switch from tha open intervals becomes 

Bo^nl/T 
exp 

1,  ..2 N 
- 2-(q-l)  Y (39) 

Finally, as we have argued, the "cost" figure of merit is piven by c 

P q + 2P q.  Utilizing ';he facts that sc     so b 

and 

oo 

\R  ferfc 

m 
2 

V1       1  1 ,2 2 N 
)  E, exr ! - — k m 

xdx 
m-^'O -\/f 

ek eXr 

k-0 

q-i oo 
oo  | 

(AO) 

in co-ojunction with Eqs. (38 and 39) it is apparent that the cost figure 

does indeed converge to unity as trie quantization gets' finer. 

A plot of estimated Improvement In detecthbility for multilevel 

quantization and slow sampling rates is given in Fig. 3 for an interference 

to ambient noise ratio of 20 db.  It is observed that for a moderate number 

of levels ($8) , the improvement is not very sensitive to the width of the 

quantization intervals, but this sensitivity increaces as tie number of levels 

increases.  Quantizing into four levels instead of two reduces the cost from 

12 db to 9 db.  Recall that this cost is for the case of artificially slow 
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sampling rates.  Reasonable sampling rr-tes reduce the cost, In db)very nearly In 

half.  Hence doubling the no. of quantization levels reduces the cost from 

approximately 6 db to approximately A^ db.  More than eight levels are 

needed to reduce the coat to 3 db.  Uhile these results are only rouph 

estimates of the actual cost, It is clear that a relatively large no. of 

quantization levels are needed to reduce the inherent cost of hard-limiting 

to some minimal value for large interference-to-noise ratios ( 20 db). 

However  the accuracy required for analog processing is not very restrictive. 

It is only necessary to know the value of the sairples to within one standard 

deviation cf the ambient noise.  The only equipment problem is the rather 

stringent linearity requirement. 
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Appendix A 

The proposed scheme calculates the following test statistic- 

Tfs     M M s = HI 
k=l     i^j   L 

x.(10   - y. x.(k)   - y n (A-l) 

where 

and 

c1(k)   -  sgn[u1(t+kT)] 

M 

yi  = M   Z   Xr(t:  +[k-»m(r-i)]T) 
r=l 

where u (t) is the input to the i   hydrophone at time t, f  is the sampling 

rate, and 'I is the decision time.  The quantity y. is the average of the 

iiard-limited samples alonp the interferenc«: fror.u assocjated with u (t+kr ) , 

It ha? been assumed that the array has been aimed in the direction of the 

t-ignal by introducing a delay of m seconds per hydrophone where i is the 

sampling interval.  In the absence of a signal (the hypothesis H) the inputs 

to the M hydrophones are all uncnrrelated .md arc comprj ;-.ed of the sum of 

two statistically independent processes n(t) and i(t) v.-ith powers N and I 

respectively.  Under the alternative (K) , there ij a corrnon additive signal 

s(t) with variance S. 

The expected value of the test statistic is given by 

M M 

E(S) = TfQ(M'
:-M){xH(k)x.(k) - ^ /_ x.(k)xjk+m(r-l) 

r=l r=l 

tl  M 

+ -  y  \  x ['.c+n-l:r-i)]xofk+m(s_j)| | , 
JvJ^  '- ■  <      M. J-'L Jy 

(A-2) 
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i 

where land j are constrained to be unequal. Recognizing that only those 

samples at the same instant of time are correlated and by the amount 2/n 

sin  S/N+I+S, this mean becomes, 

E(S) = Tfs(M
2-M) f sin"1 ^ d " £ + ^   ■ (A-3) 

M 

It follows that the shift in the mean of the test statistic becomes 

asymptotically as the sipnal-to-noise ratio S/N gets small 

EK(S) - VS)-^Tfs (M2-M) (1 -R^NIY (yi-4) 

Let us now replace the quantity (x (k) - y.) of Eq. (A-l) by the symbol 

z,(k).  The variance of the test statistic under the hypothesis can be written 

as Tf  Tf   M M M M 

Var„(S) = /  )     )     ) z,(k)z,(k)z (p)z(p)   .        (A-5) 
H     L->  I— i ,    : ,   1   j    q r  n r 

k=l p=l   i^j   q^n 

The z terms are all pair-wise uncorrelated unless the subscripts differ by 

the right amount to place them on a common interference front.  Therefore 

Tf     M;M   . __ .     .     Tf   /m M,M 

Var^CS)   «  2   >        )       z?(k)   z2(k)+A   V      (Tf   - m)      ^   zAvSz,~   (k+m P ) z 4 (107. ,   (kfmp) 
H Z__£_l3 ? s tLj      i i+P '      J J+P 

^=1 i^J P='l i^J (A„6) 

Realizing now that there are only (M-p)(M-p-1) terms that can exist in the 

second sura, the variance becomes 

_  Tf_/ m 

i+p 

7 .-   2 
VarH(S) = 2Tf  (M-M) z±+ 2   V  (Tfa-pm>(M-p) (M-p-1) z1(k)z(k-fmP)    (A-7) 

P^l 

This can be simplified for large decision times by recognizing that 

2 ViH-p)(M-p-1) = (M2-M) M (A-8) 2 ...   . ,.   a. | 

where N = (2M-4)/3.  Hence for large decision times 

- „- 2 
Var„(S)ci: 2Tf (M-M) z. (k)  +M z, (k) z_ (k-hnp)     .        (A-9) 

H        s       i i     i+p 
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Recognizing that 

[ 1 •   if   i->j 

x1(k)x   fk+m(J-l)|    -|  2/7r   8in"J"   I/N+I ;   if   j=i+p, (A-10) 

0- otherwise 
V 

it is straightforward to show that 

i  2   -1 1 ! 2., ,   M-l 
zi (10 - — 

and 

z1(k)Z   (k+np) 

N+I 

2,-11 
— sin  —— - 1 
TT N+I 

Combining Eqs. (A-10) and (A-ll), it is seen that 

12 
Varu(S) = 2Tf (M2-M) 

n s 
2,-11 . 
- sin rrrr- - 1 
TI       N+I 

_ ±  _ -1-1 
3M  3M2 I 

(A-ll) 

(A-12) 

The output slgnal-to-noise ratio of the detector for weak signals is given by 

the ratic of the shift in the mean to the square root of the variance or 

2 

(A-13) SNR1ZN=±^  IJ^S \/M
2
-^(I -jj-) 

TT y   2   N+i [> - f ='""1 rä-Jil77! z r-1  • 
3M 

Appendix  B 

Let Pj. denote the probability that a sample if conta.'ned in a quantization 

interval I., given that the Interference itself is contained in irhis  interval • i.e. K 

PK - Proben + i£rK/i£IK (B-l) 

If the interval is closed and of width A (k-l)A < I,. < kA  , then 

kA - \ A 
f  yn[k^'u]   -  Fn[(k-l)A-u]f1(u) du  ) [Fn(x) - Fn(x-A)] fi(kA-x) dx 

(k-l)i       "   i__        0     
p(iElK) 

f (kA-x) dx 

(B-2) 

I 
t 

■ 
i 
f 
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(k) 
If   p io   the  probability   of   a  ' switch"   or  the  probability  that   a  sairple 

lies   outside   this   interval  given  1£l„,   then 

P «=  1 - p„ = — sc rK 

/l-Fn(x)l f1(ka-x)dx +  I Fn(x-A)   f   (^-x)dx 

(B-3) 
p(iECK) 

As the inteference- to-noise power ratio gets large, this probability of a 

switch becomes 

P  (k) rsc v J 

T/M     f,(kA) I/N—JOG   i + fi   (k-l)A]r        1 

K       0 

dx (B-4) 

Assuming gaussian processes; this can be put into the form 

'  [ck^2 iMr   . i   (k-i)A^       ywW 
Psc(k>^^Vl ^^  '--/IT erfc xdx       (B-5) 

2p(ieIK) 0 

The probability of a switch from any of the 2(q-l) closed intervals is g^ i by 

(q-D 

Psc' " 2 L   Psc^^^V (B-6) 

k°l 

By  normalizing  the  quantization  intervals  by   the  standard  deviation  of   the 

noise   A    «= mvNLp      becomes 

m/lfä1 (q-1) ( 

Psc^ 
i^| T,      f   erfc   xdx  V    ^ erfc   xcte    \       <;exp 

0 k=0 [   ' 
1 , 2   2 N 
2km   T +  exp|- -x  (k-1)   m    y 

Invoking  symmetries,   this  can be written  as 

PSC   ^n   Vl 

.q-1 

|   erfc   xdx   \ 

D//7 k=l 

1  -I/TT     /   erfc   xdx 

m//7 
Ek exp 

1 . 2   2  N 
2 km    j 

(B-7) 

(B-8) 

where 
l;   k=0,   q-l 

2;   k5*0,   q-x 
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The probability of a switch given that the interference lies in one of 

the two open intervals is given by 

Psd(,; - ^ 

FJCq-lM   -   ujf^uKu        f  [l   -   Fn(x)j fJx+Cq-DAJd: 

P(ltI
q
) V^V (B-9) 

Thi5 asymptotically approaches 

fi(q-l)Al0r
0. 

Pso^^-pom   I1 - FnHdx (B-10) 
q '0 

which becomes for gaussian processes 

li/N.  exp-i(q-l)
2^   OP 

pso(c')-^^Vl ■—--iT?/ erfc xdx (B-Il) 
2p(lEI )        i 

CO q' 0 

Recognizing thatV^ , erfc xdx = 1, the probability of Switchii'g from either 

0 

of the open intervals becomes 

Pso-^^yr exPf 2 ^-^ T (R"-2) 
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