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'ANALYSIS PHTIOSOPHY, DATA PROCESSING AND PARTIAL ' I8

A-l

is appendix is intended to serve a dual purpose. First it is meant
to document the actually accomplished Arma sled test analysis scheme includ-
ing the pertinent data processing aspects involved. Second, it appears
desirable to have the explanations for and partial error analysis of the
various steps taken all in one place and in a form which may be understood
by tl;x‘ s¢ not dealing immediately with the effort..
W

The problem of evaluating IMU performance by /track testing is basicelly
4 problem of establishing a highly accurate reference quantity in the proper
coordinate system which may be compared with a similar quantity es indicated
by the IMU., Except for very small errors, the difference between indicated
ahd reference guantities should represent the IMU error quantity. This
error quentity may be analyzed as to magnitude and forms and an attempt mede
to calibrate all determineble error sources, The residual error quantity
(after removal of calibratable errors) should represent the sum of the
uncalibratable system errors and the reference system errors. If at all
possible, the analysis of the system error guantity should bresk down the
calibration into specific error sources, e.g., gyros or accelerometers.
Such a breskdown, however, may require a dual reference quantity such as
Space/Time” velocity end photo-autocollimator indicated platform position.
The dyal reference system was not available for the Arme test sequence,

* The primary reference system for the analysis of sled test data is
the Space/Time system. The Space/Time system consists of: A set of very
accuraiely surveyed markers (t,0005 foot rms leading edge placement as
surveyed from the north end of the track); an accurate one-megacycle clock
time base; a real time digitizer which diglitizes and places on magnetic tape

in binary form the time of the transducer passege by the fixed marker, £l ' -

psecond; and the S/T head or transducer which sensesthe passege by the
interrupters and transmits the pulse to the digitizer 11@catim this event,

Thus, from & sled run -we-ebéain-a set of gimea,‘indicat!ng sled (trans-
c‘!.uce'r)%ﬁz’;o.g’e_olﬁfl the surveyed merkers. This is the input information from
which reference quentityige Jv - .

The Space/Time data reduction, previousg accomplished, was aimed
at the gecurate definition of sled velocity at the times of passage of the
surveyed interrupters, An error analysis of the velocity measuring system
from en instrumentation point of view has been accomplished by H., P. Greinel
end published as a technical report AFMDC-TR-59-25 in June 1959, This error

A
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snalysis points up certain inherent limitations of the B/T instrumentation
in defining the velocity at the instantaneous sled center of mass. The
error analysis completely ignores the problem of transforming this velooity
information to meaningful velocity as would be sensed Dy an idsal inertial
guidance system in the face of relative motion hetween the guidance system
and the sled center of mass. (reinel's error analysis defines a part of
the "rav data" error and is not at all concerned with the data reduction
errors, One "reavw data" error which has been rocognized which was not con-
sidered by Greimel is that of digitizer Arift (loss or gain of time counts).
This rav data error arises through improper instrumentation anid has been
effectively eliminated at AFMDC. Nonetheless, a periodic check has been
ineluded in the date reduction to imsure that this error remains insignifi-
cantly small, Another raw data error which was not considered by Greinel.
i1s that of & systematic miscorrelation in time dbetween the events from the
Space/Time and the events from the guidance system under test, This error
is very difficult to eliminate entirely and places a good deal of doudt
upon any attempt to recover an instrument's servo lag term from track
testing, The recovery of this term is better suited to transient tests
specifically designed for that purpose. This point should become clear

as one follows through the rest of this sppendix.

The main results of Greinel's error analysis may be stated as:

1. Qreinel's estimate of the rms error in downtrack position
determination negéecting relative motion and itiming error
is 0y = 2.5 X 10 ¥ ¢,

2. Greinel's estimate of the rms (random) timing error is
oy = 0 Kseconds,

Using the above estimates we can say that the instantaneous downtrack
position determination error (neglecting relative motion, digitizer arift,
time correlation, and coordinate transformation e rrors) may be approximated
as:

°51ed positior ('\/6.25 X 107 + 36v® x 107%) 1e,

vhere V = the average velocity in ft/second near the sled
position being determined.

It will Pe shown later using Arma VSA data that this estimate is quite

pessimistic_!nd more nearly realistic but still cautious figures would be
0y = 1 X10 " ft and 04 = 2 usecond. Using these figures we obtain

Us_l_ed pOBition jad C\/l X 10'6 + hvz X 10.12 ) f£t.

The significance of this estimate will be seen later, after the compari-
son of averages technique 1s discussed.

A-2
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A-2 EISTORTCAL SPACE/TIME DATA REDUCTTON

In the past the assumption vwas made that a sampled meagure of the instan-
taneous gled velocity was the required quantity for the reference system
against which the guidance system was to be compared. The rav S/T data was
and still is first edited to eliminate spurious pulses and correct obviously
erronecus data. Since the edited 8/T date is in the form of & set of times
(to) for measured distences, thiz information must be differentiated to
obtain veloeity measurements. In the past it was assumed that the times
involved were adequately represented by a 3rd degree polynomial in distance
and that all errors were timing errors; i,e., there were no poaition errors.
Then the edited observed times (to) were £it with a 3rd degree polynomisl
in digtance over seven points In a least squares sense, The mid-interval
time vas re-evaluated as the mid-point on this cwrve and this value taken
as the adjusted or smoothed time ?:,). The estimated velocity at the mid-
roint was evaluated by differentiating with respect to distance the 3rd
degree polynomial and inverting the results, This value was teken as S/T
indicated velocity as a function of smoothed interrupter times, tg, The
difference (t; - t3) was evaluated for use as an error estimator for the
velocity information. The O¢y _ lror each point was evaluated over a
twenty-five point spreed sym&e%ricai ¥y placed sbout the point in question,

A complete error analysis of the process cutlined above i3 impossible
because of the lack of information on the statistics of the velocity signal
being considered. A partial error analysis has been done by Roger Moore
of STL and documented in STL Inter-office Correspondence, GM 43,11-9,
1k November 1958, The result of this analysis is an estimate of velocity
error. The following assumptions are made in R. Moore's approach:

1. A cuble polynomial in distunce ic the true characteristic
of the raw data, t,.

2. The errors are all timing errors,

3« Timing error can be represented as a random process of
zZero mean,

4, The data sampling rate is always high enough to prevent
aliasing of high frequency information into a lower
frequency variation in t,.

5. The velocity of the 8/T head is the quantity desired,

Under these essumptions R, Moore comes up with a standard error in
velocity (£t/sec) of:

= ,0483 V* o(¢. o where V is in f£t/sec and
i (tc - %) o(t, - tg) 1s m/seconds.

A-3
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l‘orasledmofmximvelocty<1600ﬂ sec axd 0. ™ 1 psec this
estimate gives us & maximum Oy £t/sec. s 1s a slightly optimistic
estimate for the T point cub:tcmthod since over & major portion of the run
the position uncertainty effects actually exceed the timing uncertainty
effects. Also, the 7 point cubic polynomial is inadequate to represent
the dynamics which occur around first motion, boest cut off, water braking,
etec, In addition, at very low velocities, the sampling rate ia so bad that
the above mathod of velocity determination breaks down entirely. As a
result of these problems, a choice had to be made for the Arma sled runs
between the alternatives of:

1. Finding a betier way of getting instantaneous velocity.

2. Eliminating the requirement for the determination of
instantaneous velocity altogether.

The comparison of averages technique effectively eliminated the
instantaneous velocity requirement while accomplishing the desired test
goals.

A-4
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A-3 COMPARISON OF AVERAGEQ
Imtroduction '
has been definitely

The need for an instantanecus velocity measurement
The basic need is for an accurate reference quantity

over-stresged in the past,
against vhich the major error trends of the IMU may be calibrated, Thus, ve

might perform the calibration on the distance leve) instead of the velocity
devel in order to make the comparison with the greatest possible accuracy using

the rav (edited and coordinate transformed) Space/Time data. In the attempted
For example: We can

IMU calibration certain confusion factors soon appear.
define the distance reference best, but a least squares adjustment on the

distance domain tends to break down due to correlation between the form of the
error trends from different error sources. This correlation is not as bad on

the velocity level and so we might want to make a velocity comparison instead
Actually, the solution is to take the best adventege

of a distance comparison,
of both the velocity and distance aspects of the problem and perform an average
The

velocity comparison which has been named the comparison of averages.
averaging time used provides the trade-off between accurscy requirements on
the trend of the comparison quantity and the frequency response of the compari-

son madle,
The comparison of averages comes about simply by the application of
& linear operation; namely, time averaging, to the AV quantity.

&(%1) = Vsystem (%1) - Vreterence &1)

Iet us f£ind the average AV over the time interval from t1 to ta.
be the mean or trend value as long as tz - t, is kept reasonsbly short.

(5 indicates distance,)

This would

[Ssystem(ta)'srer(tz)] - [ssyutem(ti)“srer(t:.)]

tz-tl

1 ta
=y tf AV(t1)at = AV =
5

It should be immediately apparent that we can find AV simply from a knowledge
of t1, t2 and distance quantities at those times. We do not need to smooth
(£1t) the S/T data and differentiate it to estimate a velocity value at all!

Thus, AV may be defined to the limiting accuracies of the raw
measuremsnti, No more accurate measure of a function of velocity can be
made using the ssme time interval for evaluation. The partial error analysis
which follows is meant to point up the inherent limits of this method. The
Similar analyses can be done

analysis is for the downtrack comparison only.
for the crosstrack and vertical direction, but beiter methods of handling

A-5
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the survey results in these directions mmst be found before these comparisons
can be sccomplished with an ascuracy approaching that of the dowmtrack compari-
aon., :

Error Analysis
All quantities in this section are in ft, second units,

1at 8p(t) be the true instantaneous distance that would be sensed
by an 1deal inertial system as it proceeds dovn the track,

1ot Gu(t) bz the measured Aistance function which is intended to
eat % t)e

The sverage true velocity over an intervel (ta - ti) is given by:

: 4 (ta) -« ts
Vp(ta-ty) = E%'ﬁ' tfa Vip(t) at = sl :: . :':( 1)
1

The error in the definition of VT is given as;

G?T - V,r - vM - { sTiza) - 8p(ta) A Sy(ta) - SM(t;)}
Q=

th tMﬂ - ‘th

vhere tqp = ty + Bt,

The knowledge of true instantaneous downtrack position is hempered
due to data uncertainties which we will presume to come from independent
error sources of the following nature:

8S(t) = the systematic error in the knowledge of interrupter
positioning in the tangent plane coordinates,

Oy = the rms error in the knowledge of the downtrack true
instantaneous position caused by the addition of vibra~
tional relative motion effects and the random exrror in
the knowledge of interrupter positioning. It is estimated
that o, (for the Arma sled test series) 1s spproximately
equal to 1 x 10°° £ over most of the sled run although
it is not really a stationary process which gives rise to
this error.

Dy(t) = the instantaneous error associated with Oy

A-6



AP e ey P R g .num'i‘,n-:lThl AN nne Lt P ol S W ¢

SR e e o e

b

e e e

N AR IR

W L

AR L ST ST YT

ALY gy

v

11

83(t) = the equivalent position error due
1.8,, 88(%) » V(t)ss 3t vhere 8%
axaellient ons as leng as 3. is
time miscorrelation 4is not considered in this 8t quantity
since such an error ocan be anslyzed out of the comparisen
et & later point in the analysis and does not give rise
to & large error. Thus, 8t < 6 pgec for most of the sled

run. We will assume %‘b ~ 2 usec,

The true instantaneous downtrack position can then be expressed as:

8p(t) = su(t) + 88(t) + Dy(t) + V(*é/) * 8

Placing this expression into our estimate of the error in the
derinition of Vp ve get

‘{33(1'-2) + Dx(ta) + V(ta) * Bta - 88(%1). .« Dy(ta) » V(t1) ¢ 51":..}
Ve “tg - ty + Btz - Bty

{ox(ta) - By(ta)} (Bta - Bta)

(ta - t1)(ta - ty + Btz - Bty) -

For practical situations, tz - ty = .01 second and [Btz| + |8ty <
20 puseconds., Thus, with less than .2% error in our estimation of GVT, ve
may neglect the Btg and 8t; terms in the denominator of the above expression.

This leaves us with

- {ss(ta) + Dy(ta) - 88(t1) - Dx(tl)}

GVT - —(‘ﬁa vy
. {m(ta) - W Bta + [Ty - Vp(ta)] 8ta}
ta - 4 4

In order to further simplify our expression for €Vp we will now
assume that
7 vp(ta) + vn(ta)
L 2 e
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This sppreximation is geod %o 1§ over mest of the run as long as ta -
second. However, this approximation tends to

cbange iaucehmm lavel and muot be examined criunmorvu those |
With these werds of caubtion our approximste expression for €Vp

Ve S5(ta) - 88(%) , Delbp) -Dx(fa) | T, (8g + Bt)

ta - % tz -ty

whare Ap = the true aversge acceleration in the interval ty to ta.

let us consider the effective contribution to €Vip of esch of these
three terms in order,

The first term represents the systematic interrupter positioning
error. Since we are dealing with differences in thiz error, we need only
congider the maximum change in this error over the interval ty to ta.

tet BB . 5,72 x 1207 4/s% of treok,

This ia equivalent to & .2 £t error accumulated over the 35,000 £t of the
track, The geodetic transformation has been accomplished in such & manner
a8 to keep this error source less then .l £t over the length of the track.
However, primary survey uncertainties may exist which amount to something
closer to .2 £t over the entire track length,

The number of feet passed in the interval tz - t1 is simply
VT (tz - t1). Thus,

t2 - 42 -

This error source thus looks like an accelerometer scale factor
error and hes a maximm value at maximm velocity., Teking our maximum
velocity to be 1500 ft/aec » this error source would amount to approximately
.0086 ft/sec or 1 part in 175,000 of sensed velocity. The track may
actually be a little better than this, but scmething close to this figure
probably represents the present limitation on testing of inertial guidance
systems and ¢ nents, If modern survey techniques can be applied (inter-
ferometer, etc.) to reduce this over-all track length uncertainty, the
ultimate sled test accuracy figure may be closer to & part in one million.

The mean squared error contribution due to this source may be
egi;imated as:

A-8
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E{ [WJ.} =B [5‘72 X 107 V'ra] = 32,7 %p? x 1072

The second term in our estimmte of the error of the measured average

velocity is due to the uncertainty of interrupter positioning and to vibrational
relative motion., We will assume that the vibrational relative motion belongs

to & zero mean random process. The more systematic relative motion effects
are handled as if they were & legitimate part of the AV measured and later

removed from the data. -

The mean squared error contribution of this second term may be
estimated as:

Dy(ta) - De(ta)]?) . 29%° . 2x107°
E{[xta -t ]'} (%2 - 6)° (ta = t2)2

The third term in our estimate of the error of the measured average
velocity is due to the combination of timing uncertainty and acceleration.
The mean squared error contribution from this effect may be estimated as:

E{ [3-1- (dta + M;)]z} - K? 2032~ 8x 207" Ay

Thus, from our simplified estimation formula we obtaln an estimate
of the mean squared error of measured average velocity (teking appropriate
note of zero mean processes) vhich becomes:

2 -12 = 2 2%X10°° -2 2
devT =32,7TX10 VT + W+8X10 Er

Note that for reasonable values of acceleration, the effects of position
uncertainty completely overshadow the effects of timing uncertainty., Note
also that the error due to relative motion rises sharply as we allow our

avereging time (ta - tz) to approach zero,

If we choose an averaging time equal to .2 seconds and assume

worst conditions of maximm velocity (Vm = 1500 £t/sec) and maximum
acceleration w 300 ft/sec®) the estimate of the stenderd error in

aversge velocity measurement becomes

A9



Oe¥p = ~l5r3.6 X0 +50X10° + .72 X107

Oely = .01l f£t/sec

This estimate is somewhat pessimistic from the point of view that
it presumes worst conditions, but in reality it is probably a bHit optimistic
due to other uncertainties (such as data processing) which have not entered
into the sbove rationale. Actual hot run AV's have shown & typical random
standard error of ~ .015 ft/sec using taz - t1 = .25 sec.

A-10



12t us examine a sids light at this peint for ‘the Yenefit of those who
* want to see what the frequency respense of any data handling procedure will
be. It 15 possible to interpret the formula for average velocity as an
attempt to differentiate distance data to get instantaneous velocity
- information,

In the cantisuous sense the computations we are performing would esti-
mate a veloeity (V) according to

G(t - 12‘-) - ﬂﬂ-’—%@-—“ﬁ where h = t3 - ty = the averaging interval.

The transfer function of this differentisting filter is given by (take
Iaplace Transform and set p = iw)

20 x e
Y(w) - -sj'::—-Té—éﬁ 91(2 121») )
and V(®) « 8(w) Y(w)

Now, 1f we interpret the output as velocity at a delayed time (midpoint of
interval), then the ideal differentiator has a transform

2 --’2-'-1’ -%iw 12 1(2..}“)
: e » pme e = e

+ o TEy e

We can define an error; actual-ideal = error. On this basis, the
error in instantaneous velocity at the midpoint is given by

-t ve(w)~ = I1* {8(w) Yc(‘”)}

sin(22) ) m} ‘ ei{-g- -F

where Yg(®w) = { s

%
{f- 2
The o 2 2 tern merely serves the purpose of differentiation and the

required delay of % to get mid-intervel velocity. Thus, we look at the
first term which causes the error,

Now % = relative error in V(w),

A-11
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The above shows that as an instantanecus velocity, almost all of the high
frequency cemponents are underestimated (missed) for reasonable values of
h& ,05 sece Thus, this is a pretty poor estimate of instantansous velocity,
Note, however, that the estimate is best for mid.interval time, so our using
mid-interval times to teg it makes sense,

A-)2
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In order to compare 5/T information with the IMU gemerated informa-
tion we must deal with vector quentities in the same coordinate system. This
requires & cocrdinate transformation from IMY to S/T or vice-versa. An
arbitrary choice was made some time ago which stated that we would transform
the S/T data inte the coordimate set comsistent with the IMJ. Om the basis
of this choice, it appears practical to divide the transformation into
several distinet steps:

1, Transform S/T information which is gathered as a one-
dimensional quantity into a three-dimensional vector
set in a tangent plane coordinate system.

2, Transform tengent plane information into the nominal
coordinate set consistent with the IMU transducers,

3. Transform from nominal coordinates to coordinates which
drift with time, etc., including the transformation to
inertial space for those systems which maintain an
inertial reference.

The process may be varied if desired; however, regardless of vhat
else is done, it makes good sense to transform S/T information into tengent
plane coordinates. In this way, the seme geodetic transformatiomsmay be
used for different systems under test. Of course, the parameters vary
slightly if a run is made from one end of the track or the other, but once
a tangent plane is set up, any sled run which starts reasonably close to the
origin of this tangent plane may use it as a reference coordinate set for
calculations,

ce etic Transformation - ent Plane
For any inertial guidance system being tested, a tangent plane
coordinate set is defined at the center of mass ~f the inertial measuring
unit in the following way:

X, ¥, Z make up & right-handed orthogonal coordinate set in
Cartesian coordinetes with:

1, 2 pointing directly up along the local vertical,
2. X pointing directly downtrack in the intended direction

of motion for the guidance system (X lies in the tangent
_Pm):

A-13
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3, ¥ complating the erthogenal seb, lying in
by the *ight hand fule of 4% into Y

The ons-dimensional Gpace/Time measurements ave converted
thressdimensional measurements & geoldetic survey vhich essentially ex-
pressas the tangent plane position cocordinate of essh interrupter. This
survey infermation is contained in vhat is known as the "Master File.®

The track facility consists of & pair of apscially constructed
steel rails supported on concrete beams. The total length is approximately
35,000 £t. The general direction is north-south,

The west rail 1s called the refexence or "master rail," All
*naster £ile" positions are determined as points at top center of the master
rail,

o

On the west side of the track a very sccurate base line wes estad-
lished by the "United States Coast and Geodetic Survey." This base line is
commonly refarred to as the fiduciel line, It is 1dentified by bench marks
spproximately 100 £t. apart,

On the east side of the track and parallel to the rail is & row
; of small rectangular stsel plates called interrupters. These are placed
: upright parallsl to the track at intervals of spproximately 13 feet, A
vertical plane at 90° to the fiduclal line and containing the north elge
of an interrupter defines that intermyter station on top of the master
rail, All messurements along the track wsre determined with respesct to
the fiducial line,

A "master £1le" containing interrupter position downtrack, height,
horizontal offset, and local gravity as determined from the best available
geodetic information from both a north track referemce point and a south
track reference point has been compiled and studied, This master file was
reported upon in an AFMDC technical memo released early in 1961,

The results of this study show that the required track coordinate
~transformation to get to tangent plane coordinates is a simple one as long
as the sccurscy requirements are within bounds, The X (downtrack) distance
1s simply the distance function indicsted by the Space/Time system. The
error in this assumption will not accumulate to as much as ,1 £t. displace-
ment over the length of the track, The Y (crosstrack) and Z (vertically up)
distances are simply the values listed in the "master file™ as revised by a
continual survey effort. In order to properly handle the Y and Z comperi-
sons these listed values should be used directly and no sssuzmption made as
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the amoothness ,cte., of the ¥ and Z track cosrdinates. Unfortunately, such

e of master fila huinamtmmwmnmtsmhﬂiunmwrun
en the 1103A emﬂrs presently svailabls st the APMDC

As a conseqguence, we are forced to ccmpremise seme of our accuracy cupa.'bui'biea
in the Y and 2 directiens (nome is cempremised in X) to achieve program struc-
ture efficiency.

The sacxrifice 1s not great, but it 1s sufficient to cast a great
deal of doubt upon any accelercmeter or gyro calibration cocefficients recovered
fram ¥ or 2 velocity comparisons. Since the major effort for the Arma sled
test sequence was to recover VBA (vibrating string accelerometer) calibration
coefficients, it was felt sufficient to recover coefficiemts for the down-
grack accelerometer and use the Y and 2 accelerometers to compensate for
platform misorientations during the sled run, HNote that this is not a funda-
nmental sled test limitation, but merely one imposed for ressons of efficiency.
Thus, the following assumptions were made:

1. Y (crose track) distance = 0

2, Z (vertically up) distance = the distance indicated by a
sectionalized (10 segments) fit over long track segments
of the form

Z = Ao +AX +A2 X%

vhere Z comes from master file Information Ay, A1, Aa are

found in a least squares sense, The residual distance from

the fitted cegments turns out to have a standard devietion of
approximately .01 £t. Unfortunately, the individual deviations
are not random, and the localized effects of short length trends
can be seen In the Z velocity comparison which amount to around
.1 ft/sec. These effects are repeatable (from run to run) and
4o not interfere with the use of the Z comparison for attitude
reference purposes, but they would interfere with coefficilent
recovery attempts.

3. locel gravity at each interrupter may be expressed as:

- X
8x, = ....i‘.'i..i where g, is the origin gre.vity value and

1 Ro Ro is approximately 21 X 10° ft.

gyi = 0
8zy ™ 8o OF 8yominal
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In addition to the above geodetic informatien, the following
quantities are required to properly sccomplish any :hnr‘m guldance
system sled test:

1, Astronomic ezimuth of track at origin (launch point),

2, Astronomic latitude of origin (lauch point).

3. Deflection of the vertical at the origin (launch point).

With the above quantities supplied, the necessary ~onversion of
earth rate into tangent plane coordinates proceeds as follows:

l. Take the anguiar vd ocity vector of the earth with respect
to inertial spece as
* -
|Wg| = 7.29211 X 10™® inertial red/meen solar sec,

2, Project |Wy| into two components

-d
W = IwEl cos (astroncmic latitude of launch point)

W) = I;E' sin (sstronomic latitude)

3. Project W) into two components
W, = W) ¢ cos (east or west deflection of the vertical)
W] = W ¢ sin (east deflection of vertical, minus if west)

L, let @ = 360° or 180° - astronomic azimuth of track
(a small angle)

Then
an = Wycos@+ Wl sin o
wNy = -Ug sina + w_'L cos &

where Wyy is the X component of |ﬁ;g| for a shot from the south to the north
end, ete,
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or

| J
Wx - -WN cos & - V_L gin &
Wsy = "'WN sin & - w_’L cos &

' -
vwhere wsx is the X component of |wE | for a shot from north to south end, etc.

Accomplishing these calculations for the Arma launch point ylelds
(running from north to south)

Wy = 12,5857 axrc sec/sec
Wy = .8857 arc sec/sec

W, =  B8.1870 arc sec/sec

A=1T



A-6 SPACE/TDME DATA EAIDLING

The raw 5/T data is edited aa necessary and a set of Yo values determined,
Those are the times of passage of the successive interrupters, This series
18 then inverted to form a series of distance values as a function of sampled
times, This is the 8/T distance function Sgm{ts). In this inversion process
it 1s presently sssumed that the distince between successive interrupters is
exactly 13,00000000 £+, Using this mumber we get an accumulated error of
0.2 ft, over the langth of the track due to the fact that the base line
length divided by the number of interrupters comes out 12,99992584. Thus,
in our sTJp calculation (which follows shortly) we can multiply our @y factor

by g‘ﬁﬁ%ﬂ = ,999994295 and compensate for this factor with no
spprecisble error.
The S/T distance function Sqm(t4) may be broken into three components

congistent with the geodetic formation assumptions made above, -These
become:

Sgy, = O = the Space/Tize indicated distance in the Y direction

8gT, = Sgp = the Space/Time indicated distence in the X or
dowmtrack direction, This distance is the Aistance
travelled from first motion time, ¢} .

Bgr, = Ao +Ax 85y + Az 8gp® vwhere the Ag, Ay, snd Ag eve
constants which take on several different sets of
values as & function of 8 The Ay, Ay, and Ap
values are found by & least squares f£it of the Z
data in the master file on the X distance over
gsections of the track, starting from the origin
concerned,

From this information plus geodetic transformation information, we cen
compute the distance which ideal accelerometers should indicate in tangent
plane coordinates. In order to accomplish this, we first examine the true
accelerations which would be indicated in tangent plane coordinates, and
then integrate the significant results. ILet the subscripts T = true and
ST = Space/Time, ILet A = acceleration and V = velocity and W = earth rate.
Then,

ATX. - AsTx + 2wy VSTZ - 2Wz VSTy - 8x

- A-18
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AT, = Agm, * 2y vSTy = MWy Vor, - &2

= Agr, *+ 2Ng Vgp, - Wx Vgp, - &y

S8ince we make the programming approximations that

A/ a 0 (or =0
sTy, ( Agr, )
8y = 0

€z = -|&nomtne1] = - lenl

we are led to the following:
ATx = A'S'.I.'x + 2wy vS’l'z - 8y

ATy - 2Wz VSTx - My vSTz

Ap, = Agp - 2y Vgp, + Jexl

In addition, the term 2W, strz may be neglected since it contributes
less than 0,004 ft/sec to Vpm . Also, 2Wy Vg, mey be neglected since its
influence is even smaller than that of 2W, Ve For tests of future

systems, both these terms may have to be included if error (calibration)
: _ coefficients are attempted using cross treck comparisons. For the present,
i we are left with tengent plane accelerations:

~

T e TS T P PR D T

ATX = ASTx -gx = A‘STx +’%’ SSTx

hp, = 2y Vgp
Ay, = Agp, - 2y Vgp + |ex]

The above equations represent the reference acceleration or true
acceleration seen by an ideal accelerometer in tangent plane coordinates.
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Thege vi.:l.l be utilized to form reference velocities and distances, Under the
proximations which led to these equations, we can expeet errers in our
reterence (neglecting dynamic or ssmpling errors) downtrack veloeity of con-
giderably less than ,OL £t/s¢c, Thus, the coordinate transformations
contribute negligible errors to the overall comparison. Of course, obvious
dynamic and sampling errors creep into the definition of our reference
quantities, but these muct be considered seperately.

We now define the computational quantity Pgm(tsi) es:

Pgm(ty) = f 8gp(t) dt = the integral from lst motion time (t3)
to time t of the S/T Aistance :h.mcticn.
Nurerically, this integration is accomp-
lished using the trapezoidal rule,

Ther, in tengent plene coordinates the velocities beccme:

Igsl
Vi, = Ver* g Tor

Vg, = g Bgy

Vg = A Vs + 2he + Sgr Vap - 2y Sgr + lewl * (t-t,)

where t, represents computation zero time, which is either prior to or at
first motion time, ti. The computation of Vp, is made every O,1 second
starting at t, up till lst motion time, t%, “at which time the calculation
switches to in‘berrupter tines,

Also, in tangent plane coordinates the distances become:

4
Spe = Sgr ¥ '% t{ Pgm(t) at

(o}

%
S, = Ay Bgy + 22 tj" Sgp(t) Vgp(t) at - 2V, Py + ‘gl(t"to)z
0

where to represents computation zero time, The computation of ST is pade
0,1 second asterting at t, and continuing up t111 1lst motion? time » B3,
ch time the calculation switches to interrupter times.
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For data handling purposes we now define t; = the time of sled passege
by the jth interrupter from launch point origini

We cempute the Space/Time indicated velocity at t, times by a seven
point cubic polynomial arc smoothing technique whereby we differentiate
the least squares cubic polynomial and take one over the mid-point slope
as Vgp(ty)e

We campute the Space/Time indicated distence at t, times by e direct
eddition of 13 foot increments for each interrupter sed except the first,
This is denoted SST(tJ).

Fron geodetic survey information on the Z coordinate we establish a
set of triplets of constants {A,, A1, A2}, defined over intervals of
distence which are identified by critical velues of distence Sgpy . From

first motion time (t!) until & first critical distance (SST,.) is reached,

the first triplet of constents (A?, Ay, Az), will be used. In the interval
from the first critical distance SST:,) to the second critical distance,

(SSTE,), the second triplet of constants (A5, Ay, A2)p Will be used, ete.
No more than ten sets of these constants are used for a sled run.

The digital program then calculates the two Space/Time distance
components as:

Sgp, = Ssr

SSTZ = ]tAo + AL Sgp + A2 Ss.ra] where k denotes the use of the
k proper constants over the proper
intervals.,

The digital program then calculates the two Space/Time velocity
components as:

Ve, = VsT
Vop = Vgp°* [A; + 2A2 SST] where k denotes the use of the
z k proper constants over the proper
intervals,

These quantities are then transformed into reference indications in
tangent plane coordinates. In order to ace¢omplish this, we define a set
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of constants As, A4, As, and As plus computation zere time (tp). The compu
tion gero time i
constants are:

o -lg

Ay = 2y
As = - 2y
o = |ex|

The program then computes (starting with first motion time (t§)) the
integral of Spece/Time distance by the trapezoidal rule defining a new

quantity Pgm(ty) as:
)
Pan(ts) = [ ° 8gn(ty) at
%

This quantity is kept distinct for future operstions, In addition, it is
integrated from first motion time (tc',) to t; by the rectangular rule thus
defining another new quantity as:

t
Ugnp(ty) = f"rs,,(td) at
4

o

This quantity is also kept distinet for future operations.

The program then sijusts the (tj} time series for the fact that we want
our calculations to start st to (computstion zero time) and not necessarily
t3 (first motion time). The new series of times is labelled (ts}. This new
series of times starts at to and goes at 0,1 second intervels until a time
t4 1s reached such that (t} - t,) - t; <0.1 second, Then, the 0,1 second
interval is dropped, and tﬁe next time teken as (t} - t,)s Each interrupter
time thereafter has (ta - to) added to it to become consistent with the
new time series {t;), The following calculations are done on the basis of
this new time series thua defining outputs on the times {t;). However, it
is to be noted that up to and including the t; value signiiying first motion
(namely t3 - t,) the following quantities must be inserted as zeros amd the
proper ues used thereafter:
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Vsr,.» VoT,, Ss1m, s SgT,, Pys 8nd Ugp

The program then computes on the basis of these adjusted times {ty)
the quantities:

Vp, = Vg (t1) + As Pgp(ty)

X

an»y = A¢ Sgp(ti)

Vp, = Vgp,(t1) + As Sgp (t1) + As (b1 - %)
Sy, = Sgp (t1) + As Ugp(t1)

Sy, = A+ Pgp(ty)

t1 - to)
Sp = Sgp,(t1) + As Pgp(t1) + As (—‘L;‘“Q')-

These are the reference velocities and dista.nces in tangent plane
coordinates. They are placed in vector form (3 components in serial order
X, ¥, z) and eventually printed out along with themfgil seriles upon which
they are defined. In the printout these are denoted as X, Y, 2 distance
functions and VX, VY, VZ velocity functions. In order to make & proper
comparison with the accelerometer indicated guantities, these tangent plane
results must be modified by drift compensations and other coordinate
transformations.

Examination of typical sled run conditions allows us to state that
the platform misorientation from initial conditions hardly ever exceeds
T arc min, and this is reached only by the system which goes inertial at
the time t,, or computation zero time., Thus, we may make small angle
spproximations to the drift experienced during & sled run and celculate
the reference quantities along the slightly misoriented platform axes
vhich were originelly aligned with tengent plane coordinates. Maximum
velocity errors assoclated with this approximation are on the oxrder of
2 parts per million of sensed velocity. If greater accuracies are
required, this transformation will have to be re-accomplished differently,
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Xps Yps Zp =

the platform drift angle as & funation of time
about the tangent plane ith axis.

platform axes which are originally aligned to
the tangent plane coordinates, x, y, z.

Then, by our small angle approximations we get:
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1.0 % { Ay,

-0, 1.0 Ap,
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bATx
8,
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DAQZJ
r T . Y
0 ‘2 -0y Ap,
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thp Vﬁk
V'I'yp
szP sz
Vv, \. 7/
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BV,

where < SVT&
5VT2

\

-

4

SVT
L 2
i 1 )
0 ¢z =4y Ap,
-4z 0 *x J An, > at
L Oy -.x 0 | ATZ
. J

Assuming that each texrm ¢4(t) i1s a linear drift in time (constant drift rate)
over short intervals of time (note that all time values are measured from
computation zero time, t,) we obtein:

Fron

From

to to t1,

o1 (t) = Coa
oy (t) = Cy,
921(t) = Cza
t1 to ta,

0x2(t) = Cxa
¢y2(t) = Cya
$z2(t) = Cz1
tz to ts,

¢xa(t) = Cxs
¢y3(t) = Cya
¢23(t) = Cza

L]

ty + Cxe ¢ (t-%3)
ty + Cya ¢ (t-t1)

t1 + Cz2 « (t-t1)

(t-t2) + Cxy « ty + Cx2 ¢ (ta-t1)
(t-t2) + Cyyr ¢ t1 + Cyz « (ta-t1)
(t~t2) + Cz1 » t1 +Czz + (ta-ty)
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Or in general in the interval from 'EJ.;, to tJ
L5
Qx‘j(t) = Cxjy * (t'tj-l.) * Cxj-1 * ti-a +‘f1:1' (cxi-cxi.u) L]

-2
.yJ(t) a Cyj * (t't,j-l.) + CMJ-I . tJ-J. + g" (Cyincyi.u) L 7]

J=2
:5(t) = Cpy v (butyy) +Coyny » by +?a‘ (C24-Cp140) « g

Note that the following recursion formuls holds between the Jth interval
(from ty.a to t)) and the (J-1)%h interval (from t,_, to ti.,)s The cal-
culation of ’xii‘b) » etc,, may be programmed by this recursion formula:

0x3(t) = Ox(tjaa) + Cxg » (t-ty.a)

y3(t) = 0y(tyn) + Cypy o+ (t-tyaa)

023(t) = ¥3(t3.1) + Czg o (t=tj.1)

Note also that the derivatives over any interval fram ty_, to ty (Jth
interval) are given by:

ﬂp-

-
_.XJ (t)] = ij

-
_’YJ(*')] = Cyy

glp.-

%‘E _‘zj(t)] = Czy

Under the conditions imposed on the drift function by the above essumptions,
let us examine an integration by parts over the time interval t:)-:. to t,

(Where t, 5,1-.3) of the term:
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From the general relation

Ty tn
' udv=usv ]- ‘5 (au) + v
a1 tita Je1
plus the assoclations
[ ¢ ¢ ] i
° 2y "% 0
upm |ty O© %y | sduy= | Oy
*vi %y 0 Cyj
- - L
Ary Ve
dvs dat va /vy
fry 0 &5 Ty
Ar, Vr,
we have the relationship:
tn r -
0 ¢, -by Ap,
-¢ 0 *x ATy
tJ-l oy -ox 0 J - ATZ
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ro, 2 “ty3 Vo, ro €z s | PP k-
-*2 0 *x3 {me = | =Cz 0 Cx) Sry> ]
-4
[ w0 | (W oy L0 By 65
.
o Wt ) | (e
“42(tn) o *ltm) | ( Vayltn)
.y(tn) "’x(tn) 0. v!'z(tn)
e - . «)
"o *2(t3-2) "y(t,j-l)q Vg (tge1)
=¢5(t5.1) 0 x(tgaa) | AV (t50)
| *y(t5e1) “0(ty.2) 0 J Vi, (£3.2)
(o Cz4 -Cy:]- r&l'x(tn) - Smx(ta-x)\
<z O Cxs ésﬂ'y(tn) - o, (65.0) )
Oy =Cx3 o (B, (tn) = 8p,(t5.,) )
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Since < SVTy > for eny time tn, vhere ty., = tn < ¥y, mst be found by

oV,
|2
integrating over successive intervals from to to tn, we have
- - r
v, (tn) 0 ¢2(tn) «0y(tn) vir, (tn)
Bug (b)) = |0a(t) O oultn) | 4 vay(ta)
BV, (tn) 4y (tn) ~0x(ty) 0 Vi, (tn)
L J \
a2 [ 1 (
+ : o (Cz141-Cz1) =(Cy144 =Cy1) sp, (1)
<(Cz41= Ca1) 0 (Cx1+1=Cx1) < STy('bi)
(Cysn- Cy1)  =(Cxa+2-Cxt) 0 o, (*1)
! ] L
"o Czy ~Cy 3 ) s.rx(tn)
- -Czd o] ij ‘ STy(tn)
LCYJ ~CxJ 0 . LSTz(tn)

For any tn in the J'bh int@ﬂ!l, i.e., such that tJ-l = tn < tj-

These represent the velocity correction terms by which tangent plane
velocities are corrected to be velocitles which belong to the platform
coordinate set which drifts with time in the specified (lineer segment)
manner. These components are printed out by the program as DVX, DVY, and
DVZ. The digital program accepts up to ten time segments over which the
linear drifts apply.

Once the velocity has been corrected for drift we may find the

velocity that would be seen along any other coordinate set, nmerely by
a coordinate transformation.
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The reference velocity in fting platform coordinates is computed
by edding the Vp vector &nd DV vedtor togéther and printed out as Vxps Vyp,
end Vzp conponents.

'vTxp(tif ( vTx(ti)\ avTx(ti)\

"l

{Wyp(ti) = { Vny(ta) y + ( Bvp(t1)

szp(ti)' LV-rz(ti) 8V, (t1)
/ o 7/

N

The correction to the reference distance required is computed by
integration of the DV vector with respect to time using the trapezoidal
rule, These results are printed out as DX, DY, and DZ.

Then the reference distance is computed according to:

t % t
r 4 N ' a N
BT, V1 v, Sm, v,
<Slnyp - { va>a1-. + <5Vf15, d.t-é Sty ? + SVny ) dt
8 Vi Bvi oV,
N Tzp L Tz J . | Tz \STz J Tz
o o o

with the results printed ocut as Xp, Yp, and Zp components.

A vector quentity 1s independent of the coordinate system in which it
might be expressed. Consequently, once & vector has been specified in one
coordinate set it 1s simply a matter of a coordinate transformation (linear
operator) to express that vector in another coordinate set » orthogonal or
non-orthogonal, which is fixed with respect %o the first, We have found
the vectors for acceleration, velocity, and distance in the x,, ¥p»s axes,
which were fixed in the platform and aligned to the tangent plane at time
tos computation zero time. These quantilies may be transformed to any other
coordinate set fixed in the platform. This will now be accomplished:

Iet us define: (6] = the general matrix which transforms
vectors expressed in the xp, ¥p, Zp
sxes to vectors expressed in the u,
v, W, exes, where u, v and w may or
mey not be orthogonal,
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Then, if B is any vector &t all, we have

By By,
BV L [9] B}'P
Bu Bap
The digital program takes the veclors
(Vi (t) (5. (t4) )
Ty P Sy, (B1)
ﬁvﬁl‘yp(ti) and  { Smy,(t1) 5
v t t
\sz( 1) \STZP( i),
and converts them to the vectors
Vu 8y
Vv end Sv respectively.
Y . Sy

These are the final reference quantities in the desired coordinate
system. They are printed out as VHATU, VHATV, VHATW, U, V, and W compo-

nents respectively. The detailed break-down of the transformation
metrix is given by

(6] = [[9]1+[9]z_,o[9]a
where Fa; s 73 Qs
[6]y = |ae Qs s
|.Q7l Qg ag

-
A0 QG1a G2

[l = |@1a e g5

18 Q7 (07
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(0)ls = |aaa o2 Q2
Qos Ogs Ggr
vhere @y through g7 are insertablu program constants,

This, 4n essence, completes the Space/Time date handling which can
be considered by itself,
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The difference frequency of an Armma vibrating string accelerameter
represents & very close approximation to the acceleration applied aleng
its input axis imdiﬂed. by & seale factor). The integral of this differ-
ence frequeney (the phase) then represents very accurately the velocity
information we seek, The integral of this, of course, represents distance
information. The baglc problem to be solved, then, was the recovery of
this information from the esccelerometer in such a fashion that it could
be compared accurately with our Space/Pime reference system. In additionm,
before comparison certain known small non-linearities of the VSA were
taken into account and the data modified accoxdingly. The difference
between the VSA indicated quantity and the Space/Time indicated quantity
was then apalyzed for the source of further errors or non-linsarities.

A very simplified view of the V8A shows that it 1s basically a device
wherein two strings (or tapes) are each anchored at one end to a firm
support and at the other end to a mass which is otherwise free to move
short distances along the input axis of the VBA:

VvsA
T |
—string 2—-———string 1 _pinput axis of VSA
FIGURE A-1

The strings are forced to vibrate transversely at (or near) their natural
frequencies under the influence of no imput acceleration., When an accelera-
tion along the input axis occurs (we ignore the cross axis temporarily) the
inertial reaction of the mass in opposing this acceleration increases the
tension in one string and decreases the tension in the other.

If we examine the approximate equation of motion for & freely vibrating

string lying along the X axis and restrained at both ends, under & tension
T with & mass density p, we have (See Hildebrand, Advanced Calculus for

Eongineers, Ch. 5):
%’;{ (T %) + w2 y = 0 where v is the angular frequency of vibration.
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It T is & constant then

P g + W2y m0 or :—3 + Ny =0,

For the various values of A vhich satisfy the above relationship we
obtain the varicus nsatural modes of oscillation.

’M_'
] Ef- ¢ = e,
A T * o w p

Thus we see that the natural frequency of the string is related to the
tension through a square rcot relationship.

Returning to the case of the individual strings of the VBA we note
that ve can approximately relate the frequency of the ith string to its
tension by

f4 = = J'.l'i' vhere < is a constant of proportionality.

Iet us denote as f£,; the natural frequency of the i'h atring under
equilibrium conditions with no accelsration input., Then let T4 be &
positive constant denoting the rate of incresse (or decrease) in temsion
per unit initial tension per unit of input acceleration. Iat "a" bve the
input acceleration along the instrument®s input axis,

Then:

f1 = fo1 V1 + T1a and f2 = foa N1 - Taa

This, of course: Neglects any possible cross axis coupling effects;
assumes no friction on the vibration tapes; ignores the non-linsear
tendency due to stretching of the tapes; ignores non-linear reactions

of a coupling spring employed in the actual instrument; ignores temper-
ture transient effects; and in general greatly simplifies a very complex
Physical situation., However, the exsmination of the simplified equations
as presented above leads us directly to the rationals behind the two
widely employed models ror the operation of the VSA, the sum model, and
the difference model (as we sha)l call them),

We define the sum frequency of the strings to be £, + f2 = Zf and
the difference frequency to be £f1 - f2 = Af,

A-3h



R RSN Y

e q;’ﬂ

il

e

T

e
i

B

g

We note that
(Af) (Z£) = (£1 - 2)(f2 + 22) = (£2° - £2°)
o = (2012 - f£02%) + (fo3® Ty + foz® Ta)a
or vhen inverted, this expression becemes
s = p(ar)(x) -

vhere B = m—p—d———

for= Ti + fo2° T2

foi? - fo2°

and Tt T+ fof s " (fof - fo2®) B

This expression for acceleration in terms of the product of the string
difference frequency and the string sum frequency is known as the "sum
model” at HAFB.

It cannot be expected that this model should apply too closely to the
?hvaica.l operation of the VSA because of the factors which were ignored
some of vhich were noted previously) in its development. Nonetheless,
the model does come close enough to the actual facts to make it a useful
t00l with the V8A, It was part of the purpose of the planned analysis
of the VSA to determine the relative validity of this model and thus
possible areas of application.

We have seen that according to our simplified assumptions
£f1 = f01~/1+1'1a and f2 = fop N1 - T8

Using the binomial expansion of (x + y)n we obtain:

2.2 3.3
T
feto (e R gt

T To2g2 1.'33 --.
o ton (1- - LI it

The values of T; and Tz are very nearly the same, dbut they differ by
the fact that the initial tensions on the two strings are slightly different
and also by the fact that the effective masses acting on each string are
slightly different, Note that the convergence of the binomial expansion
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requires that T2 a2 ve< 1, Thus, we would expect that as higher and higher
sacelarstions vere eneaun'bmd the higher erder nem-limearities would become
increasingly cignificant, vhich can be seen intuitively anyway.

Caloulating the difference freguency, ve get

2 P, 2
Af = £, - £2 = (fo1- foa) +(£n$n.+f&;."£)a -(Eez.gg-_sza‘é:.)a

foaT1® + foara’ a2 - (5 foaTa* 5 foaTa*

Y
T T e._+-....

(Denote the zero offset frequency (for- foz) as (Afo).

Fote that in the above representation of difference frequency, the
coefficients are terms vhich alternately add and subtract two nearly equal
quantities., Thus, the sensitivity of the difference frequency to an input
acceleration is expected to be nearly twice the single string sensitivity.
The squared non-linearity of each string is relatively high, but the
difference between two such non-linearitles is low meking the coefficient
of the squared non-linearity low. The cubic non-linearity of & single
string 1s very lov but the coefficient for the cubic term in acceleraticn
1s the sum of two such non-linearities. PFinally, the fourth order non-
linearity of a single string is low and the difference between two strings
1s lower yet. Cousequently, we may safely ignore all terms sbove the cubie
for input accelerations under twenty g‘s. This 1s seen more clearly if we
recognize that T 18 on the order of 2x10™* and fo1 18 on the ord.er of 10%,
Consequently, the single string fourth order non-linea.rity at 20 g's con-
tributes approximately .1 cps to the single string frequency. The series
for difference frequency is seen to converge rapidly for moderate input
accelerations.

Thus
Af = K, +Ki & + Kz 8% + Ka a°

This is known as the "difference model"™ at HAFB, where we expect the various
K's to be somewhere nearly consistent with the following expressions:

Ko = &fo Ky = (29_171. ;’ foz‘l'a)
Ka = (foa‘l'aa - fO*'rJ.a) Ks = (fol'r,,a + fog'l'aa)
8 % .

The difference model was derived from the same assumptions as the sum model,
but it hes the following advantage: The K's we solve for do not have to
follow the functional square root relationships of the sum model and the
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difference model may be thought of as an arbitrary fit of accelérometer oub-
Mt to & power geries of scceleration (the input). This means that although
many of the physical complications were ignored in 3ariving the diffevsnce
model, this medel may still be capable of f£itting these effects in the physical
situation.

Other relaticnships which are of use may be derived from the same linear
approximations which led to the formulation of the calibration models above,
Some speeific examples (used in Section IIT of the main text of the report)

If under zero g's = (fo1 + foz)

Ie. + I, 2
yg - Mg ~ 8 (foaTs - fozT2)

The next section of this appendix uses the same linear rationale to predict
scale factor and sum frequency correlations.
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(Reference Technical Note of B. W. Parkinson, 6 July 1962, Internal

Document, HAFB, MDSGA)

A very heuristic approach to the problem of predicting the VSA scale factor
for various temperatures leads us directly to the result that we may be able to
use the VSA itself as our thermemeber, i.e., the scale factor and sum frequency
variation appear to be intimately related.

In the previous section, we used the approximate formulae:
£y, = for V1 + T8
fa2 = fog “Jl - T2l

Iet us assume that the tension of both strings is affected exactly the
seme by & change in the VSA thermal equilibrium temperature (no gradient
changes of note considered). Iet us further assume that this change is &
linear variation of tension with temperature. Thus we may &assume

31 -fo1‘jl+‘l';a+k'1'
f2 = foz V1l - Tz8 + kT

where T = the change from normal (zero or initial condition)
operating temperature

and, k = a proportionality constant

Since the effect of temperature will be very smell relative to the
initial conditions, we may expand and truncate these expressions to give:

- %, 1 kor 1 (kT)2s 11_)4“3: Foe
f1 = fou(l + Ma)= + 5 m " 8 (14m0) I (14738)

or
! 8y 1 km2 . 3na
£y = £o3(1 + 'r;a,)ig' + -é-kﬂ.‘fo;(l - 2°) - g (k7)® faa(1 - 52
3
. kT)"fo1

T (l"%‘rla)"'oto
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Sinilarly

fa ™ fop (1 - faa)* + %kﬁoe (1 +1'g?‘-)

- § (1) foa (1+1§a)+§5m-§&’5(1+§raa)+. .

Calculating the sum frequency and rearranging the results yields:

I

[fo:.-l'foz] [1 +3 kD - 5 (k1)° + = (kT)a]

2 -
- %7 [‘&2 Por + T2® foa_!

i,

o s - o o]

s
+ %["‘13 for - ‘l'n.a foz] +a v

Similarly for the difference frequency

R

[fo:, - foa] [1 + %- KT - % (k1)2 + 2o (km)"]

2
- -g— [T:.‘e' for = T2% foa]

o) £

[fol-"l + foz"'z] [1 - El- kT +% (xT)2 - Tg' (k'r)‘*J

aa

+ Eg[ﬁa for - T2° foa]+. .o
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Examination of the difference frequency under the influence of temperature
shows that the scale facter may bHe appreximately giver by:

o o Uancsodsl [} L o3 oo . o]

Taking the partial derivative of scale factor relative to temperature
variation, we find

gg{ - [fox'f:. + :foa‘l'a] [_ !2‘. + % k27 . %g, kawz]

Similg.rly (ignoring dymemically coupled acceleration effects by setting
aml

%%f? ~[fo;_ +roa] [-‘25-%1:""1' +-J%RST?]

Thus if we set our initial (no temperature variation) scale factor and sum
frequencies up as

forTy + foaT2
SF = e — =
° 2

Ify = for + fo2

and then find the ratio of scale factor variation to sum frequency
variation we f£ind:

g%g e [-éa-%k%-%%k%a]
T - e der]

By long division we obtain the truncated series

S8F SF 7
F - -E?g[l-kT+kaTa-§ksTs]
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This equation is sopewhat experimentally verified and it appears
spplicable to improve the estimation of scale factor at missile launch.
For example, sum froguency could be evaluated for the 100 seconds before
launch. This would yleld a current evaluatior of scale factor. With this,
and knovledge of sccelsrometer position relative to the local vertical, an
evaluation of blas can be performed. The missile shot would be made with
current values of both bias and scale factor calculated according to this
scheme. For the actual results of this epproach, see the scale factor
results in the main text of the report (Section IIX),.
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A-9 ¥SA DATA HANDLING

The P£irst in a chain of IMU deta handling operations is the proper digit-
izetion of the VSA outputs. The goal is to recover properly the accumulated
phase of the string difference frequency and to im erpret this phase in terms
of its velocity indication.

We could have observed the difference frequency directly &s an analog
signal, digitized this, and then integrated to get phase information. This
procedure is fraught with problems of accuracy, however, because the frequency
cannot be determined with sufficient accuracy to allow the integrated
quaentity to be assumed to be correct.

We could have operated es the Arma Airbornme Computer was designed to
operate and accepted pulses at the times one full (or one-half) cycle of
phase (and thus a given constant velocity increment) was accumilated. This
would have put the VSA data in a format very similar to thet found for the
Minutemen and/or Titan systems sled tests, i,e., the constant velocity
increments would have been received at & series of unequal time samples.

Because of the difficulty of applying constant frequency respouse Filters
to uneven time -sampled data,the above approach was asbandoned in favor of a
scheme which yields velocity samples on the basis of equal time Increments
of ty second. The basic approach was to calculate frequency in such & manner
that when all the frequency computations were sdded up, they gave the correct
phase information rather than allowing errors to accumulate,

The very first step in the VSA data reduction was to take the individusl
string frequencies (or heterodyned string frequencies) which were transmitted
and recorded (versus & 100 KC clock) during the sled run and digitize them.
The digitization consisted of timing (relative to 100 KC clock multiplied up
to 1 megacycle) the occurrence of each positive going zero crossing of the
string frequency and putting this time value on tape in digitel form. A
1/2 second timing grid was included in the raw data and 1ts effects had to
be edited out by the digital program upon digitization. The purpose of the
timing grid was to check on and insure very low digitizer drifts (less than
20 useconds for the whole sled run),

The next step in the data reduction was tc compute the average string
frequency from the digitized string information over a short interval of
time which defined a sampling rate fg.

g = %%- , where ty 1s a constant time interval called"window time."

The velue of ty may be varied by changing a parameter in the counting pro-
grem, but it was normelly set at .004 seconds so that fg = 250 cps.
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This sampling rate was sufficient to define most of the important dynemics
which occurred on the Arme platform due to the soft shock-mounting system

employed.

In the bYasic string frequency computing program, the computer applies the
vindow time (ty) to the string signal, finds the integral number of positive
going zero crossings within the nth intervel (2), and finds 1Ty (lag time,
nth interval) and OTy (over time, nth interval). 0Ty is equal to the time from
the last positive going zero crossing within the interval to the end of the
interval, and LT, is equal to the time from the beginning of the intervel to
the first pasitive going zero crossing.

From this information, we can calculete a frequency such thav when it is
accumulated into counts (zero crossings) it will only be in error due to
initial and end conditions plus the round-off errors introduced by celculation,
vhich should be insignificant. A glance at later data processing requirements
shows that eventually we will need acceleration (frequency) informstion for
the determination of such things as coordinate functions for e least squares
analysis, ete, Thus, we proceed to calculate this frequency and integrate the
results to get phase information. Actually, it was determined (after the pro-
gram was in operation) that there was a better way to proceed and thus avoid
a systematic round-off error which amounted to .003 ft/sec in velocity or 1
part in 500,000 of maximum sled velocity. Although this error is insignificant,
the laternative method will be described later in this section.

The string frequency which was aectually computed was a heterodyned string
frequency, so we will use a prime (') symbol on it. It was also an average
frequency over the window time, so we will place a bar over it.

For the first interval:

oT: (£T2)(Z2 - 1)
T - (22-1) + (O'.I‘L;_ +102) " (fw - 0Ty - Iy
1 tw

For the second interval:

Za + _ﬂéLy - OT
- - (OT2 + LTs OTL + LT2
tw

For the third interval:
78 + (0T3) ___(oTa)
L (OTa + LT4) (OT2 + ITa)
3 tw

o t ® & © € & g v & v 6 > e o o e ¢ & 0
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For the n'! interval:

(0T) (0.1 )
7y o 2 TORa Uy " ORy + 1)
T

As can be seen, the total number of counts (zero crossings) can be
found as tw times the sum of the above average frequencies. Note that
successive intervels cancel out errors in OT or 1T determination and thus
make the sum accurate up to initial and end point conditions, It is not
difficult to show that round-off errors introduced by the above calculations
are not excessive. In addition, the actual program has a built-in round-
off check capability which really amounts to the alternative method of
computation previously mentloned.

The error which is desirable to keep negligible is the accumulated
pulse error since this accumiletion represents velocity information., For
this reason, it is very desirable to accomplish all frequency calculations
on the basis of & rounding operation rather than a dropping operation.

This should insure that any error thus introduced will belong to a zero

mean random process and not have dilstinct blasing effects. However, even
for such & process it should be noticed that the accumulation error of a
zero mean random process may certainly have character which we would call
biesing were we to plot as & function of time the accumuleted error function.
For & discussion of this situation see Feller, An Introduction to Probability
Theory end Its Applications, Vol. I, Ch. III.3. The saving grace in such

e situation is that although the sccumulated error may look like a bias

term 1t never gets to large magnitudes in & limited number of steps for e
zero mean random process where each incremental error is itself very small.
0Of course, the situation we face i1s not identical to the random walk dis-
cussed by Feller because the calculations of frequency are mede in such a
way that the individual round-offs are not entirely independent.

Faced with this situation, one could spend an enormous amount of time
and effort derivimg the specific statistics of the accumlated velocity error
due to round-off operations in the various steps of calculation., This
effort would hardly be worthwhile when a simple empirical check can insure
us that in any given set of date this error does not become significant.
This check takes the form of & comparison of the computed accumulated count
derived fram frequency calculations with the actusl accumulated count avail-
able as part of the information processed from the Arma A borne Cuomputer.
We will state here the velocity according to the difference model partially
in terms of the accumulated counts so that it will be available for later
comparison with the accumulated difference frequency. This velocity expres-
sion is easily derived, but it will only be stated here.
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n-k 5
(D) Vy(t) = @)Wytx) + ). (t4) + () Epn

n=rdy

where Ky, 15 the aversge acceleration seen by the jih VSA over the ntB interval
accordifig to the "difference” freguency model (D).

or
nwk nwk

(D) Vy(tk) = (D)Vy(tr) + K—i-{ nz;lmjn - n;umeﬁn -ty Ko (k-r)}

Py p (BT,

n=r+l

This equation states that the Velocity (V) indicated by the JUB VSA at time
ty according to the difference frequency model (D) is equal to & prior indi-
cated velocity at time ty plus the scale factor modified

(i%) sum of the difference count less the bias offset from t, to ty, plus
non-linearity terms. By setting K2 = Ks = 0 in this expression we arrive
at the desired checking equation for round-off errors.

n=k nak

(D) Vy(tk) = (D) Vy(tr) + l—&-{ n_z‘;lmsn - nLINajn - tv Ko (k-r)}

The above equations represent the way we could have and should have
calculated our velocity function in order to avoid the .003 ft/sec error
due to accumulated round-off operations. This was not accomplished, however,
and should be programmed for any future VSA computations. One reason this
wvas not accomplished is that a simplified approximation to the round-off
errors involved assured us that the errors would be less than .006 ft/sec.
At the time this computation was performed, errors of this size were considered
negligivle relative to the velocity reference uncertainties involved,

In order to properly compare the outputs of the VSA with the Space/Time
system, we must first correct the VBA outputs for known non-linearities, In
order to do this, acceleration is calculated from the digitized frequencies
of the preceding section. This acceleration represents an aversge accelera-
tion over a vinmow time so that its time weighted sum should represent a
correct measure of velocity. In addition, this information is utilized to
form various envirommental coordinste functions for subsequent least squares

analysis.
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The acceleration calculations may be expscted to contain a slight smount
of jitter. In order to suppress as much of this jitter as possible, an
optional digital filtering is ineluded in the program which calculates accelera-
tion, This prograxming will nov be presented,

let us define:

N} jn = the number of counts (positive going zero crossings plus
fractions) of the ith ﬁ or 2) heterodyned (prime) string
frequency on the Jth (x, y, or z) VSA over the nth time
interval (each time interval is of width ty) from the
steart of the program, to.

T = t%ﬁ average heterodyned frequency of the ith gtring on the

JU0 ysA over the n'! time interval as calculated from the
equations given previously,

We mu%t calculate the averags difference frequemcy of the Jth ysa
over the nth time interval as:

== -1 !
Algn = Tign - Toun

We also find the average heterodyned sum count over the g+l intervals
(q an even integer) in the form:

k=n+-§
- 1 ' 3
N;.Jn Sn—— Ni k for n >
g+l } sq 1 2
kun-%

and
k=q+1
= " E ' d
l‘i..jn q# £ Nijk for n""g'

where k is the index of sumation; n is an index representing the nth
interval of width %y, from program initlation, tgy; and q is a program
perameter = 0, 2, 4 ... any positive even integer.

Now, an individual count determination for ore interval may be pre-
suned to have a uniformly distributed and rounded random error component.
Since the counting process is accomplished in such a way that (except for
round-off) the errors committed st the end of one interval are balanced
by those committed at the beginning of the next intervel, we may logically

A-l6



[REUPIE SR S s T

agsume that the sum count over (q+#1) intervals will heve a triangularly
distributed error cocmponent, Our interest here was to choose a value of

q large enough to make the influence of Jitter in sum frequency determina-
tion less than .l oycles per second if possible and yet maintain a level of
dynsmic response (small enough q) in the calculations to allow transient
information on rapld changes in sum frequency to get through. A choice of
q = 16 was taken to allow & fairly good transient response (bandwidth to

3 db pt. of~~ 2.6 cps) and at the same time to allow the error in the
average count information to be fairly reasonable, For reasons of flexibility
the value of q wes left as a parameter which may be easily changed in the
progranm. :

Difference Frequency ;gi_del Calculations
let: |

A

(D) K'Jn = t%e average a‘:égeleration indicated by the j'B vSA over the
n'? time interval of width ty from the start of the program,
to, according to the difference frequency model, (D).

Then the difference frequency model states:
— — - 2 o=
Ayn = Ko *+ Ky Ayn + Kz Ay + X Kyp°

vhich we can invert to find:

- &, - Ko 'A—fn-Ko-a E - K. ls
‘”’Aan’[—-"""rj'ﬁ‘f[*irj %[“mﬁ'&]

where K,, K1, K2, and Ks are arbitrary signed consteants determined prior to
the run and imserted as program pearameters except for limitation Ky # O.

Since the quadratic and cubic terms are very small, we may assume that
almost all of the error in (D) Ajn comes from the first term in the above
eéxpression, We have no way of knowing how large the systematic error in (D)
KJn may get. In fact, the determination of this factor is one of the major
goals of track testing, The random eyxror in (D) Ajn may be expected to have
& standard deviation around .6 fit/sec®. This random component (as noted
previously) should not be cumulative in its efPects.

Sum Frequency Model Computations
let:
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(8) I.jn = the average acceleration indicated by the Jth V8A over the

th time inte £ width ty, from the s of the progrem
20 , accorﬁngr%gltge sum frgauency model, zs). g

Then the sum frequency model states:

. —n— 1} !
- &y (Nyjn + Nzjp) —
(s) AJn - 5[ Ty A_‘fJn (?JO(IJn) + ?Jo(gdn)) -7
vhere B and T are arbitrary signed constents determined from system

calibration data and inserted as progrem parameters and where
(“o(xjn) + f‘O(aJn)) is the average sum of the local oscillator fre-

quecies vwhich are heterodyned with strings one and two of the Jth VBA.
The velue of (fzo(,. m) * ﬂo(z.jn))was determined by counting the output

of the hot run local oscillator and comparing this with prerun determined
values. The two were found to be nearly identical and constant, so the
prerun determined values were utilized in lieu of counting the hot run
local oscillator data.

The acceleration derived from the sum model may be expected to contain
slightly more jitter than that derived from the difference model. However,
this difference should be slight and non-cumulative in its effects.

Filter Design for Acceleration Information

Introdution

It appeared desirable to look into the possibility of designing
a dlgitel filter to operate upon the acceleration informetion derived sbove
to eliminate as much as possible of the undesirable jitter and noise while
retrieving most of the signel information. The design was not optimized
in any sense according to minimum mean squared errors or integrel errors,
ete. Instead, & logical choice of cut-off frequency was made and the re-
sults analyzed to see if the filter resulted in & significantly improved
situation., The filter design described below is essentially that of a type
described by J. Ormsby in an STL publication, "Design of Numerical Filters
w;gh Applications to Missile Date Processing," STL/TR60=0000-09123, March
1960.

Filter Theory - Iinear

let us asaime that the data to be filtered contains noise and
signal spectrum which ere, to a large extent, non-overlapping. We want
to design e digital filter to serve as a mid-point estimation device which
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separates the signal from the noise. We will presume the signal to be of a
low frequency nature so that we desire a low pass filter which has a fre-
quency function as shown below:

A(w) 1.0

Wi “Wo o Ve wip

The pass bend is from o to w, and the phase response within the
pess band is perfect, l.e., no phase shift between input ani output. The
rejection band is from wp to e,

We denote:
Ve = cut-off frequency
wp = filter roll-off termination frequency

The spectrum noted above may be described mathematically as:

\
r © |w|>wT
1.0 [v] < we
WHW,
H(V) -< (VF‘TE) - WTEV L-Wc ?
We
- (FT':;%) Vo = W £V
. J

The equivalent time weighting set may be found from:
e Jut
a & Hw) e
h(t) i x _£ (w) aw
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h(t) = ﬁw-wi e (,‘.1',_17.3) av
Wi b !
W - W
v dg e () (o)
2%

Ve

wt

+ = f o’ (1.0) dw
-wc

This when evaluated becomes:

co8 Wo t - cos WT'h
f (wpewe) 8

h(t)

For a particular sempling rate £, (cycles/sec) we have a time
interval between data points - = &b, For the case at hand &t = ty.
8 - - -

In digital filtering of equally spaced data we must approximate
a convolution integral of the form:

y(8) = [ n(en) () a7,

where h(t) is the system's unit impulse response, x(t) is the system's
input and y(t) is the system's output, by an approximation of the form:
w0
y(t) = Z h(t-nat) x(nat) at.

N =0

We must, of course, limit ourselves to & finite muber of data
points and in the practical case our approximation using (2N+1) points
becomes :

n=+N

y(6) = Y n(t-nat) x(nst) At

na-N
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We will not enter into an error analysis of the approximation so
expressed since this is adequately covered in Ormsby's publication noted
above, What needs to be done, however, is to choose a proper set of cub-
off and termination frequencies and a proper number of data points, and to
adjust the convolution integral approximatior. above for the fact that the
' acceleration data for time tp actually applies as an estimate of the

acceleration at (tn - ﬁg). In addition, the resulting set of veighting

coefficients must be normelized (their sun set equal to one) so that the
truncation of the sbove series will not yield a bias in the determination
of acceleration.

Characteristics of Sigmal and Noise to be Filtered

The acceleration signal which we were trying to retrieve was the
acceleration seen by the inertial platform. Recognizing the ‘fact that our
sempling rate was only 250 cps, we note that we could not hope to recover
meaningful information (due to aliasing or foldover effects) in a fre-
quency range exceeding 125 cps (the nyquist frequency). The inertial
system is mounted in & very soft shock-mount system with resonant freguencies
from eight to fourteen cycles per second. Thus, whatever the acceleration
is (vhich acts as an input to the platform) it will be attenuated by as much
as one logarithmic unit (10 db power ratio or 20 db amplitude ratioc) by the
time the frequency reaches twenty-five cycles per second. Conseguently, we
do not expect very much signael content beyond 25 cps.
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The jitter or noilse, on the other hand, may be expected to have
relatively wide band characteristics. Consider the acceleration noise due
to jitter. The fact that we are not sampling randomly but at a discrete
rate of 250 samples per second will cause a dependency of the error in one
interval in the overtime count with that of ancther interval. This depend-
ency is the only immediately apparent factor which keeps us from declaring
the error in acceleration to be a zero mean stationary and ergodic random

) process with a pseudo white noise (broad band) character. Due to this
dependency there will be undesirable harmonic components of the noise in
the low frequency region of interest., In effect, this dependency is the
seme as the aliasing phenomenon or foldover effect due to any set sampling
rate. Thus, there is no way that we can eliminate all of the jitter in the
low frequency band., What we can do is to limit ocurselves strietly to the
signal spectrum of interest and reject all higher frequencies, If we
assune the signal spectrum of interest to be from O to 20 eps, which is
twice the natural frequency of the x axis shock-mounting, the design of
the filter follows as shown below.

Design of Fourteen Point Acceleration Filter - Choosing
fo = 20 c¢ps, fp = 30 cps, f5 = 100 cps
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Entering Ormsby's paper, p. 10, we estimate that for N= 14 points
the error will be less than 1,5% in the region 0 to 19 cps and above 31 cps.
Specifying that the lorer frequencies must be passed to within .05% (1 part in
2,000) gives us the estimate that from O to 3 cps are so hamdled, This is
considered to be sufficient accuracy to meet the present needs since the
filter accuracy is the best at lower frequencies vhere accuracy is needed.

We now calculete the weights hn = h(t,) as:

ve = (2x) (20) .. .01 wo equivalent to 72 degrees

and .005 wy equivelent to 36 degrees
wp = (2x) (30) .°« .01 wp equivalent to 108 degrees

005 wp equivalent to 54 degrees

n |welbty | wpit, | cos wcA_tn cos "I‘df"'n cos wcA_bn-cos w1-¢~bn
0,+1 36° 54° [+ .809 016 99 + 587 7185 25 +.221 231 Th
-1,+42 | 108° 162° |- .309 016 99 - .951 056 52 + 642 039 53
-2,+43 | 180° 270° |{-1.000 000 00 .000 000 00 -1.000 000 00
3,4 | 252° 18° |- .309 016 99 + .951 056 52 1,260 073 51
-hy45 | 324° 126° |+ .809 016 99 - 587 785 25 +1,396 802 2k
5,46 36° 234° |+ .809 016 99 - «587 785 25 +1.396 802 24
-6,+7 | 108° 342° (- .309 016 99 +.951 056 52 1,260 073 51

A(wp - W) = M(2030 - 27 20) = 22

= 197, 392088
;(;%-@ = .005 066 05918
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a hy (raw) hy (bias corrected)
0,4+ + 44,830 923 493 + .45 697 61
«1,42 + k. 456 045 5TT7 + ,143 T18 32
=2,+3 - 8.105 694 688 - +080 584 75
3,4 - 5.211 107 692 - .051 807 50
b, 45 + 3.49L 460 6uT + .034 Th1 03
-5,+6 + 2,339 267 0u5 + .023 256 39
-6,+7 - 1.510 912 893 - ,015 021 11

In, = + 100.585 962 98 Zn, = 1,000 000 00

i, = .009 9kl Th5 05 ."« No D.C. Bias

We instrument the eguation:

ni«&-\'r
Ay(p) = >J by Aj(pm)

=ng

where A (p) reg;esents the best estimate of the acceleration at the end of the
pbh interval a£ an& represents the average acceleration calculated over the

(p+n)*h ynterv. hy make up the set of linear weights calculated above.

Various definitions of bandwidth of interest will leed to various
different filters. As a result, the filter weights were left as input para-
meters to the program which calculated acceleration, In actual practice,
the results with and without fairly heavy acceleration filtering were found
to be indistinguisheble in the results on the rest of the programs and/or
coefficient evaluations. At one time, a straight averaging over 14 pts was
used.

At this point, it seems advisable to present & flow diagram of the
digital computer programs used for the Phase III Arma analysis, Figures A2a
through A2f will clerify the data handling already discussed and set the
stage for future discussion.
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VECTOR COMPARISON FIGURE A-2c¢
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ABBREVIATIONS AND SYMBOLS
FOR_FIGURE A2

Alternate
Acceleration, smoothed
Breek

Calibration

Average acceleration over window width acc. to diff. model

Difference

Difference function

Aversge heterodyned diff. frequency of string one and string

two over window width

Delta V bar

Average heterodyned frequency over window width
Function

Filtered

Vector function of time in U,V,W coordinates
Ceneral input converter

High speed

Inertial measuring unit

local oscillator

Listing

lag time

Total number of counts of the heterodyned string

Normalized
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Overtime

Distance

Aversge acceleration over window width acc. to sum model
Sum and 4ifference

Distence, difference model

Distance, sum model

Space/Time

Station (track)

String

Average heterodyned sum frequency of string ome and two over
window width

Filtered aversge heterocdyned sum frequency of string one end two
Sigma, standard deviation
Corraected time

Interpolation time

Raw time

Smoothed time

Window time

IMU coordinates

Velocity

Vector

Velocity, difference model
Velocity, sun model

Velocity, smoothed (Space/Time)
Vibrating string acceleronmeter
Tengent plane coordinates

Integral mumber of positive going zero crossings
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A-10 DATA FIOW DISCUSSION

Figure A-2a shows the digital program structure of the Space/Time date
hendling previously discussed, The Space/Time Velocity Vector program (46)
camputes ths best estimate of the vector distance which would be indicated
by an ideal IMU and this information out as a time series defined on
Space/Time times, As edy described, progrem #6 takes into account any
known platform drift, etey It also puts out a velocity vector based upon a
sever point cubic fit vhich may be used if desired. This velocity measure
vas not seriously used in the Arma analysis effort,

Figure A=2b shows the progrsm structure for the string frequency
computation, the string editing, snd the sum and difference model camputa-
tions. Except for the editing, these operations have alresdy been discussed.
The digital filter on acceleration vwhich has been described is used on
option in yrogram #64 (Coordinate Function Gemerator, Figure A-24) and not
#83. At the output of program $83, we have a measure of VEA indicated
acceleration vhich may be used in various ways. Before describing this
use, we will outline the editing accomplished in program #88 (Figure A-2b).

The VSA strings are counted separately in the (GIC and merged on the
input to the autcmatic editing program #88. The auto-edit progrem takes in
six input parsmeters My through Ms and performs checks sgainet the individual
string frequencies, over times, lag times, and various combinstions of the
two string information trains. Parameter Ms is used to pre-test future date
which is approaching the editing anld keeps very bal data points out of the
frequency prediction function.

Consider the nth point to be under observetion for editing. The program
computes a best estimate Fan (predicted frequency of string 1 in the nb frame)

from filtering of 15 points symmetrically eround the nth point. Very vad data
is prevented from entering the prediction filtering by a check on Ms prior to
bringing in new data. This check may be shown schematically as:

| ¥o
fi(nse) -  Fgo| >Me [~ vAccept Ty(nse)

4
Replace fJ(n-lB) by Pan in the filter storage only and proceed to test
(n+1)*R pointe.
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Using the best estimate of frequency, the progrem computes a maximum
possible period as:

1

Pip MBX = m vhere K is a program stored paremeter.

The actual checks accomplished in the auto-edit can then best be
described by a flow disgram. This 1s done in Figures A-3a through A-3c.

At this point in the date processing, we have & reference distance
vector defined at Space/Time times and an indicated acceleration vector
(from the IMU) defined et VSA times. It is the job of the Armae integration
vrogram (#35) (Figure A-2c) to integrate the VSA output to the distance
level and then interpolate the resulting time series to S/T times. The
first integration (from acceleration to velocity) takes the form of a pure
sumation teking advantege of the built-in error cancelling effects already
described. The next integration step is accomplished using a Simpson's
rule integration. It is fairly easy to show that the truncation error
associated with thisstep of integration is negligible. The interpolation
to Space/Time times tokes the form of a limear (straight line) interpolation
between two VSA data points. This (or any other) interpolstion scheme
brings up the guestion of whether or not there could be significent vibra-
tion components over one-half of the sampling rate which leed to significant
aliasing (foldover) errors. The answer in this case is no. The sampling
rate on the VSA informatlon is normally 250 semples/second, and the resultant
velocity aliasing (over a bandwidth of D.C. to 3 cps) is less than .00k
ft/sec. The corresponding distance aliasing is reduced even further by the
integration from velocity to distance., To ¢btain this estimate one observes
the VSA acceleration power spectral density and tremsforms this to the
spectrum on the velocity and distance domains. The area under the curve
13 cycles sbout the sampling frequency gives the estimate involved.

The output of the Arma integration program (#85) (Figure A-2c) is the
VSA indicated distance defined ai S/T times for a single VSA., The outputs
for the three VSA's are merged (using program #T4) to form a system indicated
dictance vector, This vector is then compared with the S/T reference distance
vector using the vector comparison program (#65).
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Although the present programming on this vector comparison and the
computations leading to it are adequate for most purposes, they should be
modified to reach the ultimate capabllities of the track as a reference
system. Presently, 8 decimal place floating point arithmetic 1s being
emplcyed in the operations leading to the AS comperison. When Bny or
By/m exceeds 10,000, there are ouly three significant places left behind

decimal point, This implies that we can only know the reference or
indicated distance to the nearest ,001 £t. Various schemes may be employed
to remove this shortcoming, but it definitely should be removed.

The distence comparison (Z’s)then goes to the average derivative pro-
gram (#66) which transforms it into a comparison of average velocities.
The operation of program #86 is essentially to find the average derivative
of the quantity it tekes as an input with the averaging time (T) inserted
83 & program parameter, In essence it operates on the 2 such that:

A8(t2) = A8(ty) . A_v(tl + tg)
- 2

T b2 -

tz2-t 27

The program starts at one interrupter time ti, waits a time T and picks up
the next interrupter time as ta. That is, tz - t1 Z 7. An optien included
in the program mekes possible a series comparison wherein each old tx becomes
the new %1 for the next comparison intervel; or e sliding comparison wherein
the very next interrupter time after the 0ld t; becomes the new ty for the
next comparison. The choice of this optional feature may be exercised by the
user.

The comparison of sverage velocities is then reedy to be sutmitted to
a regression enalysis against our error model (sum or difference model for
the VSA + other effects not due to the VSA). Before this regression analysis
can be accomplished, however, the proper envirommental coordinate functions
must be generated end gathered together as inputs tc the extended precision
least squares compile and solve program (#l??fu(l“igure A-24). The operation
of program #177 is such that it solves (in a least squares sense for the BK 3
coefficients) an equation of the form:
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vhere OV = the average velecity errer for the 1D observation

N interval

8; = the exror cosfficient related to the Jh envirormental
coordinate funotion

gy = the Jth environmental coordinate function cbserved for
the 1th fntexval

Yor the purposes of the Arms VSA analysis, the following environmental
coordinate functions are regquired:

T = average time, h—g—tﬁ

ta
V/ = aversge velocity in the interval ty to ta

ta
t2
[A%at / = aversge integral of squared acceleration in the
t1 intervel t1 to t2
x7-3
fAsa.t / = average integral of cubed acceleration in the interval
t1 t1 to ta
ta _
¥ = average scceleration in the interval ¢y to ta
t

X = average derivative of acceleration (Jjerk) in the
interval t; to ta

The purpose of the coordinate fugotion generator (progrem #84) is
to provide the quantities [fA®at, [/A"at, and filtered or unfiltered A,
The distance function comes from the 8/T velocity vector prograa (§61),
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and the veloeity functien comes from the Arma integration progrem (#85).
These are merged and put through the average derivative program to ebtain
the coordinate functions required as shown below:

1
S
Ss/r —7—-- e e |
Aversge
Vysa --—'IT~* il sastent 2V Y
Derivative
ffA'ﬂtVSA —_— o — — — — e fAzd.t
Program
[/A%atygy —— —— - — ——— — — —|—— A%t
#
VS - S B

These coordinate functions are then merged with the AV and taken to
the compile and solve program (#177) for the leest squares regression
anslysis (Figure A-2d).

Program 49 functions to generate the best estimate of the residuals
from the least squares fit and a best estimate of the fit itself. These
quantities may be plotted if desired.

The above discussion presumes that the AV as generated is a true
indication of VHA effects plus other effects which are describable in terms
of & coopdinate function of our error model. This is not always the case
and the AV mist sometimes be adjusted by some arbitrary amount to teke out
& known error in its messurement, This is the function of programs #12
and #13. An analog tepe conteining the time history of itbe correction to
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be applied is fed to program $12, There it is digitized and placed on tﬁpe
in digital format. Program #13 spplies the correction quantity to the

with the proper sign snd magnitude and with fime correlation. Fer the Arme
analysis, this correction locp was used extensively to correet for a
geometrically induced rectification error known at HAFB as coherent oscilla-
tion. (See Appendix A-12 for a more complete Gescription of this error source
and treatment,

Figure A-2e¢ shows the digital progrsm structure for the pre- and post-
run evaluations, Thegse evaluations are made within a few seconds of the
actual sled run, and establish a majority of the initial and end comditions
related to the sled run, The information used for these evaluations comes
directly from the VSA's under test, The individual string frequencies are
digitized (GIC) and a frequency computed (#14) for a period of spproximately
100 seconds prior to first motion and 100 seconds after last motion. The
pre- and post-run averaging program (#166) edits and averages this frequency
information to give the aversge string frequencies (and their rates of change)
during the pre- and post-run periods. Then program #1689 (pre-run bias
determination) takes the average string frequencies during pre-run and
calculates the best estimate of VBA bias (Ko), Just prior to first motionm.
Progran #1689 requires the known initial platform orientation information as
an input. Program #162 (post-run drift evaluation) takes the average string
frequencies and their rates of change during the post-run period and computes
the best eatimate of platform orientation and drift rete during the post-run.
This information may be used to generate an average drift rate of the plat-
form during the sled run. Only roll and pitch drift rates can be detarmined
in this mapner, Azimuth drift rate must be determined from other information
such as the Y velocity (cross track) comperison.

Figure A-2f shows the digital program structure for the laboratory
scalings of the IMU plus miscellaneous programs assoclated with the overall
evaluation. The laboratory scaling programs are described in detail in the
next section,
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A1l JABORATORY SCALING PROGRAMS

Y8 \] ibration Positlo

In order to measure the VSA scale factors and bias (zero offset)
values as well as to determine the actual orientetions of the input axes of
the instruments as mounted on the MU, a laboratory aligmment and calibra-
tion routine was estsblished as outlined below. In addition, the information
gathered during this leboratory test provided s way of measwring approximate
values of the VSA non-linsarities which agreed remarksbly well with the
values provided by the ~entrifuge testing accomplished at the Arma plant.

The reference coordinate system for the IMU ias established by &
cube fastened to the platform with the X axis, Y axis, and Z axis being
perpendiculer to visible feces of this cube. The coordinate system 1s right-
handed and taken to be orthogonal. Actual deviation of the cube faces from
orthogonality is less than two arc seconds (as specified by the platform

department optical group of the Arma plent). As a result, the non-orthogonality

of the cube faces may be ignored. During the laboratory test sequence, the
platform is aligned in six different positions such that the positive and
negative axes for X, Y, and Z are essentially straight up. The accurscy of
vositioning is determined by optically monitoring the cube faces using two
pre-leveled (level reference = Davidson pendulous mirror #2 arc sec) Wild T3

antocollimators whose opticel axes are 90° apart in the level plane,

The orlentations used for the alignment check and celibration sre
nunbered from one through six. They may be listed as:

1. Position one: Z vertically up, X south, and Y east,
Z

h

EAST
Y

» X SOUTH

2. Position two: Z vertically down, X south, and Y west.

» X SOUTH

WEST
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3. Position three: Y vertically up, X north, avd 2 east,

Y

4

NORTH  X¢—

4. Position four: Y vertically down, X south, and Z east,

Z EAST

»X SOUTH

Y
5. Position five: X vertically down, Y north, and Z east.

Z EAST
> |

NORTH Y

-
.
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6, Positionm six: X vertically up, ¥ south, and Z emst.
X
4

Z EAST

—p ¥ SOUTH

It should be pointed out that the north-south reference line 1s
not exactly north and south in its direction, but this fact does not play any
significant role until gyro drift measuremeats are considered, Therefore,
this factor 1s ignored here,

By definition (at HAFB) we have stated that for the vibrating
string accelerometer fi = the frequency of the string which undergoes increased
tension when a positive accelerstion is applied along the instrument®s input
axis. Thus, fi1x is the string of the X asccelerometer which would be furthest
downtrack during the sled run. As a consequence of this definition, fz = the
frequency of the string which undergoes decreased tension when a positive
acceleration is applied aiong the imstrument's input axis. One of the first
tesks to be accomplished in IMU laboratory tesing is the tagging of the fyand
fa2 strings for the X, Y, snd Z accelerometers. This is easily accomplished
by noting that if a given axis is pointed nearly straight up, the string with
the higher frequency will be string #l. As a further consequence of this
definition, we find that for track itesting the signs of the zero offset (bias
or Ky) term (f1-f2) may differ from the signs provided by the manufacturer
vho based his definitions upon another set of criteria. The analyticel models
of accelerometer performance presented in section A-7 show that the changes in
sign of the quadratic (Kz) nonlinearity will usually follow & change in sign
associsted with the bias (K,) valus apd as such may also differ from the sign
supplied by the manufacturaer.

As previously stated, the platform is placed in positions one
through six (though not uecessarily in that order) through optical monitor-
ing of the faces of the cubs which is attached to the pletform. The cube
faces are used to define the nearly orthogonal platform reference axes Xy,
¥, and Z,s We consider each of the vibrating string accelerometers to have
:l.ga input axis slightly misaligned with respect to the reference platform
axes, The nmisalignments may be 23 large as one degree without materially
affecting the results of the programs which follow.

et Mi be defined as the misalignment angle of the 1% vsA (X, ¥,
or Z) sbout the J'M platform exis (Xp Yp, or fp)e Thus, My is the misalignment
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of the inpub axis of the XVEA through having been rotated abeut the Yp axis.
If this number comes out zegative, them the sctusl rotation (in the right-
hand sense) vas about the -Yp sxis, In order to coordinate with definitiens
previously given by Arma and provide s little descriptive detall, the follow-
ing equivalents are listed (without regerd to proper sign polarity):

L Py = |%z = X-VeA aissligment in astwuth
20 Mg = Xy = X-VSA misalignment in pitch
30 Myx = Yz = Y-VSA misaligument in eximuth
by Mz = Yx = Y-VEA missligmment in roll

5 Agx' = %y = Z«VBA misaligmment in pitch
6, ilzy. = |% = 2Z-ViA misaligmuent in roll

The size of the misalignment angles (up to 1°) has & lot 4o do with
how complex the data reduction need be, The sine of one degree differs from
the radian measure of one degree by less than an equivalent two tenths of a
second of arc, Thus, we mey -safely presume sin A = A, The cosine of one degree
differs from one by one part in five thousand, Thias factor affects the scaling
of the VSA, Consequently, we cannot essume cos A = 1,0, Under these conditions
we note that any vector ¥ in the platform coordinates is related (to the desired
accuracy) to its projections into VSA coordinates by:

L T [PV WP W TERE N (S Rl ™
Vyvma ) = ( - M )(cos ny cos Zn)( Ayx ) { Vyp ?
Vayan L( L ) - Nox )(con Mgy cos Ayy )J \Vzp )

If we consider the various laborstory positions and the equivalent accelers.
tions seen by the platform, we have the following input meccelerations:

.

Pogition one Position two Position three
0 0 0
0 o\ +|¢ |
+e | - 8| 0

ATY
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val

Do g

Position feur Position five Position six
0 “Js| e
- el 0 0
0 0 0

If ve then designate the acceleration seen by the ith vEA in the jth
position by A“ we note:

Aa = - Ny |g| Age = + My [8]

Ays = + Nyx |g| Ayz = = Myx |&]

Agy = cos Ay cos Ay |a] Azp = = co8 Myx CO8 Ny | 8|
Axs = + Nz |8 Axe = - Mz lg|

Ays = cos Myx co8 My |g| Aye = - cos Myx cos Myz | g
Azs = - Mox 8] Aza = + Moy | 8]

Axs = - cos My cos Mz (8| Axe = cos Ny cos Nxz |8]
Ays = + Nz g | Ays = - Mz |g |
Azs = - Ny |g | Aze = + Moy | 8]

The value of [g | for the laboratory installation is given as 32,12437 £t/sec?.

Besular Scaling

The scaling and alignment check of the accelerometers may be
accomplished on the basis of a "difference model™ which stetes:

A = £, -f2 = Ko + Ky A+ Ke A% + Kg A®

It may also be accomplished according to & "sum model®™ which states:
A= B NXM~Zf.T

- B(£2-13) -7
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vhere . A = inpput saceleration (grevity ccwmponent)

B, 7, Ko and Xy are constants to be determined by the scaling
technique.

Ka and Ks are counstants which should be considered if their
effects become important,

Desiguating Af1y @s the difference frequency §r; - 23) for the 1th y8A
(x, ¥, or z) 4n'the J*h position (1 through 6) we may write:

Afyy = Kox *+ Kax Axy + Kax(Axy)® + Kax(Axy)®
Myy = Koy + Kuy Ayy + Kaylhyp)? + Kaylhyy)®
Ofgg = Koz +Xaz Azy + Ka(Aeg)® + Kag(hgy)®

We exsmine these equations in detail and use the + and -~ 1 g posi-
tions to determine scale factor (Ki) aud zero offset (K,), while utilizing
the zero g positions for misaligment determinations. The following equations
can be written (assuming the parsmeters K, —»Ks remain constant):

X-VBA

|A_fxs|"'|Afx°|_ + Kax (cos Mgy c08 Ay [g]) + Kax (o8 My cos Mz 1g1)°

2

|afxel - |Afxa] | Kox + Kex (cos Ny cos Mxz [8l)2

2

{2 = 8) | yor Oen l61) +Kax (hez (a1)®

(&fxa -~ &fx1)

= = Kix (Moy l81) +Kax (N 181)°

Note that the last two equations need to take cognizance of the signs of
&fy which will be plus for a given position if f,,>f,, and negative
othexwise,

I-V8A

| &Lys| +|Afys|

3 = Ky (cos Ayx cos Wy |gl) + Ksy (cos Ayx cos Ayg 1gl)?

A-T6
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IM}E';jA?ﬁl = Koy + Kay (cos Ayx co8 Nyg lgl)®

i -2 | g (g 181D * Ky gy 161)°

(Afys = Afye) - Ky (2Wz igl) + Key (A yz Igl)®

- T

Note that the last two equations need to take cognizance of the signs of
&fy which will be plus for a given position if f1y =fay and negative
otherwise,

Z-V8A

2

|7y | = |AFZ 0]
2

Koz + Kap (cos Mzx cos Mgy lgl)?

(Afyq - Afys)

3 Kiz (Mzx 181) + Kag (Aax 1g1)°

Ay - AF
E——z'e';*-zi)- Kig (Mey 1) + Koz (Ngy &1)°

Note: that the last two equations need to take cognizance of the si of
Afgtwhich will be plus for & given position if f,, > f,, and negative
otherwise,

In addition to the above, we mey write the following redundant
information equations:

X-V8A

(Afxs + APyy)

- a Kox * Kax (Mez 1g1)2

A-TT

s Ky (208 Mgy cos Ay 181) + Ky (c08 Max cos My [g)°



BN PR L TN RIS IT O T

TR S RIS B S G SN D A N WG sy

R A TR AT

A e

|
i
i
i

(Afs + 808) | gox + Kax Oy l61)*

) 2
Y.V8A

ﬁl’%sﬂl = Koy + Kay (\yx lgl)?

M - xoy "'xgy (M |g|)a

=
Z-VBA

(—A_t—zi—g-ﬁnflﬂ = Koz + Koy (MX |G|)g

{55 22000 | oy 4 Kag (May 16)®

Fote that all of the redundant equations require the use of & signed difference
frequency which is plus 1f f3 =f2 1in a given position. Polarity is very
important in these equations. Note also that each of the above redundant
equetions should yleld results identical to the + and - 1 g scalings if the
laboratory procedure is properly carried out and the parameters K, through Kg
are truly constant.

Similarly, we can write equations for the scaling of the VSA's accord-
ing to the sum model, The required f and T values can be obtained simply by
placing the platform in a minimum of two different known positions in the one
g field and measuring Af and IZf for these positions. In order to make use of
as much of the avallable data as possidble, however, we used the measurements
taken in all six positions for each accelerometer and found P and T in a least
squares sense, We can list for the three accelerometers the following equations:

X-VSA
Axy = -Mxy |g| = Bx &fxIfyy - Tx
Axz = +hcy |gl - By Afxgltg - Tx
Axs =z lg] = Bx Afxslfyg - Tx

Axe = -Mz |g| By AfyyZfye - Ty

A-T78
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-c08 My co8 Axz |g| = Bx A_fxg Ifxs = Tx

Axe = COBAxchB ez (8 '%éfm Zfye = Tx

Y-VSA
Ay = Myx (g = By éfy:. Lty - Ty
Aya = =Myx |g! = By Ofye Efy, - Yy

Ays = cos Ny cos Dyz |gl = By Afys 2fys - Ty

Ay, = -cos Myx cos Myz lgl =By A_fy-u. Ly, - Ty

Ays = Mz gl = By Afyy Ifys - Yy
Aye = -xyz lgl ﬂﬂyA_fye nye -Ty
Z-VSA

Azy = co8 Ny cos Mgy (8] = By &fpy Ify; - Ty

Aza = -cos My cos Ny lgl = By &fyp Efyp - T2

Azs = - NMox |8l = By Ofzs Ifzs - Y
Agy = + Ny sl = B, éfz4 Lfse = ¥y
Azs = - Ny |81 = By &fy5 Ifys - Ty
Aze = Ny lgl = Bz Afze Ifze - Yz

In a least squeres fit over N points of an observation (V) to en
independent, variable (T) such that V4 = Cp + Cp T4, we find that our normal
equations become:

B N - N ’ N b
X Zr C v
N R
gy Y Ca LV Ty

| 1=2 1=1 J J \i-l 7

A-T9
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The solution to these normal equations yields:

N N
NE Ty Vy - }.‘.Ti z'.vi
12 imd
cl - t
N z 2 (13 Ty
and
N N
2 vy=CG I n
o = Am imy
° N
N
We note that for the cese at hand, £ V4 & O,
i=1

This reduces the above solutions to:

N

Cy = i=2

N N 2
NEm2. (zomy )
1=1 {el

Thus we may write for the jth vsA (j = x, y, or 2)

6
6 L (Af,ji zf,ji) Ajsq
=y -

ﬁJ" 6

1= - im -~
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In order to solve these equations for the required.Bj and ¥y values,
ve need to know the following quantities:

Meyr Mezo Myxs Myzs Max, and Moy
lg) = 32.12437 ft/sec?

U

Afyy, Ofyn, Ofya, OFy,, Afys, and Afy,

Afyy, Afya, Ofys, Mfye, Ofys, and Afye

) Ofgy , Ofzo, Afps, Afz,, Afzg, and Afgze

Lfyy s Efxp, Lfys, Ifye, Ifxs, and Ifye

Efy1s Efyp, Ifys, Efye, Efys, and Ifye

-

Lfyys Efyny Bfyas 0,40 Lf,s, o0d If e

All of the above quantities are available fxm the calculations
made for the difference frequency model. The solutions for 53 and LE| wére
programmed utilizing the 43 quantities listed above. The A's are in radians
and the Af's and Zf's are in cycles per second, The following relationships
also hold:

£t 2
p= c;:c Y = ft/sec® |gl= 32.12437 ft/sec?®

This is part of the program run for every laboratory scaling pexr.-
formed, and the results are utilized in the sum model for the actual sled
runts evaluation. The rest of the regular scaling program is associated
with the difference model and is used in & similer manner, This part of the
progran is described below,

Baged upon the expected magnitudes of Kz and Ks for the various

VeA's, we may make simplifying assumptions for the difference model which
- lead to the program described next,
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Ame Sesling Program §1768
gexiption for rators

Input, 8 parameter cards, standard 6 fields

ds

2.

3.

4

Parsmetexr Card No. 1

Field 1: Input teg No. (decimal stated point)

Fields 2 - 6:

Blark

Parameter Card No. 2 (decimal floating point)

Fleld 1: Afxy
Fleld 2: Afxz
Field 3: Afxs
Field b: Af,,
Field 5: Afyg
Field 6: Afye

Parameter Card

Field 1: Afy,
Fleld 2: Afyp

Field 3: Afya

Fleld h: Afys
Field 5: Afys
Field 6: Afyo

Parameter Card
Field 1: A&fy;

Field 2: Afzz

A-82

= £1x » fox for position 1
= etCI

No. 3 (decimal floating point)

No. 4 (decimal floating point)



Meld 3: Afzs

-

Fleld 4: af,,

Fleld 5: Afyps
‘ -
Fleld 6: Af,

5. Parsmeter Card No. 5 (decimsl floating point)

Fleld 1: Zfy,
Fleld 2: Ify,
Tield 3: Ifys
Fleld 4: ZIfy,
Pleld 5: Ifxs
Field 6: Zfxs

6. Parsmeter Card No. 6 (decimal flosting point)
Field 1: Zfy,

Fleld 2: ZIfyaz
Fleld 3; afys
Feld ""3 zt}'f

Pleld 5: nty,

Peld 6: Efye

7. Parsmeter Card No. 7 (decimal floating point)

Field 1: Efg,
} Fleld 2: zfzg

Pleld 3: ZIfps

A=-83
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8.

Fleld u: nf“
Fleld 5: zfzé
Fleld 62 Zfzg

Parsmeter Card No. 8 (decimal floating point)
ried 1. 5

Flela 2: 5%
Field 3: 52

Flelds I ~ 6: Blank

Note: As many runs as required may be submitted at the same time; the sets
of cards are stacked together, Tt is not necessary for the sets to be
separated by blank cards.

Restrictions:

Program Stop: A zero card, placed hehind the last set of

Output:

1.

1,

2,

3.

cards, is required to stop the program.
Zexo Cexd
Field 1: Zero (decimal stated point)
Fields 2 - 6: Blank
Two high speed printer listings
Listing of input data and tag mumber, Under the
headline F is the listing of the data from parameter
cards 2 through 4. Under the headline SUMF is the
listing of the data from parameter cards 5 through T.

Results of computation. The 42 quantities computed
are printed ocut with an identifying headline for each,

Four sets of answers per run are printed out.

Running time: 15 seconds/set

None
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2.

Subroutines used;

HOXS1l, MIDALl, RWSCPL, HOFS1l.
Space required: 1433, cells plus subroutines
Status: Machine checked

Operating instructions: Progrem tepe -» U3, PL(3,033),
floating point used.

Caleulations

Ofys +
le. KoxA = -:E—é—é&‘-(cps)
af., + AP
KoxB = 2 __X2 (ong)

KoxC = L{@;E’L‘ (cps)

If the above three bias figures are within % ,002 cps of one
another, find and store,

KoyAV = o Kng - Rox (cps)

If they are not within * ,002 cps of one another, atore
KoxAV = KoxA  (cps)

Koyh = A—‘l‘%ﬁfﬂ (cps)
KoyB = f?.’f_;:ff. (cps)

|Afys|= |Afyyl
Ko = —Tg—(cps)

If the above three bias figures are within + ,002 cps of one
another, find and store
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If they are not within % .,002 cps of one another, store

KoyAV = w (cps)

Kogh = IA_fz:.I ;IA_fznl (cps)

KozB = ﬁ&;—gﬁ (cps)

Kozl = .(;‘532_;_33_)_ (cps)

If the above three blas figures are within * .002 cps of
one another, find and store

gty » AN YK (o,

If they are not within % ,002 cps of one another, store
KozAV = Kogh (cps)

_ |Afyg) + | Afxa
Kax(a) = ~Bh hB7h

Of . 4 « AF
Mz(a) = Wﬁﬁ?ﬁc’f@' (rad)

Ay = Afyy

Ar(a) = T85.2LETH) Kix(s) (red)

cos Mxz(a) co8 Mxy(a) = Tax

[Afxs| +| A5l

Kax
T ohBTh Tay ~ ) (Bh.2NOTh Tey)®

Kyx(v) =

A-86
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g = K:x‘;i * MS&Z (rad)
x(b)

« Kix(e) * My(a)
Ny Kix(p) (vad)

€08 My cos Mgz = Tpx = TAUBX

Ofys|+ |Afys] K
Fax = 6lh.2héls7l+ 1:: - () (64.2u8Th myy)® cps/ft/sec?

A in are sec = My o (2.0626481 x 107%)

My in arc sec = Ay ¢+ (2.0626481 x 10+5)

- IAfysl“ [y, |
are) = ot

= APy 4 AP,
Nx(a) = 2087 Kiy(a) (vedians)
Ao(a) = oy = y0) (coiens)

64 2U8TH Xy y(4)
cos Ayx(a) co8 Myz(a) = Tay

|Afys"" lAfyq,l Ks 2
Kiy(b) = & o T (%) (64.248Th Tay)

Afyy - Afya

adl
64,2487k Kyy(b) (radin)

Mg =

Atys = Ay
u radians)
Mo 64, 248Th Ky (1)) (

cos?syxcoskﬂa Tyy = TAUBY
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Kyy = l%ﬁ“ A%yl - (%l) (6k4.2487h Tyy)® cps/tt/sec®

2UBTh Ty
Myx in arc sec = Myx o (2.0626481 x 10™)

dyz in arc sec = )y o (2,0626481 x 10*%)

|afgy |+ AL,
Ka(e) * i BT

Afge = A
Mx(s) ® & ;;8714- k::(a.) (radians)

of -
harle) * o (rattaus)

cos Mx(a) €08 Ny(a) = Taz

|afgy |+ |agz,l| Ks

K o - ' . 2
1z(b) 64, 2087k Toz (T) (64.2487h 7a2)
Mx = fze - Azs (radians)

6l 2487k Ky2(b)

- Afze - Afym
Ny 6k, 24874 Kaz(b) (radiens)

€08 Mx €08 Mgy = Tpz = TAUBZ

|afsy | + |aggs |
K1y = &fQMTh' e - (5 (64 2087k myg)?

Mx in arc sec = A, (2,0626481 x 1046)
Ay in arc sec = Ay (2.0626481 x 10™*)
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Having accemplished these ecaleulations for the difference model, ve
nov utilize some of them as inputs ‘te the sum model calemlations and caleulate
in a lsest squares sense

Bj eand Yy for § = x, y, avd =
as given in mrevious equations,

Progrem Printout = Regular Sceling

The program prints out the input parametars and tags on one
page and the output on a second pege., The second page consists of:

KOXA KOXB Koxc KOXAV cos My cos Ayy
KOYA KOYB KoYC KOYAV cos Myx cos Mz
KO0ZA K0ZB Koze KOZAV cos Nzx cos Mgy
My(rad) Igy(sec)  IMxp(red) Axz(Sed)  KIX TAUBX
Myxlred) Mx(Bec)  Ny(rad) ) (Sed)  KaY TAUBY
Mx(T8)  Ngx(ec) My(rad) Ay (6ed) K12 TAUBZ
BETA X caMA X RETA Y GAMMA Y BETA Z GAMMA Z

Alternete Scaling Approach

Define fy,, = the frequency of string ome on the Jth yaa (x, v,
or z) in the i*% ¢ ration position.

Then f£55; = the frequency of string two on the Jh VBA in the i*h
calibration position.

We can write the following equations:

fixs = forxN1 = Tix 8| co8 Mgy o8 Mxg

fixe = TouxVl + Tyy 8 €08 Ay €08 A
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Tous = Toax V1 *+ Tox |8 cCo8 Axy cos dyg

fove = foax V1 - Tax | 8| 008 Mgy cos Mxg

flys - fo;y 'Jl >+"Tiy ls I cos lyx cos xyz‘

fays = Toay V1 = Ty |8 | cos Ay cos Ny

foye = foay V1 + Toy || cos Ay cos Ap,

fiz1 ™ fg1z V1 + Typ |81 cos Apy coB Apy

fiz2 = forz V1« Ty, || cos Ay cos Ay

foga = fozz V1 - Tag |8 | c0B Ay cOB Ay

faga = foaz V1 + Tog |8 | cos Ay cos Ay

These equations can be solved for T's and fo values as follows:

r 2
1 - (‘.A?.‘S_.
T 1x8 , 1
x ® P 2 |8 cos My cos Axz
1+ (:1.35 )
1Xe
forx = V1 - T, 4|g| cos kg cos 7‘x_z Jl + Tyx | 8| co8 Ay OB Ny
2
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o Loye ° TE€1 665 Axy cos huzv
1 +(‘.££,)
f2xe . Loxs
V1 - Ty |g] cos Mcos)\; Jl-i-‘ru |g|coa7\wcos Neg
fox = , - p
1w Lava 3
T - b5 1
iy 2 |81 cos cos
1 +Gy9 Ayx co8 Ayz
iy
f1y4 + fiys
fory = Vier, |8 cod Ay co8 Ny Jl""":.y]ﬁ cos Ay cos A,
2
l- (E_fzy’)z
T Zys 1
2y ™ — 0
1+ (t.‘,ys)z Ig| cos Myx cos My
2y
fays + Taye
. Jl--rzy |g| cos ny cos )‘yz\ J:L+'ray [g] cos Ay cos Ay
oy - >
1 _<fl.za)2
T = ——Ln——- L] 1
1z
14 - Y. |&| cos Mx cos Azy
121,
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J1- Tag |g|eeslueotﬁ Jl*"'&a 8| °“h““ Ay

fozz -

G

Ty ™ 1+( a) |81 coB Azx o8 Ngy

ot

o ldhy

z L
az + 222

————
V1o Tz |8 (cos Mgx cos Mgy N1+ Ty [g] COB Max CO8 Moy
2

fooz =

From these quantities we compute:

%

1
- BBy = — = String or alternate Py value
: forx® Tix * foaxf Tox

8rx = By (forx- = fomx")

1
— -2
fory” Tiy *+ fozy Tay

2
Sty = 88y (foyy” = fozy")

L
33
fo:.z! Tyz + foaz Taz

8z = 8By (forz” - fosz")
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KX « foax = foax

forx Tax * foox Tax

KIX = S

XoX = loBX Tax” = forx Tay"
8

S L)
K3X = Torx Tax * Toax Tax
16

KOY = fo;y - fow

KY = foxy T’_y L fcw 'l'w
2

fozy Tay" ~ faay Tay"
8

K2Y =

] s
fqu le + fogy sz

K = T3

KOZ = £532 = Toaz

K17 fory Taz * foay Tay
2

2
fozz Taz” * for T5°

K2Z =
8

0L = Lorz Tag" * fosg Taz
: 16

In sddition, for purposes of redundant checks, we compute:
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BAfys = fiys = Tays
ye = f1y4 + P
SOy, = 2394 = Tays
By, = fy5 + g

8afy; = 5 = fop

Upe = ZIpa + fop2

SMzp = f322 = f222

ternate Sc 1

Description £ ators

Purpose: This program computes a laboratory aligmment check
and scale factor determination for the Arma accelerometer using the individual

string frequencies,

Input: 4 parsmeter cards per run, standard 6 fields

1. Parameter Card No. 1
Field 1: Input tag No. (decimal stated point)
Fields 2 - 6: Blank

2, Parameter Card No. 2 (decimal flosting point)
Field 1: T\,Q

A=9ls
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Hald 22 g

Pleld 31 My "
Fledd 4 My

rﬁ:lﬂ. 5t Mx "
!':le:ld'6= Ny

3, Parameter Caxd No. 3 (decimal floating point)
Fleld 1: fixs
Fleld 2;: foxm
Fleld 3: £,

Flela bk: £,
Fleld 5: f,.5
Figld 6: oy
L, Parameter Card No. 4 (decimal floating point)
Fleld 1: .4
Field 2: foy,
Field 3: f£;4,
Fleld k: f£,,,
Field 5: f£,,
Fleld 6: £,

Note: As many runs es required may be submitted at the same time; the sets
of caxrds are stacked together. It is not necessary for the sets to
be separated by blank cards.

Program Stop: A zerc card, placed behind the last set of
cards, is required to stop the program.
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1. Zero Oned _
Field 1: Zero (decimal stated point)
Melds 2 « 6;: Blank
Output: Two high speed printer listings
1. Idsting of inmput data and teg mumber, Under the headline

TIAMDAS 1s the listing of the data from parsmeter caxd 2.
Under the headline F1S are the quantities fy.s, f;ys,

f1ys; fayes Tazas fizee Under the headline F28 are the
quantities foys, faxe, fays, faye, fazi, fa2za.

2. Listing of answers. The 42 quantities computed are printed
cut with an identifying headline for each,

3. -Pour sets of answers per run are printed out.

Restrictions: None

Additional Programming end Operating Informetion:
Subroutines used: HOXS11, HOFS11, MIDAll, RWSCF4, RWSQFl
Space required: 11635 plus subroutines
Status: Machine checked

Opersting Tnstructions: Program tape -» U3, PL(3,04k4), floating
point used

Program Print Out - Alterngte Scaling

The program print out occuples two pages. The first pege priuts
out the input parsmeters put into the program. The second page prints the out-
put in the following format:

Tax Toax  Tex foax Tiy foay Tay
Tiz Torz  Taz Toop 8By 8y 8Ay, 87y
88,  Bt, Ifys Afys Ifys Ofyy  Ifyg

o

By, Ay, Ity Af, Iy, A,
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COEX  mX  KeX K3 KoY KIY  EsY  KSY

In sddition to the minor ervors mads by the sammptions required to
get the equaticns shown aliove, We mist recognize médsurément accuracy limita.
tions. One of these limitatione is associated with the determination of
frequency. Frequency determination is accomplished by timing (with a 100 KC
clock) the time interval associated with some whole mumber of periods of the
sigoal of intereat.

§ periods _ cycles
Freq = “Atime " “sec

Freq mossured = B+ €t

# periods # periods
€ Ireq = Ry +et At

Relative € freq = ~— - = et

&t
et )
|Relative ¢ freq|~ Iab

When the counter is operating properly, et is  two time counts or
20 usec.

To keep the relative error in the frequency measurement low, At is

| taken to be at least 10 seconds. This corresponds to & 100,000 period count

of the raw string frequencies, with an erxor of ...02 cps, This is the
reason for the requireament of the 100,000 period count capebility on the
lsboratory equipment.

A 1,000 period count (approximately 17 seconds) should be used for
scaling the difference frequency in th2 plus and minus one g field. This
should introduce an error - ,00006 cps in the measurement. A 100 period
count would have an error .0006 cps, but the extra counting length includes
& comfortable margin of safety.

In the light of the above considerations, we take the measwrements
according to the data sheet belowv:
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POSITION _ Run Br.
Dt

Data Teken by:

SKIN
61 —
602

x| 200,000  x£2  (Xfy- Xf2)

Ay A

100,000

10

1£1] 100,000 Yfo (Y£1- Y£2)
. . - SKIN

601

Average

602

| Frequency

Efy

[agy | 2

7 ACCELIAGMETER pe

READING

100,000

riod 'mmitg (Seconds)
Z£:1 100,000 A 4 (28, - 2£2)

1st

10

ond

3rd

Average

Frequency

If,

Time End

lAfz l A
SKIN 601
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The gosl in generating a referemae gm.ntity for accelarameteér testing
is to define what an "ideal acceéleremeter® undergeing the same euvirooment
as the actual scceleroweter womld indicate, This implies that if there are
any conditions in the envirommeant which could cayse variations in the indica-
tions of "ideal inatruments" we must consider them. In this discussion we
linit ourselves to the dymamic enviromment defined by accelaration, its
functions, their derivetives, and their integrals,

One of the obvious factors to comsider 1s that an ideal instrument
senses accelerations only along its input axis. In teating an accelerometer
mounted on a stablilized platform, the orientation of the input axis with
respect to some agreed upon coordinate system such as the tangent plane
coordinates is rather accurastely known. The only uncertainties associated
with the oxientation of such an instrument's input axis are: Initial align-
ment errors, unknown platform drifts, and dynamic misalignments caused by
vibrations which get through the gimbal, gyro, sexvo system to affect the
inner gimbal orientaticn. : '

By proper aligmment and measurement techniques prior to first motionm,
the initial alignment errors may be made small enough to contribute &
negligible amount to the reference quantity's error during a sled run.

If a platform is reasonably well balanced, and contains reasonably
accurste gyros and correctly designed servos, the unknown gyro drifts
during a sled run should not exceed a minute of arc about any axis. The
downtrack accelerometers are affected only slightly by such small mis-
aligmments except in the case where the drift occurs ebout a piteh axis,

A one minute misalignment in pitch which cccurs at first motion and stays
constant thereafter would give a velocity reference error of approximately
(.01 t) ft/sec, where t represents the time after first motion. Thus, for
& 30 sec. sled run, this would mean & linear build up to approximately

«3 ft/sec. velocity error at the end of the run., Such an error cannot be
1@.01'“0

The vibration induced errors are harder to estimate than the other errors
because of uwhe lack of knowledge of the enviromnment which produces them, The
physical phenomencn is sliply & coherent angular oscillation coupled with a
linear oscillation. let, for example, this page represent the tangent plene
with X (downtrack) pointed directly toward the top of the page. We will
consider the effects of lateral vibrations coupled with anguiar oscillations
of the platform in azimuth or about the Z axis.
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The input acceleration as seen by the ideal accelerometer is given as
A1(t) = cos 9z(t) « Ax(t) + sin €z(t) Ay(t)

Since the ®;(t) value is always e small angle, we may approximate
cos #z(t) by 1.0 and sin ®z(t) by ®;(t). Thus,

As(t) = Ax(t) + 05(t) o Ay(t)

If we take Aj(t) as Ax(t), we neglect the last term in the equation above.
It is desirable to exsmine this term further. If this term is ignored,
it becomes an error in the input acceleration, i.e.,

(L) « Ay(t) = eAy1(%)

The only practical method of evaluating the effect of €A{ during & sled

run would appear to be on an analog computer where the product ¢;(t) ° Ay(t)
could be formed and its integral taken to f£ind the time history of the
velocity error. For simplicity let us assume for the moment that a single
sinusoidal oscillation occurs in both ¢z(1) and Ay(t) (same frequency).
Then the influence in €A; depends upon the phase relationship between the

two oscillations

wt Jwt+0

J
Ag(t) = Aye , %(t) = Bge » €Ky = Ay - By cos 6

Ietting: Ay be such that we have an rms g level of 1 g~ 32.2 fi/sec,
(Ay ™ U5 £t/sec®), Bz be such that we have an rms ¢ level of 30 seconds
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Xy = 95 x 1072 £t/sec®

Since this is the average error in acceleration over the interval, the
PuLlt up exrror in veloelity is equal to

eV w (.95) x 207% = (0,0095%) fi/see,

Obviously, errors of this magnitude which build up during & sled run
cannot be ignored for fine graln sanalysis. This effect has been labelled
"coherent oscillation™ at HAFB., It might equally well be called “servo
error,” because it represents an error which can be minimized by a good
tight servo design. Obviously, the most important factor contributing to
this error is the degree of balancing of the iiner gimbal structure of the
IMJ, If this balancing is not accamplished very carefully, the natural sled
vibrations induce a coherent oscillation effect of excessive magnitude.

The major portion (over 90%) of the coherent oscillation effect can
be removed from the deta through the use of an appropriate analog computer
calculation. The analog computer resulis are converted to digital form
(see A-10) and applied to the velocity error date as & correction factor.
The amount of residual error in this process depends upon the size of the
coherent oscillation effect simulated. For e .l ft/sec coherent oscilla=
tion effect (fairly significent value) the residual umcertainty in the analog
computation runs sbout .01 fi/sec. The analog computer programming to
accamplish this calculation will now be described.

The FM-FM signals to be used are the gyro roll, azimuth, and pitch
engles (GR, GAZ, GP)and the VSA accelerations downtrack, crossirack, and
vertically (Ayx, Ay, and Ay). The primary phencmenon is vibrational in
nature and any FM-FM subcarrier oscillator drifts will influence the over-
all ansver if we do not filter the signsls prior to calculating coherent
oscillation effects, In eddition, the gyro signels cannot be taken to
represent the Iinner gimbal attitude directly since the pick-off point for
tl'me ?1511::.13 is not at the gyro; but in the servo loop. Iet us define
G, éugﬁ’ Gp to be the respective gyro signals after having been passed
tﬁzz' compensational transfer functicms which are the imverse of the
servo transfer function characteristics. For szimuth and roll signals,
this compensation is

+ 58 P +,.32
(P"‘h‘O) (P +,+o7)

For piteh ‘this compensation is

(P + k23) (P +.29)
(P + 35)(P + 3.5)
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 Sunchlons veve obbained by indepenient tests st HAYH, my sgree
Izt us now define :Aﬂ'xg,‘h@;, G;-*bo be the conpensated gyre signals (6')
after having been pagsed through a high pess rytqmuwmm is

2.5 eyeles/second, Similarly, let us define Ag, Ay, and A7 as the accelers~

tion signals after having been passed through & high pass filter wvhose break
point 1s 2,5 cycles/second. The required caloulations are:

X sccelerometer effect = [(Ay - Gpz)dt + [(A » Op)dt

[(ax + op * 0p)at + [(Ax + affz - az)at

Y accelercmeter effect [ (A; . GXz)d.t +[ (A; . G;)dt

[(Ay * Gp)at + f(Ay + Op)at

2 accelsrometer effect

The last two terms in the X accelerometer effect dcount for the X thrust
coupling of the Y and Z accelerometers when forced to rotate in azimuth
and. pitch respectively.

During phese two of the Arma sled test sequence the coherent oscilla-
tion effects were excessive in megnitude. A study of the magnitude versus
the high pass filter used in the analog program showed that the effects
vere very strongly related to the platform shock-mount natural frequencies,
This indicated that platform unbalance wos the primary cause of this exces-
slve coherent oscillation effect. The platform was subsequently balanced
and the coherent oscillation effects became reasonable in magnitude.
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: The evaluabion processes to which the Vibrating String Accelero~
meter (V3A) data are subjected ave quite complex and it is neceasary to prove
their validity. In particular, it is of interest to detect bias or trenmd
errors hecause they may obscure the small systematic error of the accelero-
mater, the determination of which is one of the desired end products of
guidance system sled tests, Such bilases may arise from misconceptions in
the design of the computer programs. An efficient way to determine eny
processing errors of a conceptual nature is a controlled experiment which
subjects artificial data, a "test furction," to the digital computer programs.
The results obtained may be compared with the corresponding quantities from
which the input data were derived, The difference between the original and
the processed quantity is then the introduced error.

The purpose of this section is to describe the view points
underlying the design of a digital program for producing artificial VSA
data, and to explain their application in testing the evaluation programs.
The Inherent errors of the test function data, which must be made extremely
small, are also presented.

Approach

Artificial data which will serve as a teat function can be
derived with a minimm of effort from a simpiified function; i.e., a trigo-
nometric function may be selected as en aspproximation of the sled acceleration
profile, In this case, the theoretical value of the result of the evaluation
process can be stated explicitly; however, a simplification of the actual
profile may lead to wrong conclusions. It is more desirable to simlate
practical data and to establish an empirical test function which closely
resembles the actual profile of acceleration or velocity. This profile should
falthfully represent dynamic effects such as rapidly changing acceleration
and vibrations,

{

The problem of testing the entire evaluation process is more \

involved than can be seen from the zbove statements, In particular, the \‘g
similation of date 1s not restricted to the output data of the VSA themselves.
The Space/Time (5/T) meesuring system serves in the date reduction process as
& precise position or velocity referemce, Tharefore, it is mecessary that
artificial data be prepared also to simulate the S/T data, An aspproach
vhich was eapplied successfully in the past is chosen here again: The
acceleration profile observed on the platform which carries the lnstruments

. ;c/»‘!be tested 1s selected as original mrofile common to both the VSA and

data,
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“&s pnfbliﬁcd above, error free data m'écessiné-om be proved by

AV = VygA - Virue

is sufficiently small over the entire sled run, Vyga is the velocity inii-
cuated by the vibrating string eccelerometer computed by the production
program, For simplicity the assumed velocity 1s called bere and hereafter
Virue. Actually the S/T system serves as the referencc. AV is computed as:

&V = Vymp - Vg/r
This difference is computgd in & routine fashion by the production programs.

Numerical Statement of the Problem

To be simulated is the so-called difference model of the VSA,
which is btased on & binomial series approximation of the string frequency f:

f = fo'dl-'r&

where a is sensed acceleration.

With the 3rd order term included, the equations of the two string
frequencies become (Appendix A-T):

e T7%2 1%

f1= foall+-5~ - g~ +-5g)

Tea  7o%a®  1.%°

fa= foxl - 5= - =g - )

Given values for foi, fo2, Ti1, Tz, and &, we can compute £ and f2 as a
function of a (accelsration). The sampling rate which defined acceleration
vas 750 samples/second._ The finally required quantities to simulate VSA
performance are fi and fa. These quantities represent average frequencies
over stated window times as defined in Appendix A-9. In order to determine
thesge figures, the frequencies f; and fz must first be integrated. The
vhysical meaning of these integrals is the total count of positive going
zero crossings of the string vibration over the interval of integration.
These quantities should be computed for the time sequence t = Lty, 2y,
3tw, Uty, . . « 50,00 seconds, (The original requirement of ty = 0.0l sec
for the output interval vas changed later to 0.008 and 0,004 seconds. ty
is the window width.) The expressions for the average frequencies on the
basis of &ty = .0l are:

a.20k



The necesssxry Iwecision of the computation process was defined by
the requirement of uaing opidmum acaling. If 1t was found that extended
reeision inproved the résult, extended precision should have been used,

Reguired Output Format

The quantities £y, ?a, and the integrals of f; end f3 were
recorded on magnetic tape at multiples of iy, with a format equivalent to
the output format of the production program, "Automatic Bditing." This
implies a scala-factor of 2° for all recorded data,

Requirement for Adjusted Rounding

The problem statemant formmlates this requirement as follows:
Check the sumation of frequency times interval length and sdjust 1t so that
1t equals the original’sum of zero crossings to within one round-off, i.e.,
at each step calculate

n n
ty B Rk and. tw & Lok and compare with
k=2 ka)

t 1
[ faat and [ £28t  es previously computed.
o °

If these pumbers_Aiffer by one (or more) binary bits, correct the last
value of 3 and £z computed so as to make these numbere coincide, This
computation is really an insurence sgainst later accumilation of round-
off errors dccurring in the ¥, and T, computation.

It is important to note that simulating the aversge fre-
quencies as stated above does not mean that the ocutput of VSA is simulated
in its original form. The required format corresponds to the output of the *
second program in the sequence of the data evaluation process, the "Automatic
Biiting" program, This approach is chosen because the "String Reader”

and the "Automatic BEiiting” program are not expected to introduce
any significant trend error. Simulating data in the format of the "String
Reader” input would require a much higher sampling rate and comsequently
an essentially greater computational effort,
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The accelerstion profile from run 3-5C was selected as
typical from smong the early phase II runs. While in the test functions
developed for the Miputeman and Titan evalustion, the acceleration was
maasured by s commexricel vibration accelerometer, in the present case the
output of the precision string acceleromeier itself is used for this pur-
pose, To obtain the acceleration signal in anslog form, the output of the
string accelercmeter has to he freguency-demodulated by an additional
discrimination process. Figure A-4 is & strip chart of the telemetered
tepe recorded acceleration plotted with two time scalss. The graph at
the top shows well the dynsmic effects during the boost phase in an ex-
panded scale, with limitations set by the inertia of the recorder pen,
Platform oscillations with the dominating natural frequency of about 12
cps can he seen, The curve below represents velocity as computed on an
analog computer. This velocity function derived by analog computation
serves only es qualitiative information., The next two records below show
the two profiles in a compressed time scale over ths entire runm,

lock Di

The above acceleration profile served as input (on FM-FN
tape) to the processes and computations indicated by the blocks in Figure
A-5, Two discriminators are necessary to produce the analog acceleration
gignal. The second discriminator 1s adjustable and had to be tuned quite
carefully to avoid a bias of the center freguency vhich 1s equlvalent to
a bias of accelerativn. The simulated velocity (Vipye) differed from the
actual sled velocity (from which the measurement was %aken) by about
60 ft/sec at burnout, due to misadjustment snd to non-linearities of the
2nd discriminator., This deviation 1s ixmaterial with regard to the
objective of the simulation. Iow pass filtering and digitizing are indi.
cated by the next two blocks, During the sampling process a small error
is made Que to foldback. However, nev frequency components caused by
foldback and even DC drift have no bearing on the result of the analysis,
tecause the digital date are declared as "true” dates of acceleration.
These data are then fed into the two branches of the actual simulation
process, The branch for simulating VSA data shows two blocks; one for
camputing the string frequencies and one for integrating these frequencies,
Provisions are made to chenge the parameters, foi, foa, Ti, 8nd T2 and to

set the nonlinear contributions [a®dt end [a%dt equal to zero.
Two integrations are performed in the branch for simulating

8/T dats. They yield sled-velocity and distance versus time and are re-
ferred to es "true™ velocity and position. Since the s/'r data represent
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times as function of position, aun imverse (parebolic) interpolation is
‘then-performed to produce the time values at given marker stations. They
are recorded on tape and cen now be processed by the routine digital
programs.

Integration Procedure _ -

The results reported in a later paragraph indicate that
Simpson's Rule ylelds valid results when applied properly to integrate the
fluctuating acceleration data, An interesting problem arcse from the
specific output requirements, The question wes: How can Simpson's weights
be modified to provide results for each data point? In other words, can
Simpson's Rule be combined with a parabolic interpolation? Since a para-
bola is used in the integration procedure, it appears straightforward to
use the same parabolic segment for this purpose. If thaet can be done,
results become avallable, readily and accurately, at multiples of the origi-
nal sempling step, For instance, they would be available every 4 msec, the
"window width" required for the last program version of Phage III.

A set of weights for the desired intermediate results was

derived from the general expression for the integral of a parabolic segment
through 3 points y1, ya, and ys, which is:

t & tﬂ -
(t) = I{Yl + (2yz2 - 1.5y, - °~5Ya) i + (0'5Y1 -Va - °-5Y3) ';} at
o h

Setting the upper limit to 2h one obtains Simpson's coefficients

h Lh h
Py ey

With the limits set from O to h and from h to 2h the expressions for single
step integration are found as

I::-h = (5y, + 8ya - Ya)ﬁ
and Ih-ah = ("YL + 83'2 + 53‘3)']—2'

The latest version of the integration program used the weights as shown below:

5h & _ h
122 12 °? 12

h 68n h
3.3 8

in an alternating fashion, It is noted that the sum of these weights yields
Simpson's coefficients.
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. Anpther interpolation scheme was tried .out first which led
to @xrennous resultss Two overlapping integration chains were used in this
procedure with a shifh of the initial starting points of one sampling .
interval., The error caused by this shift was surprisingly high and seems -
tc be of interest in this context, Figure A-6a shows the velocity error
function using the original interpolaticn scheme which is supposed to be
zero or, &t leas®, should show notrend, This error function resulted
from the “Vector Comparison™ program sud frem subsequent filtering with
an averaging process. The averaging period was abut 0.3 second.

In order to prove the assumed origin of the unoxpected low
frequency trend error vwhich reaches about 0.5 ft/sec, an auxiliary compue
tation was performed, During a period from 4,650 to 4,766 seconds, vhere
the error grows quite rapidly Ly about 0.18 ft/sec, acceleration dats were
integrated. The integration was performed twice, with one time increment
of 4/3 msec shift between the starting points. The initial and the end
conditions of the integrals were properly set up with the above-mentioned
single step weights, The computed total difference in velocity was

Integration 1 Vi = 30.998 f£t/sec
Integration 2 Va = 30,808 f£t/sec

Vie V2 = ,190 ft/sec

The difference Vy - V2 agrees well with the observed trend error in velocity.
The very reasson for this effect is the high frequency content of the accelera-
tion data. This was proved by an experiment with acceleration bandwidth
limited to 35 cps. The error wag reduced significantly (Figure A-6b). In
comparing Figures A-6b and A-6a, the difference of the scale-fectors of the
ordinates should be noted.

After the time shift was eliminated by changing programs, a
significant Improvement was achieved ss can be geen from Figure A.7. However,
ths function plotted in this graph conteins errors which were found to be
related to round~-off errors as explained in the next section.

Precision Problems
One purpose of the similated test function was to detect very small

errors in the design of production type programs, This imposed a stringent
accuracy requirement on the test function itself, The error in the simu-
lated data had to be at least one order of mesgnitude smaller than the -
errors to be dstected, In particular, it was required that round-off errors
should not be allowed to accumulate, A trivial consequence was to carry
as many significent places as possible, For this remson "optimm scaling”
with fixed binary point was applied in the first version of the program;
1.8, thesz‘nmbersagere scaled so that their maximm velues reached a value
between 2" and 27, ILater the fixed point system was changed to a
simplified floating point system which utilized the full register length
of 36 bits, To keep the programming effort as small as possible and in

A-110

TR RPU Y



e

STt A
[ "
15 bl botnes Dbt

e e o

A-111



o Ay A

-112

A



Y R T R R il . S—— _

exder teo save computer time, the floabing point computation was applied
only to those operations for which the full length of the register was
esgsential. In both versioms rounding-off was used at the least signifi-
cant bit.

A blem occcurred in connection with “he saccurscy of the average
frequencies ¥, and T3, The precision of these cuantities was restricted
considersbly by the format scaling requirement (2°) and a careful sdjustment
of round-off errors was necessary. For practical ressons the computation
vwhich derives these quantities from the integrals of the frequencies was
performed in fixed point format. The following expressions were used in
an early version of the program:

- . etk . 18 (o)t _ 10 o=
T,2% = (-;;)( { £,4t * 2 - ty g (z,-z‘)am) 2-20

(n-2)

. nby
_— W -
Fae2® = (El)( [ tadt +2® -ty I (Fe2%)2®) o720
o °

By computing the values of ¥, and T, as the difference between the
total integral and the sum of the previously computed values the total round-
off error of If, end IT, was compelled not to exceed the desired one bit
maximm. The proper dimensions were observed by multiplying with ty or its
reciprocal. Figure A-T is a plot of the velocity error function derived
from date computed by the above eguations. As showm, this process gave rise
to a negative drift error of 0.05 f£i/sec maximum magnitude at about 40
geconds, This unexpected error was carefully investigated and it was proved
that it originates from round-off errors in £3 and f2. Although the total
sum of the error in Iy eand IFz were kept under control as outlined, the
individunl errors caused the small drift in the final result. It is noted
for the purpose of clarification that no drift error occurs if veloeclity is
derived from Zfy and Ifz, the quantities with adjusted total round-off
error, The rouﬂd.-off errors in f; and f2 accumulate when the expressions
(¥ ty) and Z(Ta'ty) ave computed in the "Integration" program. To keep
the sum of these errors small enough, it ls necessary that the individual
rourd-off errors in fi and f2 be kept small when these quantities are
computed, A relatively small change in the numerical procedure helped to
reduce the observed drift significantly. An inspection of the new expres-
aions showm below shows that the diiference was now taken from numbers
increased in size by the value of ==~ , It 1z noted that in the particular

case which was studied, %’ had the value of 125.

oty (n-1)ty
2% o (-5% [ fiat ° 2%, & (T2 2
o (o]
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Using the above expressions for computing the average frequencies,
the Arift error vas significantly reduced,

Pre-Run Computation

One further requirement for the simulation to match the actual
dats processing was to include a pre-run period (from caaputational zero
to first motion) of epproximstely 7.5 seconds. During this time, the
input acceleration should theoretically Te zero. At first, the addiilional
effort as required to incdlude this period with zero acceleration appeers
small, However, experience has shown that based on this requirement
double precision commands hed to be worked into the program.

Erecision Problems - Pre-Run

The latest program (single precision) of the VSA test function
vas tried out to find the effect of the acceleration data being zero before
first motion. The table which follows i3 a small section of a high speed

printer listing which shows the noise cffects in the simulated date of
average string frequencies fy and f2:

DOUBLE

ON_EFFECT O

UENCY

COMPUTATION NOISE DURING PRE~RUN

THme Sigg-le Precision Double Precision
Secomds f1 eps f2 cps fy cps f2 eps
T«360 9,339.999 8 9,342,391 8 9,340,000 O 9,342,400 0
T.364 9,340,000 0 9,342,400 8 9,340,000 © 9,342,400 ©
7.368 9,340,000 1 9,342,394 2 9,340,000 0 9,342,400 ©
7‘392 9,3"‘0.0& 2 9,3“‘2.""03 1 hd b
Te396 9,340,000 & 9,342,396 U " .

To 400 9,340,000 6 9,342,405 5 " u
T. Lok 9,340,000 T 9,342,402 6 " "
7.408 9,340,000 9 9,342,396 0 " "
Th12 9,3%0,001 0 9,3k2.h0k 9 " "
T.416 9,340,001 2 9,342,398 3 " "

) To420 9,340,001 3 9,342.507 3 " "
T.42L 9,340,001 5 9,342,400 6 " "
T.428 9,340,001 6 9,342,394 0 " "

T 432 9,339.998 0 9,342,402 9 " "
T.436 9,340.002 0 9,342,396 3 " "
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The amall scabier in the freguency values around their nominal
values 9;340.,0000 cps and 9;342.4000 cps (see columns 2 and 3) eaused the
initiel velocity at first motion time recovered from the similated date
to be different from zero. In order to reduce this error and to reduce
the nolee in the frequency values, deuble preciaion arittmetic was chosen
for the next versions of the program. The errors to be eliminated were
small, Yat the idea was to avold errors whenever it was possible, in order
not to obscure other errors which the simmlation should detect. In columns
b and 5 it can be seen that the noise disappesrs at the 4th decimal place
behind the point. Only those numerical operations which required it were
performed with double precision, namely the integration of fy and f2 and
the summation of f3 and f2, To simplify computations, fixed octal point
was used, The seme scale-factors selected ns an optimum for acceleration
and thet selected for the string frequencies [1 and £z were then used
also as scale-factors for the integrals or sums of these quantities., The
resulting accumlated mumbers exceed one reglster length and two registers
have to be provided. Rounding is applied to the time increment which
occupies (in most cases) one full register length, The same principle of
round-off error control is applied as described previously. With the new
scale.factors, the expression for average string frequencies becomes:

F(t4)e2° = {% [ £ atea® . ( z 'f-a“) 215} ™18
0 [+]

Scme practical difficulties were observed using this expression which will
be discussed later.

Reference Velocity for VSA

In order to betier predict (and trouble shoot) the values of
veloeity computed from the hot-run production progrums using VSA data,
8 VBA reference velocity was included in the simalation and computed as
follows:

= (5Fy - Zf2)tw - Kob Ka 1.2 Ks re%at
Vrefyon A Ko® = fa,d;b-xl Jed

The flow chart (Figure A-8) shows the final version of the simulation program.

In the previous simulation setup the VBA indicated distance
function was derived from acceleration by double integration. Ths advan-
tage of the new setup can be explained 23 follows: Veloeity as indicated
by the VSA 1s computed by first changing the physical units of acceleration
to physical units of frequency. This conversion implies a numerical pro-
cess which produces socme mumerlcsl error. 7This error accumulates to about
0.00065 f£t/sec at the end of the sled run. This error may essentially be
eliminated by the computation scheme indicated by Figure A-8,
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Pig. A-8 Flow Diagram of VBA Simulation
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_ . The quantities [£3db end [fadt ave relsted to velocity by a scale-
factor 1/Ki. It 1is approywiste to declare the velocity found from [f,dt .
and [f2dt as reference velecity rather than the velociby "Vipye" which is
found by integrating the scceleration data, By doing this, an errcr is
eliminated which would show up in the results obtained from the production
programs.

Portial Error Analysia

Reference Velocity

As mentioned, the quantity mem is the actual underlying

velocity which serves for the simulation of f, and fa, the average string
frequencies. The quantity AVy = Viep - Viyye 88 in Figure A9 shovs a
negative drift with nearly constant slope. It reaches -0,00065 ft/sec st
45 geconds. This error function cen be approximated by a straight line
through the origin with a slope of about -0.000013 ft/sec®, Therefore,
it is preferable to use srefng for the simulation of interrupler tlmes

which gerve as a reference, O0f course, if the least square fitting pro-
cedure which is used to find error coefficients includes the K, term for
fitting the blas error component, the error equivalent to using Strueg /7

instesd of using Spefys, 18 extracted at least approximately and does not
spoll the least square solutions essentially.

The observed error (Figure A-9) 1s grobably caused by the
different scale-factors of "f" and "a" which are 2'® and 22* respectively
and which may lead to different round-off errors.

Yeloeity C ted by the "Arma Integration" Program

- A mgre serious error is discovered if we process the simu-
lated dats f3 and fz2 through the production progream which computes
acceleration ("Sum and Difference" program) and then integrate these
acceleration date to find the indicated velocity Viyng ("Arma Integration"
program), The error AV = Vind - Vpef shows a systematic character with
a peak of about 0,0035 ft/sec in the neighborhood of burnout (16 sec,)
(see Pigure A-10). We find that over the greater part of the simulated
sled run, the sum model and the difference model yield an error AVz of
similar magnitude. -

The greater part of this error originates as we can show
from the deficiency of the chosen procedure in handling vibratiomal
components of acceleration, Inaapecting the tables which follow we find
that the recovered integrals f a“dt and f a“dt computed by the "Coordinate
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PRSP

TABLE OF [a°at - (4y =..004 sec)

A-120

Seconds  [afmedt  Jafuar  [efdt-faf.dt  [alat-fel, 4t (%)
8.7 39,340 39,307 - 33 ~0,084
95 80,090 79,994 - 36 - 012
10.2 123,706 123,565 - - .11
1.0 168,865 168,638 - 227 ~ .13
12,0 216,374 216,029 - 345 - .16
13.2 258,982 258,312 - 670 - .26
1.2 280,904 279,987 - 917 - .33
15.1 297,667 296,507 -1160 - +39
16.1 307,087 305,618 -1469 « J48
1Tl 330,%03 328,637 -1766 - o5k
18.0 346,343 344,351 -1992 - .58
19.4 361,875 359,60k -2231 - .62
20.9 368,795 366,415 -2380 - .6k
22,3 372,405 369,935 -2470 - .66
23,8 374,979 372,368 -2591 - +69
25,2 376,887 374,176 -2711 -T2
26,2 377,879 375,081 -2798 - o Th
27.6 379,123 376,202 ~2921 =TT
29.0 360,109 377,085 -302k - .75
30.5 381,019 377,866 -3153 - .83
31.% 381,504 378,275 ~3229 - +85
32.4 381,986 378,687 ~3299 ~ 86
33.4 382,411 379,044 ~3367 - .88
34.8 382,990 379,532 -3458 - <90
35.8 383,424 379,902 -3522 - +92
3603 383)59!" 380.901"5 "35,*9 - '92
36,7 383,788 380,209 ~3579 - +93
37.9 384,111 380,463 -3648 - .95
38.9 384,907 381,198 -3709 -
39.8 ,888 363,123 =3765 - <97
k0.6 389,707 385,896 -3811 - .98
41,3 394,935 391,091 -3844 - »97
k2.0 1,844 397,952 -3892 - 97
42,9 408,860 Lok ,930 -3930 - 96
bh.2 k10,715 bo6, k1 -397h - 97
k5.7 k11,356 407,345 -ho11 - .98
k7.3 k11,603 407,559 Lol - .98



Tine

Seconds JoRedt
8.7 7,602,159
9.5 16 ,320,321
10,2 27,464,883
11,0 38,212,213
1200 ue,&g,aﬂa
13.2 57,036,237
4.2 60,422,571
15.1 62,732,225
16.1 63,331,068
17.1 59,600,956
18.0 57,412,856
19.4 55,753,891
20.9 55,239,706
22,3 55,046,373
23.8 54,922, TTh
25.2 54,840,767
2%6.2 54,802,119
27.6 54,755,821
29,0 54,722,337
30.5 54,690,713
31.4 54,675,306
32.L 54,659,820
33.4 5k,6U46,9
34.8 54,630,846
35,8 54,618,153
36.3 54,613,562
36.7 54,607,953
37.9 54,599,967
38,9 5%,560,482
39.8 54,438,672
40,6 54,219,976
b1.3 53,715,173
42. 0 53,000 ’706
42,9 52:298:67!"
Iy, 2 52,217,365
5.7 52,201,304
47.3 52,197,129

afats

7,583,986
16,921,759
27,369,420
38,057,580
48,616,747

56,621,116
59,897,363
62,110,437
62,662,376
59,070,175

56,974,526
55,388,466
54,905,358
54,725,384
54,616,314

54,547,159
54,516,072
54,479,806
54,453,758
5k ,430,229

54,419,321
5k, 407,674
54,398,144
54,386,111
5k,376,140

54,372,614
54,368,307
54,363,006k
54,327,753
5“,212,599

54,001,594
53,506,462
52,805,238
52,113,257
52,036,823

52,022,821
52,019,785
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TABIE OF [a%dt - (tw = .00k sec)

JaRydt-/at et i%i:dt-fairu,d‘ (%)

- 18,173
- 58’222
- 95,463
-154,633
-232,475

-415,121
-525,208
-621,788
-668,692

"2’*0 )] 9’-!»8
-239,646
-236,903
-232,729

~226,073

-218 » 382
-208,711
-195,468
-185,417
180,562

~178,483
=177,34%

-0, 2k
- o34
o35
ko
A48
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B

TABLE OF qa(t) - {ty = .00k lec)

Time . E8ra8 x 20° - 53re%4 x 10° AVa(£t/sec
: Seconta . /ol [« \Wa(£t/sec)
e 8.7 - 5 128 0.000 12
9.5 - 16 413 0,000 ko
y 10,2 - 23 673 0.000 65
12,0 - 57 1641 0,001 58
13.2 -112 2930 0,002 82
14,2 =153 3703 0.003 55
15.1 194 4389 0.004 20
1541 -245 4720 0,00k LT
17.1 295 37T 0.003 45
18.0 -333 309% 0.002 T6
19.4 -373 2579 0.002 21
20.9 =398 2360 0.001 96
22.3 <1113 2266 0.001 85
23.8 «433 2163 0.001 T3
25.2 -453 2072 0,001 62
26, 468 2019 0,001 55
27.6 488 1948 0.001 46
29,0 -506 1896 0.001 39
30.5 =527 1838 0,001 31
31k -540 1807 0,001 27
32.4 =552 1780 0,001 23
33.4 ~563 1756 0.001 93
34,8 ~576 1727 0,001 49
35.8 -589 1708 0,001 12
36.3 -593 1701 0.001 11
36.7 ~599 1691 0,001 09
37.9 -610 1672 0,001 06
38.9 -gao 1643 0,001 02
39.2 - =630 15 0.000 97
ho,6 -637 153? 0,000 90
41,3 ~-643 1473 0,000 83
2.0 ~651 1379 0.000 T3
42,9 -657 1308 0.000 65
by, 2 -665 1274 0,000 61
ks, 7 ~6T1 1260 0.000 59
47.3 ~676 1252 0,000 58
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Function" program are too small in comparisen to the integrals which were
camputed from &ypye¢ This error, vhich amounts to =1,06% maximum for Jetat
and -0,97% meximm for [a®dt, 1s a "rectificaticn” error caused by the
sampling rate of 250 samples/see, which is too low, and possibly hy shorte
comings of the integration procese.

If we multiply the differsnce of the iniegrals by Ko/Ky or
Ke/Ki and 8dd the two products, we dbtain a function AVs (see Table of
AV4(t) and Figure A-10) very similar to the function AVe in Figure A-10.

A_Ya -~ % (f aaAIdt -f satmed‘b) - %:— (, f .,aAId.t - .atmdt)

vhere Xa/Ki = 0,167 367 x 10™°
Ks/Ky = 0,705 973 x 10™°  £or the given model of the VSA instrumert.

Comparing the nonlinear terms [a%t and [a®at with those cbtained with t, =
8 msec corresponding to og:hr 125 samples/sec, a small advantage of .11% in
‘the recovered value of f a~dt is found for ty; = 4 msec. However, - f a®dt 1is
found to be slightly better with ty = 8 msec.

The question arises: What causes the difference between AVa
and AVe in Figure A.10? There 1s still e small systemstic error (AVz - AVs)
which reachss about 0.0015 ft/sec at 31 seconds. A possible explanation is
this: In the process of computing & in the "Sum and Difference™ program,
the nonlinear terms

Ka /Py - fg + Ko \® Ks /£y - £p + Kg\®
K K )”‘l'ﬁ('x T )

ave computed as contributions to the total s, These texrms are then
integrated in the "Arma Integration” program approximately and implicitly
as part of the sumation process Bty to form the correction terms

Ka (2 . Ks (s
- K Ja2at and & [e at,

The mmerical process cf finding the terms - % [ aZat end - g—:- fa."’d.t in this

fashion is not the same as the process of computing the integrals [a®dt and

[a®t ss independent coordinate functions in the "Coordinate Functions™ pro-
grem., These integrals were used and interpolated to find AVs, Further
spalysis is needed to prove the validity of this hypothesis.
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error with & meximum velue on the order of .0035 f£t/sec.

We note at this peint that the above investigations thoroughly
validate the hot-run production program technigues up to a residual velocity

Further reduction

02 this error (elthough possible) was not seriously attempted in the produce-

tion programing.

We are now reedy to examine the remults of error coefficient

recovery by the production programming when artificial error coefficients
vere ingerted into the simulation of VSA information.

The &

lation Results

After having shown that the hot-run data processing introduced negligible
error (max ™ ,003 £t/sec as previously noted), it was then necessary to
insert artificial error coefficients into the test program and attempt to
recover them using the hot-run aversge velocity comparison and least squares
The foliowing teble illustrates the recovery accuracy
achieved for T = .3 seconds,

regression analysis.

R_CO CIENT RECOVERY (7 = .
. Max Velocity Relative Velocit;

Inserted Recovered | Recovered Error during Error - 1 Part

Coefficient Value Value -Inserted | Sled Run (ft/sec) | in xxx of Vpay
S¥o 0 = 1GUT3-5 | =e 1G4T3=5 -+ 0001 15,000,000
S +.287685-4 | +.32679-k | +.0360k-4 +,0058 257,000
8Kz +,36077=7 | +.3457Th=T7 | =+01503-7 -« 0006 2,500,000
5Ks - 70912-9 | -,696T2-9 | +.01240-9 +.0009 1,650,000
5Ky 0 <2475 -5 | ~.1KT5 -5 -+ 000k 3,750,000
- Const 0 =217 -2 | =.217 =2 -.0022 690,000

A study ves undertaken to determine the effects of variations in 7. The
results of this study are shown in Figures A-11 through A-16, The deviations
of the recovered coefficients from the reference coefficients are plotted

vertically.

The independent (abscissa) variable is T, the averaging time. As

may be seen from these figures, all solutions are very nearly equivalent in
Outside of this range the individual coefficients behave
differently, and in general the least squares solution begins to break down.
Each figure contains a set of seference levels expressed as 1 part in xx

the range .1 % T <.,5,
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Funetien” program sre too smell in comparison to the integrals which vers
computed from 8yy.ee This error, which amounts to -1,06% maximuin for [e%as
end -0.97% maximum for [e2dt, is a "rectification” ervor caused by the |
sampiing rate of 250 aamples/sec, which is too low, and possibly by shorie
conings of the integration pracess.

If ve multiply the difference of the integrals ty Ka/Ky or
Ks/Ki and sdd the two products, we cbtein a function AVs (eee Table of
AVs(t) and Pigure A-10) very similer to the function AVa in Figure A-10.

&y = - % (f a.aAIdt - faatmedt) - xh"{ ( fgsAIdt - a‘m,dt)'

where  Ka/Ky = 0,167 367 x 10™°

Ka/Ky = 0,705 973 x 0™  for the given model of the VSA instrument.

Comparing the nonlinear terms [a®dt end [e®at with those obtained with t, =
8 msec corresponding to ogly 125 samples/sec, & small adventege of ,11% in
the recovered value of [a”dt is found for ty = 4 msec. However, [a2dt is
found to be sligbtly better with ty = S msec,

The question arises: What causes the difference between AVo
end AV, in Plgure A.10? There is still & small systematic error (AVaz - AVs)
vhich reaches about 0.0015 £+/sec et 31 seconds. A possible explanation 4s
this: In the process of computing & in the "Sum and Difference® progrem,
the nonlinear terms

HE ooy

are computed as contributions to the total a. These terms are then
integrated in the "Arma Integration™ program approximately and implicitly
as part of the sumation process Bty to form the correction terms

- % Je®at  and - 1;1-3 Jedat,

The mmerical process of finding the terms . % [a"at and - % [a%t in tnis

fashion is not the same as the process of computing the integrals f a®dt and

[a®at as independent coordinate functions in the "Cocrdinate Punctions® pro-
gram. These integrals were used and interpolated to find AVs. Further
soalysis is needed to prove the validity of this hypothesis,
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error vith a maximum value on the order of .0035 ft/sec,

We note at this point that the above inveatigations thoroughly
validate the hot-run production progrsm technigues up to = residual veloeity

Further reduction

of this error (although possible) was not seriously attempted in the produc-

tion programming,

We are nov ready to examine the resilts of error coefficient

recovery by the produciion programming vhen artificiel error coefficients
Were inserted into the simulation of VSA information.

The Simulation Results

After having shown tha*t the hot-rum data processing introduced negligible
error (max = ,003 ft/sec as previously noted), it was then necessary to
ingert artificial error coefficients into the test program and attempt to
recover them using the hot-run average velocity comparison and least squares
The following table illustrates the recovery accuracy
achieved for T = ,3 seconds,

regression aralysis,

R_COEFFIC RECOVERY (T =
, Max Velocity Relative Velocity
Coefficient In::ﬁ:d Reg:x;:ed 13;:::;::& Slgrgznd\(xﬁ%ec) i?:?:: ;flvz::t

SKq o -.19473-5 | -.19473-5 =,0001 15,000,000
8K +,28785-4 | +.32679-4 | +,03804-4 +,0058 257,000
8Kp +4360T7=-T | +.34574-7 | =.01503-7 -+0006 2,500,000
8Ks =.70912-9 | -.69672-9 | +.012k0-9 +,0009 1,650,000
BKp, 0 “1¥75 <5 | . 1475 -5 -+ 000k 3,750,000
Const 0 =217 =2 | ~o217 -2 -,0022 690,000

A study was underteken to determine the effecte of variations in 7.

The

results of this study are shown in Figures A-ll through A-16. The deviations
of the recovered coefficients from the reference coefficlents are plotted
vertically. The independent (abscissa) variable is T, the averaging time. As
mey be seen from these figures, all soluticns are very nearly eguivalent in
Outside of this range the individual coefficients behave
differently, and in general the least squares soclution begins to break down.
Fach figure contains a set of reference levels expressed as 1 part in xxx

the range .1 =T <,5.
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of Vpaxr These lavels allovw a quick evalwtion of how drastic the effects
of the noted errors in coefficient recovery would be for a typical sled xun,
As mey be noted, no error on any figure exceeds 1 part in 173,000 of Vygx.

This shows thet over the entire investigation range .01 T

1.0, the

accuracy of the error coefficient recovery was equivalent to a relative error
of less than 1 part in 173,000 of Vyax.

If the averaging time (T) is allowed to get longer and longer the
accuracy of the comperison becomes similar to that of a pure distance compari.-
son. The following table shows the results of en error coefficient evaluation

on the distance level using the dynamic simulation.

The error coefficient

recovery is actually quite good, but it does not match the accuracy obtain.
able from the average velocity comparison method. Thus, the regresaion
analysis does not break down on the distance level, it is simply not as good

as it 18 on the average velocity level,

It might be that an iterative regres.-

sion technique could be employed to obtain the error ccefficients from a

combination of the two comparisons,

For example:

One might evaluate the

scale factor(®Ky) and offset (Const.) from a least squares on the distance
level, extract these error sources from the accelerometer output indication
and then solve for the remaining error coellicients by a regression on the

residual error using an aversge velocity comperison.

Many possible varia-

tions of such an approach could be employed to optimize the recovery of some

specified set of error coefficienis.

As shown in these last two tables, the

ability to use track test data to celibrate en inertial accelerometer is
esgentially proved.

DISTANCE COMPARISON

Max Velocity Relative velocity
Pocttictent | Vet | veiwe - | insevied | Sed Run (rtfsee) | in mme of veo!
8Ko 0 -e15607-3 | «.15607-3 -.0078 192,000
&K, +.28785-4 | +.26025-4 | -.02760-k we Q041 352,000
8Kg +,3607T7-T | +.20082-7 | -.15995-7 -, 0064 234,000
8Ks -e70912-9 | =.48838-9 | +.22074-9 +,0155 97,000
8Ky 0 ~9668 =5 | =.9668 -5 -.0026 572,000
Const 0 +,10249-2 | +.10249-2 +.0010 1,500,000
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