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ABSTRACT

Under Contract AF30(602)-2459, Goodyear Aircraft Corporation (GAC) con-

ducted a study that approached the target recognition problem analytically,

experimentally, and through photographic examination of target attributes.

Aerial photographs of runways, petroleum refineries, and industrial complexes

provided attribute data on which part of the analytical and experimental studies

were based. The detection of petroleum refineries in the spatial frequency do-

main and of industrial complexes in the time domain were investigated analyti-

cally.

Correlation surfaces of targets and a slit template were studied experimentally.

Further development of this effort demonstrated that the second deriv iye of

the correlation function is a reliable attribute for the detection of such straight-

line patterns as runways, roads, and ships. A width-gating device was con-

structed and the extraction of straight-line patterns from their backgrounds on

the basis of the width attribute was demonstrated.

Three suggested systems for the detection of straight-line patterns and the

recognition of runways are described, and a system for the detection of irreg-

ular pattern areas is defined. GAC recommends that several of these systems

be assembled and their screening ability evaluated. Methods of automatic

threshold compensation for variations in photographic parameters should be

examined, and attributes and attribute-measuring techniques should be studied

for other target patterns not considered in this report.

I

-iii -
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AIR FORCE FOREWORD

This study was initiated by the Reconnaissance Charting and Interpretation
Branch of the Information Processing Laboratory as a part of the Air Force
program to develop an interpretation capability compatible with future recon-
naissance systems. Specifically, the purpose of this study was to investigate
the value of electronic correlation techniques for the automatic and semi-auto-
matic detection and recognition of targets on aerial reconnaissance photogra-
phy.

This study has investigated both analytically and experimentally several pos-
sible techniques. These include the spatial and time domain analysis of the
original imagery, the analysis of correlation surfaces generated by optical
correlation between imagery and templets, and the analysis of target signa-
tures generated by the measurement of various attributes of the imagery.

Extensive analyses of these techniques were performed and some of the analy-
tical conclusions were validated empirically. Current and programmed work
will validate further the analytical portion of the work.

On the basis of the extensive analytical and empirical analyses, the report
presents several suggested target recognition systems. Three of the systems
are straight-line pattern analyzers while the fourth is a pattern and detector
that would be designed to detect pattern with specific dimensions and length-
to-width ratios. It is possible to make use of the techniques developed during
the study through the breadboarding of these suggested configurations.

The study has generated ideas and techniques that may be of immediate interest
to help solve some existing problems, such as detection of clouds, water, and
rural areas or the detection of indicators of human activity. However, the
work also has a more long range application. As "perceptive" and "cognitive"
devices are applied towards some of the photo interpretation tasks, techniques
such as those developed by Goodyear Aircraft Corporation will be required to
reduce the complex aerial photograph to a simpler and more usable form.

This document presents the results of a scientific investigation. It is hoped
that it will stimulate interest in the problem and will serve as an indication of
our interest. Comments on this work, scientific or philosophical, are invited
and should be addressed to the contract scientist.

LYNWOOD D. SINNAMON, Jr.
Physical Scieaitist
ATTN: RAWICC
Rone Air De\elopment Center
Griffi.s Air Force Base, New York
Malrch 10b2
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PREFACE

This report was prepared by Goodyear Aircraft Corporation,

Akron, Ohio, under Air Force Contract AF30(602)-2459. It

describes studies begun in March 1961 and concluded in De-

cember 1961.

The study personnel were members the Advanced Avionics

Systems Engineering Department of Goodyear Aircraft Cor-

poration. The chief contributors and their fields of partici-

pation were: R. S. Bachtell, project engineer; M. Hansburg

and J. N. Burns, correlation techniques; C. Leontis and

T. V. Link, experimental evaluation; R. H. Smith, system

design; and J. F. Simpson, target attribute studies.
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SECTION I - INTRODUCTION

1. GENERAL

Goodyear Aircraft Corporation (GAC), under Contract AF30(602)-2459, l,a

conducted a program to make possible the recognition of target patterns in

aerial photographs by electronic correlation technique@. The results of

that program are reported herein.

2. STATEMENT OF PROBLEM

a. General

The problem of pattern recognition has two major parts.

First, target patterns must be classified a priori according to some
measurable characteristics or attributes. Three different levels of
pattern classification by attributes are detection, recognition, and
identification. Patterns that are detected can be subdivided into pat-
terns that are recognized and, further, patterns that are identified.

For example, straight-line patterns can be detected, runways recog-

nized, and specific airports identified. (Since "recognition" cannot
be precisely defined, it will be used herein as the subclass of those

patterns that are detected. )

Second, the desired target patterns must be automatically detected,

and the pattern attributes must be automatically measured and com-
pared with the values of the a priori selected attributes.

b. Target Classification

The target classification most amenable to automatic recognition is

attributes, or characteristics, of the target. The attributes can be

Superior number* in the text refer to items in the List of References, p. 207.

-1-
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4

geometrical, such as linear dimensions or shape, and can be related

to the reflectivity of the target, such as the texture of a runway or the

shadows at the edges of a building, or they can result from some lin-

ear or nonlinear filtering operation on the photograph. For example,

various characteristics of the correlation function or of spectral en-

ergy in the spatial frequency domain may represent usable attributes.

Many targets are classified both by target attributes and by inference

from nearby objects. Much recognition by photographic interpreters

is of this type. For example, a pattern can be classified as a build-

ing by its shape and background contrast and can be further classified

by inference as an industrial plant by the presence of a large parking

lot filled with automobiles. However, this program did not deal with

inference as an aid to classification.

The usual classification of targets is verbal, which may have no re-

lation to attributes but be based on function only. In some cases, all

the individual targets that comprise a verbal class may have similar

attributes, but this is not generally true. A verbal class such as "mis-

sile launch sites" can possibly be subdivided into verbal categories

that have similar attributes, such as surface-to-surface or surface-

to-air. However, if they do not have similar attributes, they must

then be subdivided into still finer categories, so that instead of one

recognition problem, many emerge.

In other cases, individupl targets of a verbal class may have similar

attributes but other verbal classes may have the same attributes and

hence no distribution between the classes is possible. For example,

the verbal class "steel fabrication plant" has no special attributes (at

least for automatic recognition) that could distinguish it from many

other industrial classes.

Third, the first part of the recognition problem is the a priori selec-

tion of measurable attributes that will classify the target pattern. The

study of runways, petroleum refineries, and industrial complexes
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described in Section II had as its objective the a priori selection of

geometrical attributes.

One objective at the analytical study of correlation techniques des-

cribed in Section III was the examination and selection of nongeomet-

rical attributes; i.e. , attributes of the correlation functioni or of

spectral energy.

c. Automatic Detection and Classification of Target Patterns

The second part of the recognition problem is complicated by several

factors.

First, the target location is not known a priori, which, although ob-

vious, is a major part of the classification or recognition problem

since a target must somehow be detected or located before it can be

classified. (In some cases detection and classification occur simul-

taneously. )

Second, the target orientation and possible scale are not known a

priori. This means that either the detection and classification tech-

nique must be independent of these factors or the photograph must be

examined over a wide range of orientation and scales.

Third, the target is surrounded by a background that may confuse or

interfere with the detection and classification phase. The contrast

between target and background may be so low that only the most care-

ful examination will reveal its presence. The background also may

contain nearby patterns that could be counted as part of the target and

hence could confuse the classification.

The measurement of attributes may be either in sequence or in paral-

lel. There are justifications for both methods. Comparisons of meas-

ured attributes with the a priori attributes would probably be statisti-

cal. An example of runway recognition using statistical decision theo-

ry is given in Section II.

-3-
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The second part of the recognition problem is then to develop correla-

tion techniques that will:

1. Detect the pattern regardless of scale, orientation,

and position.

2. Measure the pattern attributes and ignore undesir-

able background attributes.

3. Determine whether or not the combination of meas-

ured attributes is similar enough to the combina-

tion of a priori attributes.

Section IV describes the laboratory study of correlation techniques for

the automatic detection and measurement of pattern attributes.

-4-
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SECTION II - PHOTOGRAPHIC EXAMINATION OF PATTERN ATTRIBUTES

1. GENERAL

Attribute studies were made for runways and industrial complexes. Two

classes of industrial complexes were considered: those that contain cir-

cular patterns and those that contain rectangular and polyrectangular pat-

terns.

At the beginning of the study period, considerable work had already been

completed for runways. Those studies showed that successful recognition
of runways could possibly be based on the identification of rectangular pat-

terns in terms of two parameters, width and length. The feasibility of

this concept was further determined through a statistical examination of

runways and typical nontargets of the northeastern United States.

A preliminary attribute study of industrial complexes was made to deter-

mine the usefulness of individual circular or noncircular patterns in rec-

ognizing a given complex. Separate studies made for the circular and non-

circular patterns provided statistical descriptions of the dimensions, spac-

ings, and edge gradients for each pattern class. Additional useful indus-

trial attributes were found, such as the parallelism and straightness of a

high-frequency activity.

2. STATISTICAL EXPERIMENT IN RUNWAY RECOGNITION

a. General

The purpose of the statistical experiment in runway recognition was

to demonstrate the feasibility of identifying airfield runways in a het-

erogeneous background typical of the northeastern U.S.

The differentiation of runways (the "targets" in the statistical experi-

ment) from nonrunway ("nontarget") patterns was based on identifying

-5-
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rectangular patterns and evaluating the two parameters, width and

length.

The statistical analysis indicated the probabilities of correct and in-

correct identification of targets and nontargets and provided evidence

of the reliability of runway identification.

b. Target and Nontarget Data

Targets sought in the statistical experiment were the type of runways

found at military airfields or at civilian airfields with military facili-

ties. Every fourth airfield listed in Reference 2 was tabulated. A

total of 22 airfields with 61 total runways was included. The runway

widths (a) and lengths (b) together with their respective conditional

probability distributions P(alt) and P(blt) are given in Table I.

TABLE I - DISTRIBUTION AND PROBABILITY OF TARGET AND

NONTARGET ATTRIBUTES

Attribute Targets Nontargets Probability ratio

Width, a (ft) Number P(alt) Number P(aint) P(alt)/P(alnt)

75-124 5 0.082 42 0. 140 0.579

125-174 45 0. 735 48 0. 160 4.590

175-224 7 0. 114 50 0. 167 0.683

225-274 0 0 49 0. 163 0

275-324 4 0.065 46 0. 153 0.378

325-374 0 0 38 0. 126 0

375-425 0 0 27 0.090 0

Length, b (ft) Number P(bit) Number P(blnt) P(blt)/P(bnt)

0-499 0 0 48 0. 160 0
500-999 0 0 85 0.283 0

1,000-1,499 0 0 108 0.360 0

1,500-1,999 0 0 34 0. 113 0 4.
2,000-2,499 0 0 13 0,043 0
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TABLE I - DISTRIBUTION AND PROBABILITY OF TARGET AND

NONTARGET ATTRIBUTES (Continued)

Attribute Targets Nontargets Probability ratio

Length, b (ft) Number P(blt) Number P(blnt) P(blt)/P(blnt)

2,500-2,999 0 0 10 0.033 0

3,000-3,499 0 0 0 0 0

3,500-3,999 6 0.098 0 0 o

4,000-4,499 5 0.082 0 0 o

4,500-4,999 5 0.082 0 0 00

5,000-5,499 13 0.213 0 0 o

5,500-5,999 4 0.065 0 0 o

6,000-6,499 4 0.065 0 0 o

6,500-6,999 4 0.065 0 0 o

7,000-7,499 9 0.148 0 0 o

7,500-7,999 0 0 0 0 0

8,000-8,499 4 0.065 2 0.006 10.41

8,500-8,999 0 0 0 0 0

9,000-9,499 2 0.033 0 0 00

9,500-9,999 1 0.016 0 0 o

10,000-10,499 0 0 0 0 0

10,500-10,999 0 0 0 0 0

11, 000-11,499 1 0.016 0 0 00

11,500-11,999 1 0.016 0 0 Co

12, 000-12,499 2 0.033 0 0 o

Nontargets were selected in an area of 138 sq naut mi in Lucas Coun-

ty in north central Ohio. This area was chosen because it encom-

passes farm land, urban and industrial areas, a coastline and port, a

navigable river, railroads and railroad yards, and turnpike-type high-

ways. In addition, the topography is essentially flat and therefore

suitable for runways or other long, man-made features, The area
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has been surveyed on a basis of one-square-mile sections. Therefore,

the property boundaries and roads have a high degree of linearity and

90-deg conjunctions, which provides a greater opportunity for confu-

sion of targets and nontargets than in areas of nonrectangular surveys.

Thus, the sample area chosen is believed to represent the most dif-

ficult assemblage of patterns that could be anticipated in the north-

eastern U.S. A total of 300 nontargets was measured; their lengths,

widths, and probability distributions are also given in Table I.

c. Statistical Evaluation of Attribute Data

A statistical analysis was made of the probability of correct discrimi-

nation between targets and nontargets together with proper ident.fica-

tion of targets. The factors of probability dealt with are defined as:

P(ntlt) = conditional probability of a nontarget decision
when a target is present (incorrect decision)

P(tlnt) = conditional probability of a target decision when
a nontarget is present (incorrect decision)

P(ttt) = conditional probability of a target detection when
a target is present (correct decision)

P(ntlnt) = conditional probability of a nontarget detection
wnen a nontarget is present (correct decision)

P(alt) = conditional probability of width a when the pat-
tern is a target

P(aint) = conditional probability of width a when the pat-
tern is a nontarget

The correct decision probabilities were computed by first calculating

the incorrect decision probabilities and then using the following rela-

tionships:

P(ntlnt) + P(tlnt) = I

P(tlt) P(ntlt) = I

The conditional probability P(ntlt) of a nontarget decision when a
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target exists, for a single attribute (in this case width, a), is ex-

pressed by

P(ntIt) = P(alt) , (1)

An t

where Ant is a set of values of the width a that satisfies the condition

of a nontarget decision, and
L P(afnt) < M

where L is a loss-ratio constant assumed in this case to be unity.

The conditional probability P(tInt) of a target decision if a nontarget

is present, for the same single parameter, can be calculated from

P(tlnt) = a P(alnt) , (3)

At

where At is a set of values of width a that satisfies the condition of a

target decision, and

L P(al) >1P(a Int) (4)

P(alt) and P(aint) are given in Table I with the ratio P(alt)/P(alnt).

Thus,

P(ntlt) = 0. 254,

P(tInt) = 0. 160,

P(tlt) = I - 0.254

= 0.746,

and

P(ntlnt) = I - 0. J60

= 0.84.

-9-
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Similar calculations were made for the other parameter, length b.

The results are given in Table II.

TABLE II - DECISION PROBABILITIES FOR LENGTH AND

WIDTH PARAMETERS

Incorrect Correct decision

decision probabilities probabilities

Parameter P(ntlt) P(tlnt) (Ptt) P(nt nt)

Width, a 0.254 0. 160 0.746 0.84

Length, b 0 0.006 1.00 0.994

d. Results

The large values (see Table II) obtained in the statistical experiment

for the correct decision probabilities, P(tlt) and P(ntlnt), and the

small values obtained for the incorrect decision probabilities, P(ntlt)

and P(tlnt), indicate that the parameters of width and particularly of

length are valid criteria for the recognition and discrimination of air-

field runways in the northeastern U.S. Therefore, there is a high

probability of success for a runway recognition process that utilizes

(1) pattern widths to separate the targets from their background and

(2) pattern lengths to render the final target decisions.

3. CHARACTERISTICS OF INDUSTRIAL COMPLEXES

a. General

Aerial photographs were examined to determine proper attribute des-

criptions for industrial complexes of Toledo, Ohio, and Dallas, Tex-

as. In Toledo 25 complexes were studied; in Dallas, 19. The fre-

quency distribution of the areal sizes of these complexes is given.

graphically in Figure 1.

Two distinct pattern classes exist within the Toledo and Dallas I

-10-
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complexes: circles (usually oil tanks) and the more common rectan-

gular or polyrectangular pattern. (See Figure 2. ) The polyrectan-

gular patterns are discussed in item 4, below, while the Toledo-

Dallas and other circular patterns are considered in item 5.

b. Pattern Contrast

For the attributes of a given pattern to be determined in an automatic

recognition device, there must be sufficient contrast between the pat-

tern and its background. For this study, the contrast has been meas-

ured in terms of the number of equivalent density steps in a standard

density wedge, in which the ratio of transmissivities between suces-

sive steps is two. The distribution of these density-step contrast

values for the examined patterns is given in Figure 3.

Although most of these patterns exhibit contrast values greater than

one density step and therefore are readily analyzed with proper read-

out equipment, some patterns do have contrast values of less than one

step.

c. Miscellaneous Industrial Complex Attributes

For industrial complexes the following general characteristics are

important sources of recognition information.

The parallelism of the patterns, i.e. , the tendency of the major axes

of the patterns within a given complex to be either parallel to each

other or perpendicular, is a useful characteristic. Of the 44 com-

plexes studied, only 32 percent had any acute angles in the arrange-

ment of the included patterns, and these deviations were generally

for only a small portion of the patterns within the complex.

The extent of the background adjoining the complex (i.e., the relative

isolation of the complex) is important in recognition systems that ex-

amine the complex as an entity. Complexes were subjectively judged

to be either "isolated" or "contiguous" in relation to adjacent build-

ings. These decisions were made as follows:

-12-
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CIRCULAR PATTERN POLYRECTANGULAR PATTERN

I i.t: , ''

POLYRECTANGULAR PATTERN POLYRECTANGULAR PATTERN11

Figure 2 - Rt'presentative Circular and tPolyroc-tangul,tr In'istrial P'attcrns
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)

Dallas Toledo

Isolated 7 10

Intermediate 7 2

Contiguous 5 13

Another important recognition characteristic of an industrial com-

plex is the accompanying high-frequency activity. For example,

parked cars, the spaces between factory buildings, skylights, inter-

connecting roads, and paths provide a high-frequency activity, most

of which is in the form of paraliel, straight lines of restricted lengths

that can be readily detected with a line correlator. (See Section V.)

Examples of such high-frequency activity are given in Figure 2.

4. ATTRIBUTE DESCRIPTION OF POLYRECTANGULAR PATTERNS

The polyrectangular patterns were subdivided into rectangles for more

convenient handling, and the widths and lengths of the individual rectan-

gles were measured. The distributions of these lengths and widths are

given in Figures 4 and 5, respectively.

The dimensions of a pattern do not by themselves determine the pattern;

analytical time-domain and frequency-domain pattern identification studies

(see Section III) showed that the pattern spacing or the extent of a pattern's

adjoining background is equally important. The distribution of the spacing

of these patterns is given in Figure 6.

5. ATTRIBUTE CLASSIFICATION OF PETROLEUM REFINERIES (CIR-

CULAR PATTERNS)

a. Statement of Problem

(1) General

Recognition of a class of patterns by attribute measurement re-

quires a unique combination of attributes. A series of photographs
of petroleum refineries and similar complexes was interpreted

-15-
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to collect data describing the geometry of the storage tanks and

to determine whether or not a unique set of attributes exists.

(2) Experimental Approach

Various target complexes containing circular patterns were ex-

amined and subdivided into groups of equal-size circular pat-

terns. Each group was measured to determine (1) the number of

tanks, (2) tank diameters, (3) the number of rows, (4) the num-

ber of columns, (5) spacing along the rows, (6) spacing along the

columns, (7) the polarity of tanks versus backgrounds, and (8) the

density increment between tanks and backgrounds. The critical

factors were then analyzed and presented in graph form.

(3) Sample Areas and Samples

Eleven refineries were studied. Three were in Toledo; one near

Cincinnati, Ohio; two near Dallas; four near New Orleans, La. ;

and one near Shreveport, La. These refineries contained a total

of 951 tanks.

Six nonrefineary complexes were studied. Four were in the Dallas

area and two were in the New Orleans area. These nonrefinery

complexes contained a total of 174 circular patterns.

b. Results of Refinery Analysis

The frequency distribution of the 951 tank diameters in the refinery

complexes is shown graphically in Figure 7, which indicates a high

frequency for tanks between 5 and 20 m and between 36 and 40 m in

diameter.

Figure 8 shows the frequency distribution for the number of tanks

contained in each of 118 groups of equal-diameter tanks. The number

of groups at each of the 11 refineries studied was as follows, with a

standard deviation of 6. 16:

1
-19-
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Is

Refinery Number of groups

I 14

II 13

III 25

IV 11

V 5

VI 10

VII 6

VIII 3

IX 5

X II

XI 18

Average 11

Table III indicates the occurrence of groups of tanks of equal diameters

for the 11 refineries. An "X" indicates that at least one group of tanks
of a given diameter was present at a given refinery.

Figure 9 shows the frequency of occurrence of various groups of tanks
of a given equal diameter. The average group had a diameter of 21 to

25 m and the standard deviation was 13.4 m.

Figure 10 shows the average spacing of rows and columns between re-
finery tanks. The ratio of spacing to tank diameter was approximately
1.5 to 1, which corresponds to a tank duty cycle of 0.4 for most of the

tanks. The triangles that bracket the average points in Figure 10 indi-

cate the limits of *1 standard deviation.

The polarity of refinery tanks against backgrounds was predominantly

(94. 3 percent) light on dark. The degree of this contrast was deter-
mined in terms of an arbitrary density wedge that contained six steps

from 0 (white) to 6 (black). The frequency of tank occurrence for a

given contrast per number of steps is shown in Figure 11. Reliable

readout can be obtained for contrasts of one or more density steps.
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TABLE III - OCCURRENCE OF EQUAL-DIAMETER TANK GROUPS

WITHIN A GIVEN REFINERY

Tank Refinery
diameter
'(meter.s) I II III IV V VI VII VIII IX X XI

0 to 5 X

6to 10 X X X X X X X

ll to 15 X X X X X X X X X X

16 to Z0 X X X X X X X X

Zl to Z5 X X X X X X X X

26 to 30 X X X X

31 to 35 X X X X X X

36 to 40 X X X X X X X X X

41 to 45 X X X

46 to 50 X X

51 to 55 X

56 to 60

61 to 65 X

C. Results of Nonrefinery Analysis

Figure 12 shows the frequency distributon of diameters of circular

patterns in nonrefinery complexes. Three diameter ranges having a

high frequency were 0 to 5, 36 to 40, and 46 to 50 m.

Figure 13 is a plot of diameter versus spacing of nonrefinery patterns.

Spacing appeared to be constant at about 0 to 5 m for diameters of less

than 25 m, and increased irregularly beyond that diameter. However,

the ratio of spacing to diameter was never greater than 0. 5 to 1 and

differed from the ratio of 1. 5 to I for oil tanks.

d. Conclusions

Contrast of tanks (Figure 11) was sufficient to permit high readout i

reliability. Groups of tanks between 5 and 40 m in diameter can be

-26 -
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anticipated with high probability in refinery complexes. Refinery

tanks are ordinarily spaced so that the ratio of spacing to diameter

is 1.5 to 1.

Thus, it appears that a pattern recognition device designed to meas-

ure these parameters will be successful in recognizing petroleum re-

fineries.

6. CONCLUSIONS

The attributes of runways, petroleum refineries, and more general indus-

trial complexes were analyzed through careful examination of selected pho-

tographs. The following conclusions can be drawn from the study.

A high probability for the successful recognition of runways is obtained

through the detection of rectangular patterns that lie within given intervals

of width (125 to 325 ft) and length (3500 to 12, 500 ft) for the northeastern

U.S This conclusion is sub.cantiated by the high values for the correct-
decision probabilities and the low values for the incorrect-decision proba-

bilities (Table II).

The following attributes give oil tanks a unique spectral distribution that

can be used in their recognition and therefore in the recognition of refin-

eries. Tanks are usually light in a dark background and have sufficient

contrast (see Figure 11) for reliable readout. Equally spaced tanks of

equal diameter exist in repetitive groups in which the ratio of tank spac-

ing to tank diameter is approximately 1.5 to 1, which is equivalent to a

duty cycle of 0.4. Each refinery is almost certain to contain some such

groups of tanks with diameters between 5 and 40 m.

Recognition of general industrial complexes is more difficult because the

complexes cannot be classified by any reasonably simple set of geometri-

cal attributes. However, they do contain, among other things, rectangular
or polyrectangular patterns and parallel, straight, and very narrow strips

that appear between the individual buildings, skylights, parked cars, in-

terconnecting walks, and driveways. Although in some cases the complexes

-29-
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can be classified from geometrical attributes alone, it seems necessary

to examine other attributes for a general solution. (See Section III.)

I0
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SECTION III - ANALYTICAL STUDY OF PATTERN ATTRIBUTES

Subsection One - General

Two general methods of correlation can be utilized to achieve pattern recogni-

tion. One method correlates a reference template (a representation of the de-

sired pattern) with the actual photographic scene. The other method uses cor-

relation of the scene with a spot, an expanding spot, a line, or some other ele-

mentary pattern to obtain information concerning the unique attributes of the

pattern; this information then yields pattern recognition.

The first method, template matching, requires proper target-template cor-

respondence in orientation, scale, and signal polarity before a suitable peak

correlation is obtained. However, even if such correspondence is achieved -

and it is a difficult problem - the correlation peak obtained is not highly relia-

ble.

The second correlation method, which recognizes targets through their attri-

butes, is simpler and more successful. A quantitative photograph study of

some of the unique attributes that are characteristic of runw,./s and industrial

complexes is described in Section II.

The recognition of the rectangular pattern of a runway is accomplished through

attributes that define the pattern edges, the straightness of the edges, and the

pattern length and width. The correlators used are (1) the width-sifter, which

correlates the scene with a spot to determine the pattern edges and widths, and

(2) the straight-line detector (see Section V), which uses the correlation of a

line to determine pattern edge straightness and length.

The recognition of industrial complexes, on the other hand, requires that many

attributes be measured before recognition can be considered relidble. There-

fore, an analytical study of the other attributes that can be used to achieve a
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more reliable recognition of industrial complexes is described in this section.

However, a more important contribution of such a study is the sets of restrict-

ing requirements generated for each attribute that define the applicability of

the attribute to the recognition of a given target class.

Because of the parallel or perpendicular orientation of industrial patterns and

especially because of the periodicity of the circular patterns, the uniqueness

of the spectral energy distributions of such patterns was investigated. Unique

spectral attributes amenable to filtering were found mainly in target patterns

that have a repetitive sequence of at least two patterns and approximately equal

target length and spacing.

A frequency domain "oil tank" filter for use in a coherent optical channel was

designed to take advantage of these spectral requirements. Such a filter per-

mits simple experimental verification of the frequency domain study and com-

parison of the frequency and time domain correlation efforts.

A time domain method, the expanding-spot scanner, for the identification of

irregular patterns was studied. Such a scanner utilizes the correlation of an

expanding spot to overcome some of the frequency domain restrictions: i.e.,

pattern recurrence, approximately equal target length and spacing, and positive

target polarity (white on black background). A quantitative analysis was also

made of the action of the expanding spot.
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Subsection Two - Frequency Domain Analysis of Industrial Patterns

1. GENERAL

The distribution of spectral energy for single pulses, pulse pairs (doublets),

and recurrent sequences that can be used to simulate photographic patterns

of varying complexity were studied and are discussed in the following para-

graphs. The energy associated with the principal spectral loops, or maxi-

ma, of recurrent spectrums are useful in pattern recognition because of the

uniqueness of such energy distributions. A quantitative description is

given of the relative energy content of the first few spectral loops as a

function of the duty cycle and the number of pulses of a recurrent sequence.

2. SPECTRAL DENSITY AND ENERGY OF SIMULATED INDUSTRIAL PAT-
TERNS

The buildings and spacings for most industrial sites can be simulated by

single pulses, pulse pairs, or sequences of repetitive pulses. To simplify

the mathematics in this first preliminary investigation, spectral calcula-

tions were carried out in only one dimension, although it is recognized

that the buildings and the spacings are actually two-dimensional. However,

if the x and y dimensions of a pattern are independent of each other, as in

a rectangle that is aligned with the coordinate system, the two-dimensional

spectrum is the product of two one-dimensional spectrums.

The three signals chosen to simulate industrial patterns are shown in Fig-

ure 14. The pulses, which simulate the buildings, have an amplitude VfAh
and a width of Za m, while the pulse or building spacings are at zero level

and Zb m wide.

A preliminary statistical study (see Section I, item 4) of the industrial
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buildings of Toledo and Dallas indicates a spread in lengths (Za) of 10 to

400 m and in spacings (2b) of 10 to 300 m.

The spectral energy contents of the three signals are presented below.

The expressions for the spectrums of the pulse, double pulse, and re-

current pulses can be obtained from the Fraunhofer diffraction patterns

of a slit, dual slit, and grating, respectively. Such patterns are given

in Reference 3 as a function of the ray angle, 8, and of the wave length,

X, of the coherent light source. These expressions can be converted to

the desired spectral equation with the following relationship between the

radial frequency, W, and the diffraction parameters:

27T sin 0 (5)

(The deviation of Equation 5 is given in Reference 4.

The single pulse pl(x) (see Figure 14), representing an industrial site

with a single large factory building, has the following energy spectrum,
a

p 2(f) = A14a2 sin aw)2 (6)

The dual pulse hl(x) (Figure 14), representing the next order of industrial

site complexity, has the following energy spectrum,H(f)

a sinWa a()Hllf) Ahl 6 a? ( a ) cos W(a + b) (7)
h Wa

Sequences of repetitive pulses h2 (x), h 3 (x) (Figure 14) are characteristic

of such industrial complexes as oil refineries, warehouses, and railroad

yards, and of other area complexes such as military barracks and urban

developments. The energy spectrums, I Hz(f),l for a repetitive sequence

of N patterns are defined by

I2f A a 2(sin 2Wa) I sin2II(Nw)(a (8b)
I h (wa) sinl[(W)(a + b)] (8)
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The dual pulse spectrums are a special case of the above spectrums and

and can be obtained by substituting N = 2 in Equation 8.

Representative spectrums, in square meters, of these types of signals

are plotted in Figure 15 as a function of the radial frequency, W, in radi-

ans per meter. The W scale is defined in terms of an integer, n, and a

unit radian measure (0. 00362 radians per meter), which is comparable

to a spatial wave length of 1735 m.

The curves labeled I Pl(f) 2 and IHl(fM 2 represent, respectively, a single

pulse of length 2a = 580 m and a pulse pair in which 2a = 290 m and 2b =

70 m. The pulse pair represents a pair of acceptable industrial buildings;

while the single target, since its length exceeds that of an industrial build-

ing, represents a noisy background signal with a total energy content equal

to that of the pair of industrial buildings. Comparison of the two spectrums

indicates that little difference exists except at the second loop, 3 ; n < 6,

and that this difference represents a small portion of the total energy of

each spectrum.

The other pair of spectral curves in Figure 15 represents two sets of re-

current pulses; one has an equal pulse and spacing length of 25 m, and the

other has a pulse and spacing length of 40 m and 10 m, respectively. Such

recurrent spectrums display main loops or principal maxima of energy at

U) 0, 7T 27T kT
a + a +b 3 ' 77

The first central energy loops for each of the two recurrent spectrums

are shown in Figure 15.

A more useful measure of the discrimination between the spectrums of tar-

gets and nontargets is the cumulative integral, with respect to W, of the

spectral energy: i. e., the total energy within a given load pass. From

such data, the discriminatory effectiveness of a given band pass filter can

be obtained by noting the percent of signal energy passed by the filter. The

cumulative spectral energy, E(H), for a given signal spectrum, IH(f)l 2

is
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I

E(H) = H(f) 2 dw

The integrals of the spectrums from Equations 6 and 8 were computed

numerically with Simpson's rule and are plotted in Figure 16 in terms of

the percentage of the original energy content, E 0 , available from
+oon

E = h(x)2 dx (9)

Again for the pulse and for the pulse pair, little of the signal energy exists

outside the central loop; i. e. , at frequencies higher than n = 3 (this value

of n is equal to Wa ' 7T, in which 2a is the width of the pulse in each case).

The slightly larger amount of high-frequency energy associated with the

pulse pair (22 percent versus 9. 5 percent), due primarily to the small

spacing between the two pulses, is not-sufficient to provide a reliable dis-

crimination between the target and nontarget signals.

A different situation exists with the cumulative energies of the recurrent

spectrums, IHz(f)12 and IH 3 (fP)2 ; in this case the higher frequencies con-

tain a greater portion of the energy. This is especially true as the pulse

and spacing lengths approach equality; it should be noted that the signal

spectrums IH 2(f2I , in which the seven pulses and spacings are each 25 m,

has more than 50 percent of its energy associated with frequencies out-

side its first central loop. Such an energy distribution is amenable to

filtering and is considered in the following paragraphs, in which the rcla-

tive distribution of energy between the central spectral loop and the higher-

frequency p: incipal spectral loops that lie outside the central loop is evalu-

ated.

3. DISTRIBUTION OF SPECTRAL ENERGY AMONG PRINCIPAL SPECTRAL
LOOPS

The recurrent spectrums IH (f) of N patterns, (N > 1), described by
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Equation 8, exhibit spectral loops whose peaks occur at radial frequencies

Wks so that the last term is

fsin [() (W k)(a +bI 2 2= N2  (10)

sin[(Wk)(a + b)]

The various values for these radial frequencies, Wks which define each of

the k spectral loops, are inversely proportional to the periodic width,

a + b, or

W~ (k - 1)() (7T)
k a+b

The spectral widths of the loops are defined by the radial frequencies W ka

and W kb, whick mark, respectively, the first zeros that precede and fol-

low the peak and are

Wk) (k1()

and

Wk (k -1 +(13)

The energy, Ek, contained in a given k spectral loop is obtained by inte-

grating tie spectrum, IH2(f)l 2 (Equation 8) between the two zeros Wka

Wkb.define-1 by Equations 12 and 13 above, or

4 aa / kb(sn a2 I sin [(Nw)(a + b)] d
Ek = 1 dw (14)k = 7 f k Wa sin [(w)(a + b)]

"0ka

(Ek represents the combined energy of both the positive and negative fre-

quency portions of the kth loop. )

A more convenient representation of the loop energy is Rk, the percent of

the total signal energy, obtained as a ratio of the integral of Equation 14
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to E0 of Equation 9. The percent of signal energy contained in the kth

loop, in which k > 1, becomes approximately (see Appendix A)

Rk I a a C0 + 2 + -- )4 (15)

The terms, C 0 . C 2 , and C 4 , which are functions of the duty cycle or of

the pulse-width-to-period ratio, a/a + b, and of the loop number, k, are

evaluated in Appendix A. The values of a/a + b and k are restricted so

that

When N > 5 an alternate and less restrictive representation of the loop

energy percentage, Rk , is obtained (see Appendix A):

() [(in -a ---T)(k 1 (16)

R k = a _ _Z1.85 ) , (k

Finally, the percent of spectral energy, R I , in the central loop has the

following approximate value (see item 2, Appendix A) and is plotted in

Figure 17:

0.33 - 0.0779 -[1 a )2]

N N 1

(17)

The constant term, 0.925, represents the percent of energy present in

the central loop of the "sin x over x" spectrum of a single t.rget pulse

and indicates the change of a recurrent sequence into a single target as

the ratio a/a + b approaches one.

Figure 17 provides a measure of the spectral distribution of energy among

sthe first three loops for recurrent sequences of N pulses, for N > 1, with
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a given duty cycle or pulse-to-period-width ratio of a/a + b. Signals that

have a low duty cycle, a/a + b < 0. 1, have their energy distributed rather

evenly among the first three loops and substantial amounts of energy asso-

ciated with the remaining higher order loops. However, as the targets,

increase in size and as spacings decrease to render a/a + b larger, an in-

creasing amount of energy is accounted for by the first few loops; at

a/a + b = 0. 2 almost 70 percent is associated with the first three loops,

at a/a + b = 0. 4 almost 78 percent of the energy is contained in the first

two loops, and at a/a + b = 0.8 over 70 percent of the energy is in the

first loop alone. It should be noted that number of pulses, N, has a small

effect (a difference of less than 5 percent) on the spectral distribution.

4. CONCLUSIONS

The spectral energy distributions of pulses, doublets, and recurrent se-

quences indicate that:

1. If the duty cycle of doublets or recurrent sequences

approach unity - that is, if the targets are larger

than their separation - the spectrums of such signals

cannot be reliably used in pattern recognition since

the recurrent spectrums in these cases are too much

like the spectrums of those single noise pulses that

are equal to the size of the sequences.

2. As the duty cycle is decreased so that it lies between

0. 3 and 0. 5, most of the spectral energy of doublets

and recurrent sequences are associated with the first

two spectral loops; sufficient spectral uniqueness ex-

ists to permit the isolation of such target classes.

3. Since the energy is divided among many spectral loops.

the spectral distribution associated with a low duty cy-

cle (i.e., less than 0. 2), is best processed through a
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comb-type filter that will pass only the several prin-

cipal spectral loops.

The most effective filtering is obtained for those repetitive signals that

have most of their energy concentrated in a second spectral loop that is

sufficiently removed from the low frequencies of the central loop. A fre-

quency domain design of a suitable recognition filter for such signals is

discussed in the following paragraphs.

-
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SECTION III - ANALYTICAL STUDY OF PATTERN ATTRIBUTES

Subsection Three - Frequency Domain Filtering

1. GENERAL

A method for utilizing spectral attributes in a recognition process requires

the original data to be passed through a filter that is designed to maximize

the spectral discrimination between the desirable targets and the back-

ground noise. Examination of the relative amount of original target and

nontarget energy passed by the filter, in conjunction with other attributes,

will permit recognition of the desirable patterns. The target signals must

not only have the proper spectral characteristics but must provide a proper

polarity signal energy, that is, a white intensity in a black background.

Two filtering methods are available for the processing of the spectral at-

tributes. One is carried out in the frequency domain through use of a co-

herent optical channel; the other, carried out in the space domain, utilizes

the correlation of an expanding spot in a modified flying-spot scanner (fss).,

(The second method, the expanding-spot scanner, is discussed in Subsec-

tion Four, this section.)

Frequency domain filtering is suggested for two reasons: first, a coherent

optical channel is available that permits experimental verification of the

frequency domain analysis with minimum effort; and second, a comparison

of the results of frequency and time domain filtering can be made.

2. FILTER DESIGN

The filter in the coherent optical channel is a two-dimensional transmis-

sivity plot on film of the frequencies to be passed. The resulting film is

placed at the frequency transform plane of the coherent optical channel;

-45-



SECTION III
Subsection Three - Frequency Domain Filtering GER-10449 6

the output at the image plane is an intensity plot of the input energy al-

lowed to pass through the filter.

One approach to the design of the filter, maximizing the signal-to-noise
5

ratio without regard for signal fidelity, requires a single average spec-

trum for the background noise and one for the desirable signals. Such

average spectrums can be computed in each case from the experimentally

obtained probability distributions of the various parameters that affect

the spectrums. If, for example, the background noise is random and has

a flat spectrum, the required filter is matched; i.e. , it has a spectrum

exactly like that of the average signal spectrum. Such a complex function

would be extremely difficult to reproduce on film for use in the coherent

channel and would be almost impossible to incorporate into a time domain

fss filter. Furthermore, certain of the actual signal spectrums would de-

viate from this average value and caution must be used to ensure that these

spectrums will not be penalized too severely by the action of this "average"

filter.

An alternate and simpler approach is to consider a two-level omnidirec-

tional band pass filter (see Figure 18), which can be described completely

Y

Figure 18 - Omniuirectional Band Pass Filter
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by the upper and lower corner frequencies, W2 and W01 , respectively, and

can be readily made for a coherent channel. Optimum values for the cor-

ner frequencies can be obtained by maximizing the signal-to-noise ratio.

The calculations for a maximal signal-to-noise discrimination in this case

can be carried out separately for each of the corner frequencies with bound-

ary values for the high- and low-frequency signals and with an average

noise spectrum. For example, the proper values for the filter's corner

frequencies W1 and U02 will satisfy the following equations for the maxi-

mums of the signal-to-noise ratios, or

a () =0 (18)
W T T 1

and

(S 0 (19)

a2 T
The calculation for the lower cutoff frequency, W1 from Equation 18, uti-

lizes low-frequency signal spectrums (S)l; that for U 2 uses high-frequency

spectrums (S). In each case T represents the average noise spectrums.

An example of a two-dimensional recurrent signal spectrum is associated

with the matrix of oil tanks, which are characteristic of an oil refinery.

If a symmetrical N X N arrangement of N 2 tanks is assumed, the two-

dimensional spectrum becomes the product of the two single-dimensional

spectrums, or

I H(y1 4 (Ahl4)(sin Wxa) [sin (ya)]Z

sin Nw(a + b) [sin (NWy)(a + bo 2
sinW x(a TUT sin(W y (a +b) (0

which assumes that the individual tanks of widths 2a are square when ac-

tually they are round. This discrepancy in the equation is reflected in the
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first two "sin x over x" terms, and is not excessive (see pages 302 and

303 of Reference 3); furthermore, the last two terms, which are not af-

fected by this error, are much more effective in determining the energy

contents of the several recurrent spectral loops upon which the filtering

action depends.

The main energy loops of the two-dimensional recurrent spectrums, as de-

fined by Equation 20, are plotted schematically as an intensity function of

W and W in Figure 19. The relative energy content R.. of a given i, jx y 1

loop can be determined from Figure 17, in which the plotted energies for

the second and third loops refer to the combined energy of both the positive

and negative loops, so that the individual loop energy is one half of the

plotted figure. For example, if a/a + b = 1/2 and N = 2, from Figure 17

the energy of loop 1, 2 is

= (0.41) (0.48)

= 0. 0984.

If it is assumed that the two dotted circles deine the unity band pass of a

two-level filter, the spectral loops (1,2), (2, 1), (1, -2), and (-2,1) are

passed (see Figure 19). The combined relative energy RT of these four

loops under the conditions a/a + b = 1/2 and N = 2 is

R T = 4 f(..41 (0.48)

= 0.394

Thus, 39. 4 percent of the input recurrent pattern energy is passed by a

two-level filter whose corner frequencies correspond to the boundary fre-

quencies required for the second spectral loop (see Figure 17 and Equa-

tions 12 and 13). Such a filter will be designed in accordance with the

maximal methods given in Equations 18 and 19. Since the two corner fre-

quencies of the filter depend mainly on the frequencies dssociated with the

one-dimensional second loop, the filter design is carried out with respect

to this loop.
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The evaluation of the signal (S) and noise (T) energies and the solution

of the filter design expressions (Equations 18 and 19) are given in Appen-

dix B.

3. EVALUATION OF TWO CORNER FREQUENCIES W AND w

The general solutions developed in Appendix B provide values of a as a

function of the number of pulses, N, and of the minimum and maximum

one-half-period lengths (i. e., the combined half-lengths of target plus

spacing) that occur in a given input ensemble of repetitive signals. The

term aY refers to the percentage of the second spectral loop energy, of a

given extreme upper or lower frequency input signal, that is passed by

the filter; it is related to the lower and upper corner frequencies, W1 and

w 2 , respectively, as follows:

and

2 ()l~ (22)

where A and B are, respectively, the maximum and minimum one-half-

period lengths associated with the input ensemble of target signals.

The solutions of Equation B-12 of Appendix B in terms of 01 and Equa-

tion 21 in terms of w 1 for several values of the number of sequence pulses

and the ratio ?/W 2 A are given in Table IV; 1I/W 2 A has approximately the

same value as the ratio B/A of the minimum and maximum one-half-period

lengths. The relative insensitivity of the solutions of ot I to various values

of N and of the ratio T/W2 A is apparent. The linear relationship that exists

between the number of pulses, N, and the portion of the loop, a, that is to

be passed by the filter is offset by the fact that the spectral width of the

second spectral loop (see Equations 12 and 13) varies inversely with N. A

relatively constant value for Wl thus results.

Table V gives a similar compilation of values for O2 from Equation B-13

-50-



SECTION III
Subsection Three - Frequency Domain Filtering GER-10449

TA BLE IV - SOL UT IONS OF EQ UA TION B -13 FOR a 1 AND

EQUATION Zi FORw1

NmeofSolution of Solution of
Neube of B Equation B -13 Equation 21

sequenc for aforw
pulses, N 211

2 1/2 0.3 AT (0.85)

2 1/3 0.35 7 085

31/2 0.40 19 (0.87)

31/3 0.45 AT (0.85)

7T
3 1/10 0.55 A (0.89)

5 1/3 0.60 A~ (0.87)

TABLE V -SOLUTIONS OF EQUATION B-14 FOR Of. AND

EQUATION 22 FORw2

NmeofSolution of Solution of

Neube of7T A Equation B -14 Equation 22
sequnce- fo r2o forw

pulses, N 1 fo 2

2 3 0.68 (1.34)

3 2 0.70 (1.23)

3 3 0.75 .~(1.25)

3 15 0.88 7?~(1.29)

5 15 0.90 (.8
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of Appendix B and W from Equation 22. Very high values of 01 are ob-

tained as solutions of Equation B-13 so that the resultant value of W 2 es-

sentially depends on the width of the second loop (Equations 1Z and 13) and

therefore of the number of pulses, N, in the sequence. This arises be-

cause of the inverse variation in the noise energy with the square of the

frequency (see Equation B-8) so that at the upper portion of the filter band

width the increase in noise due to an extension of the upper corner fre-

quency W 2 is very much less than at the lower portion of the filter's fre-

quency band.

4. CALCULATION OF OMNIDIRECTIONAL FILTER FOR OIL TANKS

The preceding theory of frequency domain filtering was applied to the de-

sign of an omnidirectional filter (Figure 18) that will pass the signal en-

ergy associated with oil tanks. The study of oil tanks indicated that oil

refineries will almost certainly have tanks between 5 and 40 m in diame-

ter and in groups that have duty cycles, a/a + b, between 0. 3 and 0. 5. A

maximum one-half-period, A = 67 m,is associated with a 40-m tank se-

quence with a minimum duty cycle of 0. 3; while the minimum one-half-

period, B = 5 m, is obtained from a 5-m tank sequence with a duty cycle

of 0.5. Approximate values for the ratios 1T/w 2 A = 0. 10 and IT/W I B = 15

and an assumed value of N = 3 result in the following values from Tables

IV and V for W1 and W :

1 Z7(0.84)

= 0. 039 radians per meter

W2 = 5 (1.29)

- 0. 81 radians per meter

The conversion of these radial frequencies into the proper physical dimen-

sions of a coherent channel omnidirectional filter is accomplished as fol-

lows. Since the coherent optical channel is fundamentally a Frauhafer
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diffraction experiment, its frequency transform plane where the filter is

located can be described by the following expression, given above as Equa-

tion 5:

2ff sin 0

where 0 and X are, respectively, the ray angle with respect to the central

optical axis and the wave length of the coherent light source. The desired

relationship between a given radial frequency Wx and its corresponding lo-

cating point, L., at the filter transform plane, for a given focal length,

LfP is therefore

= x (23)
x LfX

which assumes that sin 0 - Lx/L f and that the origin at the frequency trans-

form plane coincides with the optical axis of the coherent optical channel.

For an assumed reduction of 1. 11 X 10 - 5 in the scale of the input scene,

a coherent source wave length of X = 5.44 X 10 - 5 cm, and a coherent op-

tical channel focal length of 60. 9 cm, the physical lengths of the outer and

inner radiuses, L (corresponding to W2 ) and L i (corresponding to WI),

for the transmission annulus of the filter, in accordance with Equation 23,

are

L = 0. 384 cm0

and

L. = 0.0181 cm

S
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Subsection Four - Time Domain Filtering with Expanding-Spot Scanner

1. GENERAL

The expanding-spot scanner detects in the time domain those patterns that

have nearly unity length-to-width ratios and that may or may not be rec-

tangular. It can also detect the opposite boundaries of a pattern having a

larger -than- unity value of length-to-width ratio.

The limitations of frequency domain filtering - namely, that the target pat-

tern must be recurrent with restricted allowable ratios of target length to

spacing and that the pattern intensity must be white with a black back-

ground - are overcome to a large degree with the expanding-spot scanner.

With such a scanner, the pattern need not be recurrent, can have a much

wider range of target-length-to-spacing ratios, and can be either white or

black in intensity.

In an expanding-spot examination of a given point in a scene, the spot at the

given point expands from a minimum to some maximum size. The over-

all light flux emitted by the expanding spot is constrained to remain con-

stant throughout the variations in spot size. Both minimum and maximum

sizes are dictated by the dimensions of the patterns that are to be recog-

nized.

The time derivative of the expanding spot readout at a given point permits

a spectral examination of the pattern existing at that point. For example,

if it is assumed that at a given point the pattern is larger than the largest
acceptable pattern size and therefore the largest spot size, as the spot ex-

pands at this point to its maximum size, the constant readout of this large

pattern results in an essentially zero time derivative and the pattern is

therefore rejected. On the other hand, an acceptable target pattern having
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dimensions within the range of the two extreme expanding-spot sizes will

exhibit time derivative peaks as the expanding spot intersects the target

boundaries. Since the target is either brighter or darker than the sur-

rounding background, the polarities of the edge gradients of a given tar-

get are alike and may be either positive or negative. Therefore, an ac-

ceptable pattern, all of whose edges are intersected by the expanding spot,

may be recognized through the sum of the edge-contributed deviative peaks.

The filtering action has been described in terms of the intersection of the

target edge by the expanding spot. Actually, the value of the derivative is

a function of the change in the relative distribution of the boundary-divided

high and low transmissivity areas as these areas are brought under the

expanding spot. This dependence on the transmissivity of areas is an im-

portant difference since the determination of the dimensions of the target

does not then depend on the prior detection of an edge, which is very dif-

ficult and in some cases introduces error.

2. FREQUENCY DOMAIN ANALYSIS OF TWO-SPOT SCANNER

The spectral filtering action of the expanding spot can be demonstrated

through the frequency domain analysis of a two-spot scanner. The trans-

fer function F(w) of a circularly symmetrical spot of uniform intensity I

and of radius R is given by

F(w) = (2iTR )(I) [---- (24)

where JI(wR) is the Bessel function of the first order. 6

The spectral characteristics, G(W.), of the transfer function that originate

in the difference between the readouts of two spots of radiuses RI and R2

are

G(w) = IZiTR 
2 11 (WRI )

1 16R
and
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G(w) = I2 27TR 2  
1 (wR 2 )

If the total fluxes, C, of each of the two spots are equal,

2C = (211)(TrR 1
2 )

= (Z12)(7R 2 2 )

an equivalent band pass filter is obtained whose transfer function becomes

G(w) = (2C)l I(RI -(WR2) (25)

The band pass characteristics, G(w), of such a two-spot time domain filter

are plotted in Figure 20 for a pair of spots, of which the larger radius,

RV, is 10 times the smaller radius, R 1 . The spectr- width, A), between

the half-amplitude points of the two-spot transfer function is

21 2.3

2 2
=18. 7

1 radians per unit radius . (26)
2

Since the band width of a two-spot transfer function is a function of the

difference between the radiuses of the two spots, the derivative readout of

an expanding spot, at a given value of R, should exhibit a very narrow band

pass. Consequently, the derivative function over the entire expansion range

of the spot should provide a picture of the spectral distribution of the ex-

amined pattern.

Since the filtering action of the expanding-spot scanner occurs in the time

or space domain, it is more convenient to use a space rather than a fre-

quency representation of the action. Such an analysis is presented in the

next section for the normally encountered Gaussian spots.
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Figure 20 -Spectral Characteristic of Two-Spot Transfer Functions
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3. TIME DOMAIN FILTERING OF TWO-BOUNDARY PATTERN

a. Preliminary Calculation of Single-Boundary Two-Level Pattern

The description of the filtering action of the expanding Gaussian spot

is facilitated through solution of the light flux passed by a Gaussian

spot through a two-level pattern area. The geometry of the problem

is given in Figure 21. A two-level (T h = 1, TL = 0) target area is

intersected by a spot that has a radius, R, of 3a and whose azimuth-

ally constant intensity, f(r), varies along its radiuses in accordance

with the Gaussian distribution function

f(r) = e- 4 5(r/R)

The boundary between the two target levels is separated along the x

axis by a distance u from the center of the spot and is oriented at an

angle 0t with respect to the vertical y axis. The portion of light flux,

g, emitted by the spot and passed by the target, is transmitted through

the shaded area of Figure 21, is defined by the target boundary and

outer circumference of the spot, and has the value

Oh R

g =JL R e 4 5(r/R) 2 r dr dO , (27)

feL frh

where R h is the radial separation at a given angle 0 between the center

of the spot and the target boundary. The solution of the double integral

(see Appendix C) is obtained through conversion of the exponential into

a power series and yields

R2  ~~-1 145 n vnZ n  18

g(V) = Io R 0.99 cos V + ( n Vn j (8)

as a function of the dimensionless variable V, which is the normalized

projected separation between the spot center and the target boundary,

namely
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V cos a (29)

The coefficients Z n are formed from a recursive series, also in

terms of V, or

Z 1 sin (cos I V) +("n" (Z I) - (30)

Zn = 7n vTZn - I 7-I- ZI-

where

Z2 = tan(cos " I V)

The determination of the derivative output of an expanding Gaussian

requires the derivative of the flux g(V) with respect to the separation

variable V. The total flux, F, is obtained from Equation 28 at V =

o, or

F Z 1(VM]

If. as the spot expands, the total spot flux, F, remains constant for

all values of R (see item 2), the following equivalence exists:

I R2

o F

After this equivalence has been inserted into Equation 28 for the inter-

sected flux, g(V), the derivative of the flux can be taken to yield

d =V F + (-"4 5 1n 2n)(V) -n - l(Zn) + VnK] . (32)

The coefficients Z2n are defined by Equations 30 and 31; the coeffi-

cients K 2n are the derivatives of the corresponding Z terms, or
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d(Z n

2n =77

- .-- 2)( - )(¢ 1 V 1 sin (cos- V) + (In._. 1 )(K 2 n - )

(33)

where

K 2 -(34)
V2 l _ V2

The values of g(V) and dg(V)/dV have been computed and are plotted

in Figure 22. The second derivative, d g/dV , obtained approximately

through successive differences of the first derivative function, is also

plotted in Figure 22.

b. Readout of Target Patterns and First Two Derivatives

The readout, H, of a simple two-level (of transmissivities T and TL)

pattern whose boundary lies V 1 units from the center of the spot as in

Figure 21 is in terms of the flux functions developed in Equations 28

through 31:

H = (T) [2g(o)] - (Th. - TL 45V1 ) (35)

The absolute value of the derivative of this flux with respect to R, the

instantaneous radius of the spot, becomes

wH ATJ( \(u -co. (36)

since

aV u I Cos at- (37)
8R R

-1he requirkd tern I Tj represents the absolate iffterence betwevn
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the transmissivities of the two pattern areas. Since it is desirable

for the amplitude of the derivative to be independent of R, the deriva-

tive is modified through multiplication by R to become a function of

V, or

Rd = JATJ ( dg) (V) .(38)

This function, evaluated from the computed data of Figure 22 is plotted

in Figure 23 for several separation distances (u cos C/Rmin = 1, = 3,

and = 5) as a function of spot radius, R/Rmin' The derivative peaks

for the individual pattern boundaries have a constant amplitude and

occur at a fixed value of V = 0. 33, so that the value of the separation

distance and consequently of the pattern widths is a known function of

the spot's radius at which the derivative peak occurred. Thus, a peak

of twice the plotted amplitude (approximately 0. 35) will indicate the

presence of a pattern that is defined by two boundaries that are placed

symmetrically about the spot's center and are separated from one an-

other by a distance of (2)(0. 33)(R), where R is the spot's radius at

which the peak occurred.

However, because the slow falloff from the derivative peak tends to

blur the location of such a double peak, the design of a proper thres-

hold-locating circuit would be very difficult. For this reason a modi-

fied second-derivative function is used, which is also multiplied by R

to provide a V-dependent function; namely,

R UR IR UR = JTJ [dl2) (V ) + (41 (V] (39)

which is obtained from Equations 37 and 38. The above second-deriva-

tive function is plotted in Figure 23 for the same separation distances

used in computing the first-derivative data. The constant valued peaks

of the second-derivative function occur at a fixed value of V 0. 625;

because of the rapid falloff from the peak, their locations are much 4
more sharply delineated.
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0

c. Detection of Pattern Centroid

The location of a double-amplitude peak (approximately 0.45), which

would mark the symmetrical location of the two boundaries of a pat-

tern about the spot's center, is now much more sharply defined.

Displacement of the pattern from the center of the spot is evidenced,

for example, by the appearance of the first and second derivative

curves (see Figure 23) for

u cos a 1

min

and

u cos a 3- 3

min

Since the gradients of a given pattern will have the same polarity at

each of the boundaries, these curves can be summed to give two peaks:

the first, a single-amplitude second-derivative peak at

R
-= 1.5

min

and the second, a very much reduced peak at

R
= 5

min

because of the negative contributions of the first boundary. However,

as the pattern is displaced toward the spot's center, a well-defined

double-amplitude peak is generated.

d. Pattern Resolution and Duty Cycle Limitations

The use of the second-derivative function enhances the pattern resolu-

tion capability of the expanding spot. The spacing between two patterns

is defined (see Figure 24) by the terminating boundary of the examined

pattern and an oppositely polarized initial boundary of the next pattern.

Since both these oppositely polarized boundaries occur on the same
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side of the spot's center, their first-derivative contributions will sub-

tract from one another. If the spacing between the two boundaries is

not large enough, the required value for the second-derivative peak

of the first boundary will not be reached and the pattern will not be

detected.

The minimum resolvable spacing is determined from the value V =

0. 625, which defines the location of the second-amplitude peak. The

pattern width, Lwo (see Figure 24) associated with the double-ampli-

tude second-derivative peak encountered at spot radius R, is

L = 2(0.625)R
w

With the minimum pattern spacing, La , required for the detection of

this double-amplitude peak, at the above value of R the oppositely

polarized terminal spacing boundary has not yet been intersected by

the spot edge, or

Lw + L =R

The maximum duty cycle or the ratio of pattern width to period that

can be handled by the expanding spot is therefore

L w 1.25
L + L = ".-"M

5 w

= 0.77

which corresponds to a minimum spacing of approximately 3/8 of the

pattern width. The maximum duty cycle of 0. 77 is la-rger than that

of the frequency domain filter (approximately 0. 5). The signal energy

obtained for duty cycles of less than 0. 2 is very much reduced for the

frequency domain filter, whereas in the expanding-spot filter all pat-

terns having duty cycles of less than 0. 77 can be readily detected. In

fact, single isolated targets can be detected, whereas the frequency

domain filter requires that the target pattern be a recurrent sequence

of at least two targets.
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4.. FILTERING OF FOUR-BOUNDARY PATTERN

a. General

The intersection of an expanding spot with the two boundaries of a pat-

tern was discussed in item 3; presumably the other two boundaries

fall outside the maximum dimensions of the spot. In some cases,

where the patterns have lengths and widths of the same order of mag-

nitude, all four boundaries will be intersected by the expanding spot.

Such a situation is shown in Figure 25, where the y-oriented boundary

is now assumed to include the two quadrature halves of the x-oriented

boundaries. It is obvious that the contributions of two such boundary

complexes will be somewhere between those obtained for two and for

four single boundaries. The additional readout of such a pattern (com-

pared with that obtained for a pair of single boundaries) is considered

in the following p- agraphs.

The following problem simplifications have been made:

1. Quadrature-oriented boundaries are assumed. The

resulting contribution is intermediate to that when

the angle between the adjoining boundaries is either

less than or greater than 90 deg.

2. The center of the spot is placed symmetrically be-

tween the two x-oriented boundaries. The solution

obtained will thus represent the maximum contribu-

tion of the two additional boundaries.

3. Circular symmetry of the spot permits orientation

of the boundaries so that they are parallel to the

quadrature x and y coordinate axes.

b. Expanding-Spot Readout of Quadrature Boundary Complex

The single-boundary solution for g(V) considers the flux that intersects

the pattern areas labeled A and B in Figure 25. A representation, h(V),
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for the desired four-boundary solution in terms of the expression for

a single boundary, g(V), is then, from Figure Z5,

h(V) = g(V) - 2B(Vx) + 2C(V y) (40)

The last two contributions frcm the areas labeled B and C in Figure

25 can be calculated in much the same manner as was used for g(V).

(See Appendix C.) The expression for the B areas is

2B(V) = e45(r/R) r dr dO , (41)

,a Rh

in which the terms Rh and 0 h as for g(V), indicate respectively the

radial separation distance to the y-oriented boundary and the maximum

azimuthal angle associated with the y boundary. The azimuthal angle

0a defines the point of intersection of the x- and y-oriented boundaries

(see Figure 25). The representations of these terms are:

O= Cos
-1

= cos (V x )

a = tan (42)

and

Rh V

The solution of the double integral of Equation 41 permits

2B(V) = 10.99) os-l(V) - tan- (45n Z2nB (43)
L xJ n=1 1I' B - nn

The coefficients Z.n are obtained from the recursive series
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U]
ZB = (l )sin(cos-l V) j 2 B

zn 7-7 v Zn 1 Co n - 2 tan U y 777 Zzn- s o V)'+2 -2(B

(44)

where

Z B = tan (cos - I V) u
2 xx

Similarly, the flux C(V) intersecting the area C is

ZC(V) = z -0  a f e 4 5(r/R)2 r dr dO (45)
0 Rh

where

U
V Y

y =

and the other terms are as defined in Equation 42. The solution of the

integral, as before, permits

C(V 1 0-R42 (099) tan -  + n (V 2n zn C  (46)

n= I

The coefficients Zn C are defined by

2n ~ sin2n - 2 an-I (Z? - 2C) (47)

where 0
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zC x (8ZZ = I; (48)
2 U

y

The combined contributions of the two additional terms (Equations 46

and 43) are

ZC(V) - 2B(V) = 02 (0. 99) - cos (Vx) +

n = oo -4 . ) n ] [( U )2 (Z C ) - z B ( 9
I: [n x 2n

n 1

The rate of change of the flux (Equation 49) with respect to the separa-

tion variable V x, when the ratio U y/Ux and the spot's flux F of Equa-

tion 31 remain constant, is

dI2C(V )- 2Bv(X) o99 F+
dV 7 .(0. 1I- Vx

n I I

2n
2 K ZnZn-K BUZ -(50)]

n_) [(u)- n(n-K I) (502)

where

KG d (GK 2n C d (Z1n C )

Bn = dV\ n

K 2 n  d (IzB) (51)

x

K 2 0

S and
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K B 1(51)
2 2Vx x

Equations 49 and 50 were computed for values of U y/U x = 1, 1.5, 2,

and 4. Numerical solutions of the second derivative were obtained by

taking successive differences of the first-derivative values. The com-

bined sums of the computed quantities and the corresponding values of

h(V), dh(V)/dV, and d2 h(V)/dV2 are plotted, respectively, in Figures

26, 27, and 28.

Finally, expanding-spot second-derivative readout signals of the dou-

ble-quandrature boundaries are plotted in Figure 29 for a separation

distance, U/Ri n  5, and above separation distance ratios U y/U =

1, 1.5, 2, and 4. As in the case of the single boundary, the second

derivative signal is

RdRdH ITV + Rv AI>j . (5Z)

The curves for h(V) and its derivatives (Figure 26, 27, and 28) show

that as the separation distances ratio U y/U x increases, the effects of

the additional x-oriented boundaries, since their separation distance

Uy is so much larger than Ux , are not felt until the spot becomes larger

or the value of V = Ux/R decreases. For example, when U /U = 2,

the additional x-oriented boundary does not influence the readout until

a spot size equal to V = 0. 625 is attained; and for U y/U x = 4, a value

of V = 0. 25 is necessary.

This situation is reflected in the expanding-spot readout signal of Fig-

ure 29. Since the second derivative peak occurs at V = 0.6 and the

entire positive loop returns to zero at V = 0. 33, the first case, U y/

Ux = -, attains the same valued peal\, 0.225, as did the single bound-

ary (see Figure 23) but did change the remainder of the positive loop,

while the second case. U /U x = 4, has no effect whatsoever upon the
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loop. As might be expected, the peak for the quadrature boundaries

defined by U y/U x = 1 is almost twice as large as that for the single

boundary; and for U y/U = 1. 5 the peak is reduced to almost 1.5
times that of the single boundary.

c. Detection of Four-Boundary Pattern

The readout signal for an entire rectangular pattern whose four bound-

aries correspond to two-quadrature boundary pairs of Figure 25, is

therefore twice the corresponding quadrature signal, examples of which

appear in Figure 29. If both the second-derivative peak and the inte-
gral of the positive second-derivativo loops are examined, reliable

identification of four-boundary patterns can be achieved for cases in

which the pattern length-to-width ratio does not exceed 1. 5 or perhaps

2.

It should be noted that although the preceding analyses of the two- and

four-boundary output signals were based on straight boundaries, de-

tection is possible for irregularly shaped patterns or blobs - as long

as they possess the proper aspect ratio - as well as for straight-sided

patterns. This arises because of the circular symmetry of the spot

and the fact that the signal is a function of the pattern area as well as

of the boundary.

5. NORMALIZATION OF PATTERN TRANSMISSIVITIES

The output signals (Equations 39 and 52) for both two- and four-boundary

patterns are functions of the transmissivity difference as well as of the

boundary geometry. The removal of the pattern-to-pattern variations in

transmissivity difference is required so that the output signal will reflect

only differences in boundary geometry. The required transmissivity nor-

malization at each point can be achieved through utilization of readout in-

formation of the expanding spot for a finite distance prior to the given

point; or, if a combined flying-spot and expanding-spot scan is used, the
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pattern transmissivity difference information will be available from the

prior flying-spot scan.

6. FILTER PROCESSING TIME

A very rapid rate of spot expansion is desirable to minimize processing

time; however, the rate must be sufficiently slow to permit the second-

derivative output signal (Figure 23) to meet the band width limitations of

the amplifier. In addition, a constant rate of spot expansion, adjusted to

accommodate the smallest expected target size, is required so that the

time derivative that is actually obtained is equivalent to the desired deriva-

tive, which is to be taken with respect to the spot's radius.

Under these conditions, the detection at a given point of a 10-to-1 range of

possible target sizes will, for a 1-mc band width, require approximately

45 psec. The time required for a complete point-by-point examination of

a given frame will not permit real-time processing of the data.

A hybrid scan, utilizing a conventional flying-spot scan in addition to the

expanding-spot scan, is therefore suggested to obtain faster processing.,

The conventional flying-spot scan would locate on a one-dimensional basis

those patterns whose widths fall within the allowable range, as well as the

centroids of these patterns. The expanding-spot scan would then examine

at the centroidal point the acceptability of the pattern on a two-dimensional

basis. This eliminates the time-consuming examination by the expanding-

spot scan at all those points that neither belong to an accepted pattern nor,

if they do belong, are the proper centroidal point. An additional time sav-

ing is realized if the range of the spot's expansion is restricted to match

the pattern width, as measured by the prior flying-spot scan.

7. CONCLUSIONS

An expanding-spot scanner was investigated that utilizes the second deriva-

tive of the readout of an expanding cathode ray tube spot to detect the pres-

ence of two boundaries, whenever their separating distance lies within a
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given range and the pattern defined by the boundaries has an aspect ratio

greater than two. In addition, the expanding-spot scanner can detect four-

boundary patterns if their aspect ratios are less than two and their dimen-

sions lie within the allowable range. Equations have been developed and

computed that describe the action of the expanding spot and predict the re-

sults obtained with two- and four-boundary patterns.

Some advantages and characteristics of the expanding-spot scanner in the

enhancement and recognition of two- and four-boundary patterns are:

1. Because of the spot's circular symmetry, knowledge

of the pattern's orientation is not necessary.

2. The centroid point and the separating distance be-

tween boundaries of a given pattern are obtained from

the expanding-spot scan, so that the pattern can be

reproduced at a monitor or storage tube for further

processing.

3. The detectior. of acceptable patterns is based on the

examination of the entire pattern area as well as of

the gradient at its edges.

4. Since the recognition and detection decision depends

in part upon an absolute-valued derivative of the ex-

panding spot, the target-to -background transmissivity

difference can be of either polarity.

5. Pattern detection by an expanding-spot scan requires

no definite shape characteristics except that their ap-

proximate dimensions and aspect ratios be within an

acceptable range, which is of great advantage in low-

resolution sensors that have no definite pattern shape

available.

A hybrid scan, in which a conventional flying-spot scan precedes the ex-

panding-spot scan, is introduced to decrease the time of the filtering proc-

ess.
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SECTION III - ANALYTICAL STUDY OF PATTERN ATTRIBUTES

Subsection Five - Summary and Conclusions

A study has been made in the frequency and time domains to uncover new pat-

tern-describing attributes that can be applied to pattern recognition.

The frequency domain study was oriented toward providing a unique spectral

energy attribute that would describe the multiple patterns of, for example, an

industrial complex or urhan area. Results of the study indicated that the most

useful spectral density attributes were associated with a repetitive sequence of

patterns that have a duty cycle of 0.3 to 0.5 (i.e. , the pattern-to-spacing ratio

varies from slightly less than unity to unity) and that have a positive polarity

(white on black background).

The distribution of oil tanks in a petroleum refinery has been shown to possess

such characteristics and therefore is amenable to a filtering process that would

take advantage of the unique spectral energy content of oil tanks. Accordingly,

an omnidirectional filter, to be used with a coherent optical channel, was de-

signed to accommodate the oil tank distribution data.

The time domain study was initiated to overcome some of the geometrical re-

strictions of frequency domain filtering. An expanding-spot scanner was intro-

duced that utilizes a modified second-derivative readout of an expanding crt

spot to detect those four-boundary patterns that have a unity or slightly larger

length-to-width ratio and the two opposing boundaries of those patterns that have

a much-larger-than-unity length-to-width ratio. With this scanner, the pattern

sequence need not be recurrent and can have a maximum pattern-to-spacing

ratio of almost 3 to 1, and the individual patterns can be either black or white

in intensity. Equations have been developed and computed that describe the ac-

tion of the expanding spot and that predict the results obtained with two- and

four-boundary patterns. These calculations permit evaluation of the minimum
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and maximum spot sizes of the expanding-spot scan. Finally, a two-stage hy-

brid scan, consisting of a flying-spot scan followed by an expanding-spot scan,

is introduced to decrease the processing time required when only the expand-

ing-spot scan is used.

-
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SECTION IV - EXPERIMENTAL EVALUATION OF CORRELATION

TECHNIQUES

Subsection One - General

Three experimental laboratory studies were made of correlation techniques.

The first was a general study of the correlation function of aircraft runways

and various templates.

The second was directly related and was a natural follow-on to the first. A

precision crosscorrelator generated the correlation functions of many targets

and a rectangular slit. The second derivative of the correlation function was

obtained by an analog computer and is shown to be an index or attribute by

which straight-line patterns can be detected.

During the third study, instrumentation was developed that extracts straight-

line patterns from aerial photographs by measuring edge gradient and pattern

width attributes.
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SECTION IV - EXPERIMENTAL EVALUATION OF CORRELATION

TECHNIQUES

Subsection Two - Study of Correlation Functions with Correlograph

GENERAL

The correlograph is an optical device that produces an image of a two-

dimensional correlation function on a photographic plate. It is an excel-

lent means of examining the correlation function of two images since the

entire function is visible and one-dimensional slices can be obtained with

a microdensitometer.

The successful application of correlation techniques to target recognition

requires the selection of appropriate templates and the measurement of

pertinent characteristics of the correlation function. This section de-

scribes the study of these two factors in the recognition of airport run-

ways.

To meet the objectives indicated above, the study was carried out as fol-

lows.

1. Nine aerial photographs were selected for analysis

by the correlograph; four contained airfields and

five did not.

2. Five templates were prepared to be used as refer-

ences; these were templates of the airfields (run-

ways, adjacent taxi strips, and parking areas) of

each scene and a template of an average runway.

k 3. With the correlograph, two-dimensional correlation
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functions (correlograms) of runway scenes and non-

runway scenes with the templates were obtained.

4. For evaluation a trace was obtained by scanning the

correlograms with a Leeds and Northrup micro-

densitometer.

2. THEORY OF LENSLESS CORRELOGRAPH

A simplified diagram of the lensless correlograph is shown in Figure 30.

Plane A is a transparency of the scene to be analyzed. In this experiment

the scene is an aerial photograph that either does or does not contain an

airfield complex. Plane B, located at a distance a from Plane A, contains

the reference scene. The reference can be a duplicate of the scene, if

the autocorrelation surface is desired, or any pattern to be correlated

with the scene. In the experiment, two reference scenes were used: (1) a

template containing the runway configuration, taxi strips, administration

building, etc., and (2) a template containing a rectangle that represents

the most frequently occurring runway size.

Plane C, located at a distance b from Plane B, is either a photographic

plate or a ground glass screen for viewing the correlogram. Planes A,

B, and C are parallel to each other and the scene (Plane A) is back-lighted

by a diffused light source.

The scale factor between the scene (Plane A) and the reference (Plane B)

is given by

bk b
a +b

For this experiment, a = b = 15 in. Therefore, k = 1/2 and the scale

of the reference is 1/2 times the scale of the scene.

The relationship between the coordinates x, y and x', y' can be written as

0
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Y ye V

DIFFUSER

PLANE A (SCENE)

PLANE 8 (REFERENCE)

PLANE C
(PHOTOGRAPHIC PLATE OR
GROUND GLASS SCREEN)

Figure 30 - Lensless Correlograph Arrangement

x= kx

and

y'=ky

If the function of the scene is T,(x, y) and the function of the reference is

T,(x', y') where 0 T S 1, then the light value of the screen, 0(u, V), is

$(u, v) JT 1 (x, y) T.(x + au, y + av)dx dy

In this case, since a b,

0(u, V) J~(x, y) T,(x + u, y + v) dxdy,

which is the correlation surface obtained by correlating the scene with

-89-



SECTION IV
Subsection Two - Study of Correlation Functions GER-10449

the reference. The correlograph provides the total correlation surface,

which then can be traced in any desired direction.

3. DESCRIPTION OF STUDY

Nine near-vertical aerial photographs covering various areas of the United

States were selected for this study. Four of these photographs contain.

airfields, five do not. These photographs, their correlograms, and micro-

densitometer traces are shown in Figures 31 through 52.

Table VI identifies the photographs.

TABLE VI - AERIAL PHOTOGRAPH IDENTIFICATION FOR

EXPERIMENTAL EVALUATION

Scene Code no. Figure no.

Vandenberg AFB T-1 31

Dallas NAS T-3 34

Luke AFB T-4 37

Carswell AFB T-Z 40

Ft. Worth, Dallas area T-12 43

Ft. Worth, Dallas area T-15 45

Florida coastal area T-11 47

Ft. Worth, Dallas area T-21 49

Phoenix area T-10 51

Each of these scenes was photographed on 3-1/4- by 4-1/4-in. , continuous-

tone, K-33 glass plates. A scale of 1 to 60, 000 was used for all scenes.

The runway scenes were selected so that they contained a variety of back-

grounds and two or more runways oriented in different directions. Four

of the five nonrunway scenes are of areas that do not include runways;

however, they contain runway-like patterns such as highways, streets,

and rivers. Only Scene T-21 (Figure 49) does not contain targets of the
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0p

Figure 31 - Runway Scene T-1
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Figure 35 - Microdensitometer Trace of Scene T-3 and Template No. 5
Correlogram
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Figure 37 - Runway Scene T-4
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Figure 39 - Microdensitonieter Trace of Scene T-4 and Template No. 3
Correlogram

-99-



SECTION IV
Subsection Two - Study of Correlation Functions GER-10449 0
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Figure 40 - Runway Scene T-2
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Figure 42 - Microdensitometer Trace of Scene T-2 and Template No. 4
Correlogram
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FigUre 43 -Scene T-12
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Figure 45 -Scene T-15
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Figure 47 - Scene T- 11
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Figure 48 - Microdensitorneter Trace of Scene T-1 1 and Template No. 5
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Figure 49 - Scene T-2 1
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Figure 50 - Microdensitometer Trace of Scene T-21 and Template No. 5
Correlogram
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class (runways) considered. The reason for this choice of scenes is to

obtain a comparison among (1) photographs that contain runways, (2) photo-

graphs that contain runway-like patterns, and (3) photographs that contain

no patterns of the runway class.

For each reference scene a template was made of the exact runways and

surrounding area. Four of these reference templates were made for the

four runway scenes. The templates were constructed by placing trans-

parent paper over the aerial photograph, then tracing all the runways and

targets associated with the airfield (buildings, terminal, parking lots,

etc. ). This trace then was reduced to a scale of 1 to 120, 000 and photo-

graphed on 3-1/4- bly 4-1/4-in,, high-contrast, Kodalith glass plates.

Because of the method of generation, the templates do not reveal any in-

formation concerning the density distribution of the runways and other tar-

gets. The only common characteristic between the templates and the air-

fields is shape.

A study was made to determine the runway lengths and widths that occur

most frequently in the northeastern U. S. The results indicate that 150 ft

is the wid+h that occurs most frequently and 5250, 8500, and 10, 500 ft are

the most frequent lengths. A template of a 150- by 10, 500-ft runway was

drawn, reduced to a scale of 1 to 120, 000, and photographed on 3-1/4-

by 4-1/4-in., high-contrast, Kodalith glass plates.

The scale of all the templates is half the scale of the scenes because of

the correlograph geometry. The template-scene correspondence is as

follows:

Template Scene

1 T-l (Figure 31)
2 T-3 (Figure 34)

3 T-4 (Figure 37)

4 T-2 (Figure 40)

5 A-.erage runway (Figure 31)
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4. RESULTS AND CONCLUSIONS

a. General

The data obtained are in the form of photographic correlograms and

microdensitometer traces of the correlograms.

The format of the photographs in Figures 31 through 52 allows the

correlograms, obtained by correlating the scene and the depicted ref-

erence template, to be related to the scene by projecting along a

straight edge parallel to the lines on the correlogram. The micro-

densitometer traces for each of the correlograms immediately follow

the illustrations.

b. Correlograms

Correlograms of the runway scenes convolved with their correspond-

ing templates (nos. 1 through 4) and the average runway template (5),

are given in Figures 31, 34, 37, and 40.

Correlograms of the nonrunway scenes correlated with template 1

are given in Figures 43, 45, 47, 49, and 51.

Each correlogram was photographed on 3-1/4- by 4-1/4-in. ; cQn-

tinuous-tone, K-33 glass plates, which were developed to unity gamma.

c. Microdensitometer Traces

A microdensitometer trace was obtained of each correlogram. This

trace represents one slice through the center of the correlation sur-

face. The traces of correlograms obtained by correlating the runway

scenes with their corresponding templates are shown in Figures 33,

36, 39, and 42. Microdensitometer traces obtained by correlating

the runway scenes with template 5 (average runway) are shown in

Figures 32, 35, 38, and 41. Microdensitometer traces of correlo-

grams obtained by correlating nonrunway scenes with template 5 are

shown in Figures 44, 46, 48, 50, and 52.

A sketch of the scene appears beneath the microdensitometer traces
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of the runway and nonrunway scenes correlated with template 5 (aver-

age runway). Individual objects are identified on the correlogram

traces to enable the object attributes and curve characteristics to be

related.

5. EVALUATION OF RESULTS

Each correlogram was examined and a single microdensitometer trace

was generated perpendicular to the long dimension of the line pattern. Con-

trary to what was expected, the correlograms obtained from the detailed

templates do not exhibit much potential and no strong characteristics ap-

pear that could be used for recognition.

The correlograms generated with the rectangular slit contain lines corre-

sponding to those lines in the photograph parallel to the slit. Since the

photograph and the correlogram are in the same scale, this correspondence

can be observed by extending each line in the correlogram to a line in the

photograph. The microdensitometer traces of these correlograms were

examined for amplitude, periodicity, and sharpness of these lines.

The amplitude of the correlation function does not appear favorable as a

characteristic for runway recognition. Runways can generate either peaks

or valleys in the correlation function, depending on the surfacing material

and the polarity of its contrast with the background. Furthermore, these

peaks are not necessarily the maximum amplitude of the correlation func-

tion.

Periodic line patterns in an aerial photograph also produce either periodic

peaks or valleys in the correlation function: e. , the periodicity of the

correlation function of Scene T-12 (Figur,.s 43 and 44) even though the slit

was considerably wider than any of the streets except the expressway.

Runways and all other line patterns generate either peaks or valleys that

are much sharper (i. e. , more peaked) than almost all other objects in the

photographs. It was anticipated that this characteristic could be used as
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an index for runway recognition. Since these sharp peaks or valleys indi-

cate a high rate of change of the slope of the correlation function, it was

concluded that the second derivative of the correlation function (examined

in Subsection Three, below) might be an adequate index for recognition.
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SECTION IV - EXPERIMENTAL EVALUATION OF CORRELATION

TECHNIQUES

Subsection Three - Detection of Straight Lines by Slit Correlation

1. GENERAL

It was concluded in Subsection Two that the second derivative of the corre-

lation function should be examined in more detail. During the study of

straight-line detection by slit correlation an analytical expression was

developed for the amplitude of the second derivative as a function of edge

gradient, contrast, and edge length.

The correlation functions of a rectangular slit and many line patterns

were obtained with a precision crosscorrelator. The second derivatives

were generated with an analog computer and were measured, tabulated,

and related to the line patterns in the aerial photographs.

Z. THEORY

a. Crosscorrelation Function of Rectangular Patterns

The problem of deteriming the second derivative of the correlation

function of the two rectangular patterns in Figure 53 is considered

in the following paragraphs. Both scenes are photographic trans-

parancies. Figures 53a and 53b show the variation of transmissivity

as a function of x for the two scenes.

It is clear that the gradient is zero everywhere except in the interval

b' xi A a' for the reference scene and b 1 lxi L a for the test

scene. The gradients in these intervals can be expressed as follows:
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Figure 53 - Transmissivity Variation as Function of x for Two Scenes
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for b' 5- xi ST a',

- 2(53)

b' - a'

and for b x I < a,

a"T.(x) 
=G

T I-T2
- 1 2 T(54)

b -a

To simplify the problem, it is assumed that there is no variation in

transmissivity in the y direction.

If the reference scene is moved with respect to the test scene so that

the vertical axes of both patterns are always parallel, the correla-

tion function can be written

H(u,v) =fj T (x,y)T , (x + u, y + v) dxdy (55)

If now v = 0 and there is no variation of T1 or T2 is the y direction,

fJe I(b + b')]

H(u) T I (x)T2 (x + u) dx dy (56)
_ (b + b')

or

(b + b')
Zef (b + b') TI(x)T2 (x + u) dx (57)

J (b + b')

Differentiating both sides of Equation 57 gives
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b + b')
aH(u) 2e Tl(X)T(x + u) dx (58)
au HIu -(b + bT

or

p(b + b,)

-Ze ( T (X) -T. (x + u) dx (59)

(b +b')

If the transformation z - x + u is made and since

T Tz(x +u) T (x + u)

u a T(z),

Equation 59 then becomes

a ) = Ze b dz (60)
au T 1 (z -urzz

S(b + b')

Differentiating Equation 60 gives

a2 f(b +b') _ a a
-- H(u) = 2e T(z - U) ;7T d

J (b + b')

or

f (b + b')

a-ze Ti(z - u)-T,(z) dz (61)

(b + b')

If the same transformation, z = x + u, is made as before, then the
I

following general equation results:

az
)= S(u)
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I

(b + b')

= - '(b + b') k~)k~~~x. (2

Therefore the second derivative of the correlation function is equal

to the correlation function of the first derivatives of two functions.

The integral of Equation 60 can be evaluated using Equations 53 and

54.
<(

Therefore, if integration is made in the interval -b = x = -a, the

second derivative S(u) will be obtained, which will reach its maximum

value in the interval (b - b') = (-u) (a - at) from Figure 53:

-a

S(u) = -Ze - GIG zdx

S-Ze G G2 (b - a). a(b- b') < (-u) < (a- a')] (63)

And if integration is made in the interval a < x b, the second de-

rivative S(u) will be obtained, which will reach its maximum value in

the interval (a - a') S u = (b - b') from Figure 53:

b

S(u) = - 2 ejb GIG 2 dx

= -Ze G 1 G2 (b - a). [(a- a') < u < (b- b')] (64)

Substituting Equation 54 into Equation 63 or 64 gives

S(u) = eyG b - a (b - a) ,

where e is the projected edge of the target. Therefore, for (a - a')
<= u = (b -b'-),

S(u) = -ey G(T, - TZ) (65)
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b. Autocorrelation Function of Rectangular Patterns

The problem of autocorrelation of rectangular patterns can be exam-

ined by assuming two identical rectangles, such as in Figure 53(b).

In this case the second derivative of the autocorrelation function can

be written as

a-2

S(u) = H(u)

8b
= -Ze T(x)_T(x + u) dx (66)

In the autocorrelation case, when u = 0 both edges of one rectangle

will coincide simultaneously with the corresponding edges of the other,

and S(u) will reach its maximum when u = 0; therefore,

S(0) = -H(0)

8u

b 2

= 2e aTx2dx .(67)_b

Here again

a T(x) = G

for -b x -a and a Q i b; it is zero in any other interval.

Therefore,
-a

S(0) =-2e - G2 dx - Zeb G2dx

f- b a

S-2eG 2 (b -a) - 2eG 2 (b - a)

S-2(2 e)G 2 (b - a) (68)
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Substituting Equation 54 into Equation 68 gives

T - T2
S(O) -Ze G 1 2

y ba (b-a)

--ZeyG(T 1 - TZ) (69)

From Equations 63 and 66 it can be concluded that the amplitude of

the second derivative of the correlation function of two rectangular

patterns is:

1. Directly proportional to the edge length common to both
patterns

2. Directly proportional to the difference in transmissivity
between the background and the test pattern

3. Directly proportional to the gradient of the reference
rectangle

The amplitude of S(u) is maximum when the width of the reference

rectangle is equal to the width of the test rectangle (autocorrelation

case). If the widths differ by any amount, the amplitude of S(u) is

half of that of the autocorrelation case, all the other parameters re-

maining constant.

c. Effect of Width

The amplitude of the second derivative of the correlation function is

greatest when the widths of both the reference and the test rectangles

are identical, which is the case for autocorrelation. If the widths

differ by any amount, the amplitude of the second derivative of the

correlation function will be half of the amplitude of the autocorrela-

tion case.

If the length of the rectangles is L and the light flux through them re-

mains constant, and if the width of the reference rectangle is changed,

the area of the rectangle changes proportionally as does the light flux
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therefore; but the slope of the correlation function remains constant

and therefore the amplitude of the second derivative remains un-

changed. Figure 54 shows the amplitude of S(u) as a function of width.

3. DESCRIPTION OF EXPERIMENTAL EQUIPMENT

a. Precision Crosscorrelator

The precision crosscorrelator, a sensitive and accurate instrument,

is used to determine the correlation function between two transpar-

ancies. It consists of a light source that directs light through the

two transparancies onto the cathode of a photomulitplier tube. The

3-1/4- by 4-1/4-in. photographic glass plates are mounted in two

frames between the light source and the photomultiplier tube, as

shown in Figure 55. Frame 1 is movable and is driven in the longi-

tudinal and lateral directions at constant speeds of 0. 0045 in. per

second by synchronous motors. The spacing between the photographic

plates is exaggerated in Figure 55; actually, the plates are brought

as close together as possible without the emulsions scraping each

other when one plate is moved. The box containing the photomultiplier

tube is hinged to allow a visual examination of the photographic plates.

b. Analog Computer

The output of the photomultiplier tube is applied to an analog computer

circuit from which the correlation function and its first and second

derivatives are obtained. Two recorders are available: a dual-

channel recorder that graphs the correlation function and its second

derivative, and a single-channel recorder that graphs the first deriva-

tive of the correlation function. The circuit diagram of the analog

computer is shown in Figure 56. Three Philbrick operational ampli-

fiers were used.

At point A the correlation function of the scene and the slit template

is obtained. At point B the first derivative of the correlation function
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S(u)

W, = WIDTH OF RECTANGLE I

W = WIDTH OF RECTANGLE 2

SW IiW2 ,

Figure 54 - Amplitude of S(u) as Function of Width

is obtained. And at point C the second derivative of the correlation

function is determined.

In amplifiers 2 and 3 is was necessary to provide filtering to reduce

system noise. The value of 0. ZO pf for the feedback capacitors was

experimentally determined by correlating two slit templates of iden-

tical dimensions, I by 0. 0Z0 in. With the feedback capacitors dis-

connected, the peak signal of the second derivative of the correlation

is 22 units and the peak noise, 10 units. Therefore, the signal-to-

noise ratio (S/N) is Z to 1. When the capacitors are introduced in the

feedback loop the peak signal is reduced to 13 units but the peak noise

is reduced to 1 unit; therefore, the signal-to-noise ratio becomes 13

to 1, which is approximately 6 times greater than the unfiltered case.

The transfer function of the differentiating circuits is

S
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Figure 55 - Precision Grosscorrelator Arrangement
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whe re

zf = feedback impedence

R I
12

R 2 +71

and

zi = input impedence

I

R1 CIS + I

For amplifier 2, the transfer function is

eo0 10S
e i  (0. 1IS + 1) (237 + '

For amplifier 3, the transfer function is

eo 2S
-e (0. Is + l)(o.4s + 1)

Graphs of these transfer functions are given in Figure 57.

4. DESCRIPTION OF EXPERIMENT

a. Procedure

To evaluate the uniqueness of the second-derivative attribute of run-

ways or runway-like objects, the following experiment was performed.

The precision crosscorrelator described in item 3 was used. The

test scenes were aerial photographs and the reference scene, a
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Figure 57 -Transfer Functions for Amplifiers Z and 3
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1.0- by 0. OZO-in. rectangle. The transmissivity inside the rectangle

was 1 and outside the rectangle, zero. The test scene was scanned

with the rectangle in a direction perpendicular to its long dimension.

The output of the precision crosscorrelator was the correlation func-

tion of the rectangle and the test scene (aerial photograph). The first

and second derivatives of the correlation function were obtained with

the analog computer.

The precision crosscorrelator was calibrated frequently to compen-

sate for changes in light flux and photomulitplier gain. A standard

circular aperture was inserted into the light path; the variac controll-

ing the light source voltage was adjusted so that the output of the first

operational amplifier remained constant.

The maximum amplitude of the second derivative is obtained when

the rectangular patterns in the aerial photograph are scanned with

the reference slit so that the v tical axes of the scene and the ref-

erence are parallel and the direction of scan is perpendicular to the

length of the rectangles.

To fulfill this condition the precision crosscorrelator was set up as

follows.

1. The reference slit was oriented so that its length was

perpendicular to the direction of translation.

2. For target scenes, each runway was scanned separately

by orienting the scene so that the vertical axis of the

runway was parallel to the vertical axis of the refer-

ence slit.

3. For nontarget scenes containing runway-like objects,

each object was oriented so that its vertical axis was

parallel to the vertical axis of the reference rectangle.

4. The nontarget scenes that do not contain any straight-

line objects were scanned at several random orienta-

tions.
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b. Test Scenes

A sample of 19 near-vertical aerial photographs was selected. Of

these, 9 contain one or more runways; the other 10 do not contain

runways but do contain runway-like objects such as highways, roads,

railroads, and streets. These photographs are identified in Table

VII. Photographic glass plates 3-1/4 by 4-1/4 in. were obtained of

each aerial photograph at y = 1. The scale of every photograph is

1 to 100, 000. According to this scale the dimensions of the refer-

ence rectangle on the ground correspond approximately to 170 by

8400-ft, which is a representative runway size.

c. Effect of Edge Length and Orientation

An experiment was performed to determine the effect of the edge

length of a slit on the second derivative of the correlation function.

The test scene was a rectangle of 1. 50 by 0.0054 in. , and the refer-

ence scene was a rectangle of L by 0.020 in. The length of the rec-

tangle, L, was varied from 0 to 1. 20 in. in steps of 0. 10 in. The two

scenes were aligned so that when frame 1 was translated it moved

in a direction perpendicular to the long dimension of the reference

rectangle. The light flux was kept constant. The amplitude of the

second derivative for each length of the reference scene was recorded

and the results are plotted in Figure 58. This experiment indicates

that the amplitude of the second derivative of the correlation function

of two rectangles is directly proportional to the edge length of the

rectangles.

A second experiment was performed to study the effect of the orienta-

tion of two identical rectangles on the second derivative of the correla-

tion function when the dimensions of the rectangles and the light flux

remain constant. The two rectangles were aligned so that the angle

between them was 0 deg. Then one of the rectangles was rotated

with respect to the other from 0 to 4 deg in 0. 5-deg increments.
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TABLE VII - AERIAL PHOTOGRAPHS OF RUNWAY

AND NONRUNWAY SCENES

Photograph Code no.

Runway scenes

Vandenberg AFB T-1

Carswell AFB T-2

Dallas NAS T-3

buike AFB T-4

Eglin AFB T-5

Saufley NAS T-6

Keesler AFB T-7

Eglin AFB No. 8 T-8

Eglin AFB No. 2 T-9

Nonrunway scenes

Phoenix area T-10

Florida coastal area T-1 1

Dallas area T-1Z

Dallas area T-13

Florida swamp T-14

Ft. Worth area T-15

Ft. Worth area T-16

Toledo area T-17

Toledo area T-18

Toledo area T-19

The amplitude of the correlation function and the amplitude of its sec-

ond derivative were recorded for each angle and the results are plotted

in Figure 59. As before, the direction of scan was perpendicular to

the long dimension of the reference rectangle. The size of the rec-

tangle was 1.0 by 0.020 in. 4
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Figure 59 - Amplitude of Second Derivative vs Angular Displacement
between Scene and Reference
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5. EXPERIMENTAL RESULTS

The crosscorrelation function and its second derivative for scenes with

runways, urban street patterns, rural road and field patterns, bridges,

ships, isolated noninhabitable areas, and land-water boundaries was ob-

tained with the precision crosscorrelator and recorded. The amplitude

of the second derivative for various patterns of interest as well as the

largest-amplitude second derivative for the background are tabulated in

Tables VIII and IX. Several scenes with their corresponding dual-channel

recordings are shown in Figures 60 through 68. Scenes T-1 and T-4 are

shown in Figure 60 with the reference slit; the respective dual-channel

recordings are shown in Figures 61 and 6Z. Scenes T-10 and T-1Z are

shown in Figure 63, with the respective recordings shown in Figures 64

and 65. Scenes T-14 and T-16 are shown in Figure 66, with the respective

recordings shown in Figures 67 and 68.

6. EVALUATION OF RESULTS

The data of Tables VIII and IX can be analyzed by several methods, de-

pending on the definitions of "target" and "nontarget. " One method of

analysis is based on the following definition:

Definition 1: Target (T,) is any straight-line pattern in an aerial

photograph.

Nontarget (N 1 ) is any pattern in an aerial photo-

graph that does not consist of straight lines.

Based on this definition, the frequency distributions of the second-deriva-

tive amplitudes for all straight-line patterns are plotted in Figure 69.

The vertical ordinate of the second derivative S = 7. 3 is the maximum

second derivative of the background (or nontarget) for any of the scenes.

A second method of evaluating the data to determine the probability that

runways can be distinguished from other straight-line patterns is based

on the following definitions, which apply only to Table X and XI:

( '::t. <oLl n d , n -. 3
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TABLE VIII - SECOND-DERIVATIVE AMPLITUDE AND BACKGROUND

SIGNAL FOR RUNWAY SCENES

Aerial 2nd-derivative Maximum
photograph Object amplitude background signal

T-1 Runway 36.7 7.3

Taxi strip 58. 8

Road 54.4

T-2 Runway 35.3 7.3

Taxi strip 30.9

Building edge 20.6

T-3 Runway 14.7 4.4

Runway 33.8

Runway 54.4

Taxi strip 30.9

Highway 22. 1

Canal 51.4

T-4 Runway 94.1 4.4

Runway 97.0

Taxi strip 91. 1

Field edge 64. 7

T-5 Runway 36. 7 4.4

Runway 38.2

Runway 39. 7

Road 39. 7

T-6 Runway 8.8 4.4

Runway 16.2

Runway 10.3

Runway 25.0

Road 22.0

Road 22.0 i

Road 25.0
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TABLE VIII - SECOND-DERIVATIVE AMPLITUDE AND BACKGROUND

SIGNAL FOR RUNWAY SCETES (Continued)

Aerial Znd-derivative Maximum
photograph Object amplitude background signal

T-7 Runway 19.1 1.5

Streets 10. 3

Beach 63.2

T-8 Runway 14.7 1.5

Road 45.5

T-9 Runway 14.7 1.5

Runway 33.8

Road 11.7

Road 45.5

TABLE IX - SECOND-DERIVATIVE AMPLITUDE FOR

NONRUNWAY SCENES

Aerial 2nd-derivative

photograph Object amplitude

T-1O Road 32.3

Road 41.1

Road 41.1

Road 44. 1

Road 100.0

T-11 Beach 57.3

Beach 64. 7

T-12 Highway 42.6

Railroad 44. 1

Railroad 48.5

Streets 19.1
to
27,9
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TABLE IX - SECOND-DERIVATIVE AMPLITUDE FOR

NONRUNWAY SCENES (Continued)

Aerial Znd-de rivative
photograph Object amplitude

T-13 Road 11.7

Background 4.4

T-14 Background 1.5

T-15 Highway 16.2

Streets 10. 3

T-16 Road 39. 7

Background 7. 3

T-17 Highway and bridge 85. 3

Road 2Z.0

Railroad 11.7

Background 7. 3

T-18 River 13.2

Highway and bridge 11. 7

Streets 13.2

T-19 Railroad and bridge 29.4

Streets 13.2

River edge 25.0

Background 4.4

Definition Z: Target (T 2 ) is an aerial photograph (of an area of

approximately six square miles) that contains one

or more runways. The amplitude of the target is

defined as the amplitude of the runways within the

aerial photograph.

Nontarget (N 2 ) is an aerial photograph that does

not contain runways. The amplitude of the non-

target is that of the straight-line patterns other
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Di

o. VANDENBERG AFB b. LUKE AFB

c. REFERENCE SLIT

Figure 60 - Aerial Photographs of (a) Vandenberg AFB and (b) Luke AFB
with Reference Slit (c)
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aPHOENIX AREA bDALLAS AREA

C. REFERENCE SLIT

Figure 63 - Aerial Photographs of (a) Phoenix Area and (b~) Dallas Area
with Reference Slit (C)
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Scan A

aFLORIDA SWAMP b. FT. WORTH AREA

c. REFERENCE SLIT

5 Figure 66 - Aerial Photographs of (a) Florida Swamp and (b) Ft. Worth
Area with Reference Slit (c)
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than runways that are contained in the aerial

photograph.

Definition 3: Target (T 3 ) is a runway in an aerial photograph.

Nontarget (N3) is an aerial photograph that does

not contain runways.

Based on these two definitions, the data can best be evaluated in terms

of conditional probability and the likelihood ratio, r, which is defined as

r=P(X/T)
P(X/N)

where

X = threshold amplitude of the second derivative,

P(X/T) = probability that X exists given T, and

P(X/N) = the probability that X exists given N.

Table X and XI show the calculated values of P(X/T), P(X/N), and r corre-

sponding to Definitions 2 and 3 for different threshold amplitudes, X.

Table X shows that for a threshold amplitude of X = 15, for example, the

probability that a target T2 (Definition 2) will be detected is unity. There-

fore, all target scenes will be detected; but, in addition, 70 percent of

the nontarget scenes will be detected.

Table XI indicates that for a threshold amplitude of X = 15, for example,

the probability that a target T 3 (Definition 3) will be detected is 20/22.

Therefore, 20 out of 22 targets will be detected; but, in addition, 70 per-

cent of the nontarget scenes will be detected.

The number of aerial photographic scenes is relatively small and was

selected as being representative of certain target types. Consequently,

the calculated probabilities should be understood to represent the best

estimate of target recognition based on the limited sample of aerial photo-

graphs.

Although the data sample is small, several conclusions are in order.
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First, the detection of straight-line patterns appears feasible since the

second-derivative amplitude for the great majority of straight-line pat-

terns is above the maximum for the background (see Figure 69 ).

TABLE X - CONDITIONAL PROBABILITY AND LIKELIHOOD RATIO

FOR DEFINITION 2

Threshold 
P(X/T 2 )

amplitude, X P(X/T 2 ) P(X/N 2 )

10 9/9 9/10 1.111

15 9/9 7/10 1.428

20 7/9 6/10 1.296

25 7/9 6/10 1.296

30 6/9 5/10 1. 333

35 5/9 5/10 1.111

40 5/9 5/10 1. 111

TABLE XI - CONDITIONAL PROBABILITY AND LIKELIHOOD RATIO

FOR DEFINITION 3

Threshold P(X/T 3

amplitude, X P(X/T 3) P(X/N 3) P(X/N2 )

10 21/22 9/10 1.060

15 20/22 7/10 1. 379

20 15/22 6/10 1,136

25 15/22 6/10 1.136

30 14/22 5/10 1.272

35 10/22 5/10 0.9090

40 5/22 5/10 0.454
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Second, recognition of straight-line patterns by the amplitude of the second

derivative of the correlation function alone does not appear feasible; i. e.

runways cannot be separated from roads, bridges cannot be separated

from runways, etc.

Third, it appears feasible to measure the width of the strip from the sec-

ond-derivative signals. Theoretically, when a strip is correlated to a

strip that is wider than the slit, two second-derivative pulses of opposite

polarity are generated at each edge of the strip. If the signal is rectified,

four pulses are obtained for each strip. It is hoped that this principle can

be used to measure the width of the strip by measuring the distance be-

tween the pulses. However, in some of the cases observed in the labo-

ratory the pulses are not always of equal amplitude nor does the signal

between them necessarily return to a zero level. Consequently, a satis-

factory threshold level might be difficult to establish.

7. DETECTION OF SHIPS BY SLIT TEMPLATE CORRELATION

The correlation of various line patterns with a rectangular slit offered

the possibility that ships might be detected by the same method. Accord-

ingly, an aerial photograph, with a scale of I to 10,000, of three ships

in the Mississippi River was prepared (Figure 70). The middle ship was

correlated with a rectangular slit of 0. 020 by 1.00 in. The correlation

function and the second derivative of the correlation function are shown

in Figure 70. Reflected sunlight from one side of the ship and the shadow

on the other side resulted in a correlation function with positive and nega-

tive peaks.

These ships could be detected by any reasonable .hreshold level since the

maximum signal-to-noise ratio is 19 to 1. An increase in the roughness

of the water would be accompanied by a reduction in the maximum signal-

to-noise ratio.
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SECTION IV - EXPERIMENTAL EVALUATION OF CORRELATION

TECHNIQUES

Subsection Four - Runway Detection by Width Gating

1. GENERAL

Width gating or sifting was studied as part of a process for recognizing

airport runways. It is based on correlation of a spot with the scene and

the attributes of edge gradient and width. The amplitude of the first de-

rivative of the correlation function is proportional to scene gradients.

An amplitude threshold filters out the low gradients and logic circuitry

analyzes gradient separation. Two gradients separated by an interval

greater than some arbitrary minimum and less than some arbitrary

maximum causes an output pulse to be generated. If the spot is scanned

in a rectangular raster and the output pulses displayed, lines in the scene

of the proper width are mapped onto the output display as a line. The

great majority of the background is filtered out. In the following experi-

mental study, instrumentation, hereafter called the "width-sifter, " was

developed to perform these operations.

The width-sifter consists of an fss, a processor, and an output monitor.

A simplified system block diagram is given in Figure 71; Figure 72 is

a photogr.-ph of the system.

A number of aerial photographs were processed by the width-sifter to

evaluate the device. Measurement of the length of displayed lines pro-

vides a basis for recognition of runway patterns. However, no provision

was made for measurement of line lengths in this study. Suggested im-

plementations for this purpose are described in Section V.
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AERIAL -0 FSS PROCESSOR I TV MONITOR
PHOTOGRAPHS

Figure 71 - Width-Sifter Block Diagram

Z. DESCRIPTION OF WIDTH-SIFTER

a. Flying-Spot Scanner

The purpose of the fss is to convert the photographic data into elec-

trical signals that can be processed through the logic circuitry part

of the system. The inputs to the fss are aerial photographs in the

form of transparencies.

For this experiment, a B and K television analyst (Model 1076) was

used. An approximate measurement indicated that the spot size of

the fss is 0. 0Z5 in. If a black strip is placed on the face of the crt

of the fss, the video pulse output has a rise time of 0. 5 psec (see

Figure 73a).

Figure 73b shows the dimensions of the aerial photograph placed on

the face of the crt. The time required for the spot to travel the
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!4

oii

Figure 72 - Width-Sifter Arrangement
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14 -3.51N

2.6 IN.

0.5 VsEc 

a. b.

Figure 73 - Video Pulse Output and Aerial Photograph Dimensions

3. 5 in. across the face of the crt is 53. 7 ;sec. There is also a con-

siderable degree of shading in the fss.

The B and K television analyst is not the optimum fss, but it is ade-

quate for the evaluation of the processor. It was chosen because it

was readily available.

b. Processor

(1) General

The processor consists basically of a gradient detector, a mini-

mum-width circuit, and a maximum-width circuit. (See Fig-

ure 74. ) The gradient detector differentiates the input video

and selects those pulses that have an amplitude exceeding a cer-

tain minimum; only those gradients above the minimum are per-

mitted through the rest of the processing.
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I

FO DETECTOR WIDTH CIRCUIT WIDTH CIRCUIT OUTPUT

Figure 74 - Processor Simplified Block Diagram

The minimum-width circuit actually checks the width of every -in-

put pulse and accepts only pulses whose width exceeds a mini-

mum. The minimum acceptable width can be varied by program-

ming the minimum-width circuit.

The maximum-width circuit accepts all pulses that are shorter

than a given maximum width. This circuit can also be programmed

for any desired width.

The output of the processor is a series of pulses that occur at the

trailing edge of every pulse and that meet the gradient and width

requirements.

A functional block diagram of the processor is shown in Figure 75.

The input video is first fed into a video amplifier (B-1). This ex-

periment was carried out with the first amplifier bypassed, since

the output of the fss was sufficient to drive the rest of the circuits.
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Figure 75 -Processor Functional Block Diagram
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(2) Gradient Detector

The gradient detector consists of an r-c-type differentiating cir-

cuit, a monopolarity generator (A-1, Figure 75), an amplifier

and emitter follower (A-2), and a Schmitt trigger (B-2). After

the input video is differentiated, all the negative pulses are in-

verted through the monopolarity generator and amplified. The

emitter follower is used for impedance matching. To this point,

the video is converted into a series of negative pulses corre-

sponding to the leading and trailing edges of each video pulse.

The Schmitt trigger (B-2) has an adjustable trigger level that

can be set to a desirable value. Since the amplitude of the pulses

is proportional to the gradient, the gradient can be detected by

selecting a particular trigger level.

Following the Schmitt trigger is a bistable multivibrator (A-3),

the output of which is the reconstruction of the input video pulses,

except for those that do not meet the gradient criterion. Since

the targets under consideration (runways) can be either black or

white (positive or negative), both outputs of the bistable multi-

vibrator are processed separately. There are two Schmitt trig-

gers (A-4 and A-5) following each of the outputs of the bistable

multivibrator. The purpose of the Schmitt trigger circuits is to

improve the rise time of the pulse. The leading edge of each

pulse becomes the basis for the time- or width-measuring cir-

cuits that follow.

(3) Minimum-Width Gate

The minimum-width measuring part of the processor consists of

a dual integrator (A-7), a dual emitter follower card (A-8), and

a Schmitt trigger for each channel (A-9 and A- 10).

The output of the bistable multivibrator is clamped to the level
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shown in Figure 76, wave forms 4 and 5. Both channels are in-

tegrated individually to a desired degree and each channel is fed

into a Schmitt trigger circuit having a trigger level that can be

adjusted to the desired value.

By selecting the r-c time constant of the integrator and setting

the trigger level of the Schmitt trigger, the desired time delay

can be obtained between the leading edges of the bistable multi-

vibrator output pulses and the leading edges of the Schmitt trig-

ger output pulses. This time delay corresponds to the minimum

target width. If the duration of the pulse (target width) is less

than the time delay, the pulse (target) will be rejected. If the

pulse exceeds this minimum width, it will be accepted and fed

into the following stage, which employs the maximum-width cri-

terion.

(4) Maximum-Width Gate

The maximum-width measuring part of the processor consists

of two monostable multivibrators (B-9 and B-10) followed by two

amplifiers and emitter follower cards (B-7 and B-8), one for

each channel. The monostable multivibrators are triggered by

the leading edge of each of the Schmitt trigger outputs. By ad-

justing the r-c time constant in the monostables, the duration of

the pulses from the monostables can be adjusted to a desired

value.

The outputs of both monostable multivibrators are added and they

become the input to the "and" circuit (B-6), which is the final

stage of the video processing.

The other input to the "and" circuit is a series of pulses that

correspond to the differentiated bistable multivibrator output

(A-6). If any of the pulses occur during the time the monostable

multivibrator is on, then there is an output from the "and"
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circuit that corresponds to the trailing edge of the target. This

output is then fed into the TV monitor for viewing or photograph-

ing.

(5) Wave Forms

To describe the basic concept of the system more effectively, a

set of theoretical wave forms is shown in Figure 76. The input

video as shown consists of three targets: A, B, and C. The

gradient level has been selected so that all differentiated pulses

are accepted. The time delays for the minimum and maximum

width criteria have been selected so that only target A meets the

requirements; target C is too small and target B, too large.

In addition to the theoretical wave forms (Figure 76), a complete

set of actual wave forms is shown in Figure 77. These were ob-

tained by using a pulse generator as the input to the processor.

The last three pairs of wave forms shown in Figure 77 demon-

strate the principle of operation of the processor. In Figures 77k

and 77m, the width of the input pulse falls outside the limits of

acceptable width and therefore there is no output. In Figure 771,

the width of the input pulse falls within the minimum and maxi-

mum width limits for which the processor was programmed,

and therefore there is an output pulse corresponding to the trail-

ing edge of the input pulse (target).

In Figure 77k, 1, and m, some time delay exists between the trail-

ing edge of the input target and the output pulse. This delay is

caused by the preceeding stages and is of no consequence.

3. EVALUATION OF WIDTH-SIFTER

Nine near-vertical aerial photographs were selected to be used as the in-

put to the width-sifter (Figures 78 through 86). Four of these photographs

-lbZ-



SEC
Sub,

o INPUT VIDEO - , ,g. MAXIML

DIFFERENTIATED VIDEO

b. DIFFERENTIATED VIDEO RECTIFIED h. MAXIMI
DIFFERC-NTiAT7-:0 VIDEO INV!-RTED)

C. SCHMITT TRIGGF OUTPUT

BISTA6tLE MULTIVIRATOR AMPLI

d. "IISTA3LE MIULTIVI-,ATOR OUTPUTS (2 CHANNELS) I. INPUT

k. INPUT

TIME DELAY FOF, CHANNL I OUTP
MINIMUM WIDTH

I. INPUT

TIME OfELAY FOR CHANN71L 2 OUTPI
MINIMUM wIOTH

INPU-

OUTF



SECTION IV
Subsection Four - Runway Detection by Width Gating GER- 10449

g, MAXIMUM-WNIDTH GATE FOR CHANNEL I

h. MAXIMUM-WIDTH GATC FOR CHANNEL 2

AMPLIFIED MAXIMUM-WIDTH GATES

INPUT TO "AND" CI9CUIT

~INPUT VIDEO

OUTPUT OF PROCESSOR

IINPUT VIDEO

OUTPUT OF PROCESSOR 
/ 10

n', INPUT VIDEO

OUTPUT OF PROCESSOR

Figure 77 - Processor Wave Forms with Square Pulse Input
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a. INPUT SCENE T-1

.1t .t.-

" " * p -/+

I

T-1

b. PROCESSOR OUTPUT T-1

c. STEP TABLET T-1

Figure 78 - Input Photograph of Vandenberg AFB (a) with Processor
Output (b) and Step Tablet (c)
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/ 1
0. INPUT SCENE T-2

PROCESSOR OUTPUT T-2

c. STEP TABLET T-2

Figure 79 - Input Photograph of Carswell AFB (a) with Processor
Output (b) and Step Tablet (c) 0
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a.INPUT SCENE T-3

b. PROCESSOR OUTPUT T-3

c. STEP TABLET T-3

Figure 80 -Input Photograph of Dallas NAS (a) with Processor Output (b)S and Step Tablet (c)
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a. INPUT SCENE T-4

* : . . ,

T-4
b. PROCESSOR OUTPUT T-4

,

c. STEP TABLET T-4

Figure 81 - Input Photograph of Luke AFB (a) with Processor Output (b)
and Step Tablet (c)
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o. INPUT NONRUNWAY SCENE T-10

b. PROCESSOR OUTPUT T-10

Figure 82-1 Input Photograph of Phoenix Area (a) with Processor Output (b)
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I, A,

a.IN PUT NONRUNWAY SCENE T- 12

b. PROCESSOR OUTPUT T-12

Figure 83 -Input Photograph of Ft. Worth-Dallas Area T- 12 (a) with6
Processor Output (b)
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mom

aINPUT NONRUNWAY SCENE T-21

b. PROCESSOR OUTPUT T-21

Figure 84 -Input Photograph of Ft. Worth-Dallas Area T-21 (a) with
Processor Output (b)
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1q- 4

a. INPUT NONRUNWAY SCENE T-15

1 -

b. PROCESSOR OUTPUT T-15

Figure 85 - Input Photograph of Ft. Worth-Dallas Area T-15 (a) with
Processor Output (b)
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)4

a. INPUT NONRUNWAY SCENE T-11

* t,
.

I

b. PROCESSOR OUTPUT T-11

Figure 86 - Input Photograph of Florida Coastal Area (a) with Processor
Output (b)
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contain runways and five do not. Some of the nonrunway scenes, how-

ever, contain roads or other runway-like patterns. The aerial photo-

graphs given in Table XII were used in this experimental study.

TABLE XII - AERIAL PHOTOGRAPHS FOR WIDTH-SIFTER

EVALUATION

Aerial photograph Code no. Figure no.

Runway scenes

Vandenberg AFB T-1 78

Luke AFB T-4 79

Dallas NAS T-3 80

Carswell AFB T-Z 81

Nonrunway scenes

Phoenix area T- 10 82

Ft. Worth, Dallas area T- 12 83

Ft. Worth, Dallas area T-Z1 84

Ft. Worth, Dallas area T-15 85

Florida coastal area T-11 86

Each scene was photographed on coatinuous-tone film. Another set of

photographs was made using high-contrast film. When processed, these

photographs did not reveal significant differences.

A scale of 1 to 30, 000 was selected for each aerial photograph used in

this experiment. The basic factor for this selection of scale was the

large spot size of the fss. The maximum distance that can be scanned

across the face of the crt of the fss is 3. 5 in.; at the scale of I to 30, 000,

this corresponds to 8750 ft on the ground.

The following relationship exists between time and distance on the face of

the crt of the fss (see item Z, a, above):

-174-



SECTION IV

Subsection Four - Runway Detection by Width Gating GER- 10449

p

3.5in. per isec = 5.

0.065 in. per psec;

53.7
psec per in. =

= 15.34 psec per in.

This information then leads to the data in Table XIII.

TABLE XIII - ACTUAL AND EXPERIMENTAL RUNWAY WIDTH

INFORMATION

Actual runway width Reduced runway Runway width
(ft) width (in.) (psec)

100 0.04 0.616

200 0.08 1.232

300 0.12 1.848

400 0.16 2.464

500 0.20 3.080

A statistical study of runway widths indicates that the lower limit of run-

way widths is 150 ft and the upper limit, 400 ft. Utilizing the results of

the statistical study and the information in Table XIII, the width-measuring

circuits can be programmed to the desired limits.

Before the processing of the photographs, the processor was calibrated

using a pulse generator input (from a Hewlett-Packard, Model ZiZA,

pulse generator). The time delay circuits were programmed to the limits

of 0.9 and 2.5 Visec, which correspond to 150 and 400 ft, respectively.

After the processor was calibrated, each runway and nonrunway photo-

graph was processed. The resulting outputs were photographed and are

shown below their corresponding scenes in Figures 78 through 86.
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To select the gradient detector level, the difference of transmissivity be-

tween background and runways must be determined statistically. Sin-'e

such information is not available, the experiment was performed by ad-

justing the gradient detector for best results. A different setting was used

for each target scene. A step tablet with steps of known transmissivity

was used as the input scene, and the output of the gradient detector ex-

amined to determine the minimum difference in transmissivity required

to trigger the gradient detector circuit. This step tablet has varying de-

grees of transmissivity with the transmissivity difference decreasing with

each succeeding step. Following the processing of each target scene a

step tablet was placed in the fss and the output of the gradient detector was

photographed. A sketch of the step tablet and the transmissivity of each

step are shown in Figure 87.

The photographs of the output of the gradient detector, with the step tablet

u.87

0.63

0.46 >.

0.32 t

0.22 n

0.16 2

0.12 Z

0.08 rI-

Figure 87 - Step Tablet i
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as the input scene, are shown below the corresponding targets in Fig-

ures 78 through 81. Table XIV indicates the minimum difference in trans-

missivity for which the gradient detector was set to trigger for scenes

T-1 through T-4. For the other scenes only one setting of the gradient

detector was made. The output of the processed step tablet is shown in

Figure 88.

TABLE XIV - MINIMUM TRANSMISSIVITY

DIFFERENCES

Target scene Transmissivity difference

T-1 0.17

T-2 0. 10

T-3 0.14

T-4 0.06

Figure 88 - Processed Step Tablet
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The difference in transmissivity at which the gradient detector triggered

was 0.05 for the nonrunway scenes.

4. LENGTH MEASUREMENT OF WIDTH- GATED PATTERNS

The concept of slit correlation described in Subsection Three can be used

to measure the length of the width-gated line patterns. Since the lines

shown in Figure 89 are made up of pulses of equal amplitude and width,

the length could be measured by measuring the number of pulses. By

correlating a slit with the pattern, the maximum amplitude of the corre-

lation function will be proportional to the number of pulses in the line and

also to the length of the line. The correlation function is also shown in

Figure 89.

5. CONCLUSIONS

The width-sifter shows promise as a method for screening line-type pat-

terns with widths between two preselected intervals. The major problem

with this device is the selection of threshold levels. Since target gradi-

ents are affected by variations in exposure and photographic processing,

some method of normalizing the image with respect to these variables

may be necessary.

The length of lines in the width-gated display can be measured by corre-

lation of the display and a rectangular slit.

1
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- - ' - -i- -, 1

I

Figure 89 -Width-Gated Line Pattern with Correlation Function
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SECTION V - DETECTION AND RECOGNITION SYSTEMS

GENERAL

Sections III and IV describe analytical and experimental studies of vari-

ous correlation techniques and concepts for recognizing and detecting

target patterns. These techniques are developed further in this section

and are presented as suggested systems for recognition and detection of

target patterns, on aerial photographs. It should be recognized that some

of the techniques that have been partially instrumented and experimentally

tested with aerial photographs are more firmly grounded than the con-

cepts developed from the analytical effort, although in principle the ana-

lytical concepts may be equally sound.

Three systems are grouped as straight-line pattern analyzers. The first

two, Mod I and Mod II, are similar in function; both employ the width-

sifter but differ in the approach to the measurement of line-pattern length.

The third system, Mod III, is based on the principle of slit correlation.

The straight-line pattern analyzers detect attributes connected with the

pattern edge. A fourth system, a pattern area detector, is designed to

detect regular or irregular patterns that have acceptable dimensions and

length-to-width ratios.

2. MOD I STRAIGHT -LINE PATTERN ANALYZER

a. General

The Mod I straight-line pattern analyzer utilizes the width-sifter and

a position-gated counter developed by GAC under Air Force contracts..

This analyzer will detect patterns in photographic transparencies that

meet certain criteria for edge gradients, widths, and lengths. Such
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an analyzer is ideally suited to the detection of objects with rather

large aspect (length -to -width) ratios.

b. Width -Sifter

The straight-line pattern analyzer is shown in Figure 90. A scene

in the form of a photographic transparency is scanned with a flying

spot, thus converting the photographic information to a video signal.

In this case, the raster is rectangular, similar to a TV raster. The

output of the photomultiplier is differentiated and monitored by the

gradient threshold detector. When a differentiated video signal ex-

ceeds a certain threshold to indicate the leading edge of a target, a

trigger is generated that initiates the width-sifting circuitry. This

circuitry consists of electronic timers that measure the time between

two successive triggers generated by the gradient detector. The

timing circuitry essentially measures the distance between the lead-

ing and trailing edges of targets and applies minimum- and maximum-

width criteria to the target. When the width of a target exceeds the

minimum width and is less than tht maximum width, a pulse is gener-

ated at the trailing edge of the target. The gradient threshold, mini-

mum-width, and maximum-width criteria are adjustable independently.

A more detailed description and laboratory evaluation of this cir-

cuitry is given in Section IV, Subsection Four, items 2 and 3.

In the straight-line pattern analyzer, a photograph must be scanned

at various azimuth orientations. This is done by either rotating the

scene, rotating the yoke on the crt, or effectively rotating the sweep

voltages through the use of resolvers. It appears that rotating the

scene is least desirable, particularly if the scenes are located on a

film strip. However, for simplicity of discussion, it is assumed

that the scene is rotated.

c. Position-Gated Counter

The position-gated counter is a bank of capacitors with high-speed (
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switching circuitry to switch the output of the width-sifter to different

capacitors as a function of the position of the flying spot on the crt.

Figure 91 is a simplified diagram of the position-gated counter, which

consists of a series of gates and capacitors. The input signal is

sampled by the fast gates that operate in repeating sequence. Each

fast gate is connected to a number of slow gates and capacitors. The

output gates read out the capacitor voltage in real time and relay the

output pulses into the line threshold detector. If the fss operates with

a TV-type raster with a high-speed horizontal sweep and a slower

vertical sweep, an r-c filter element is required for each horizontal

resolution element. If a photograph with 25, 000-ft ground coverage

is assumed and if a 100-ft resolution is desired in the positioning of

the pulse generated by the width-sifter, 250 filter elements are need-

ed. The unit developed by GAC for the Air Force had considerably

more elements than this.

In operation, the output of the width-sifter for a single azimuth ori-

entation would be integrated on the various capacitors, each one corre -

sponding to a given horizontal position. The switching circuitry would

be controlled by the position of the crt and would switch the width-

sifter output to the appropriate capacitor. After a complete frame

has been scanned, the voltage stored on each capacitor corresponds

to the number of pulses generated at that particular horizontal posi-

tion. These voltages are then proportional to the total length of

trailing edges of targets that meet the minimum and maximum width

criteria of the width sifter. These voltages are monitored by a length-

threshold detector to determine if the target length criterion is met.

This criterion could consist of both a maximum and minimum length.

The threshold is adjustable and can accept or reject targets of any

predetermined length. If the voltage on each element is measured

only after a complete frame, it is not possible to determine whether

or not the total edge length measured constitutes a continuous line.
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Additional monitoring at various vertical positions will give an indi-

cation of line continuity.

In reading out the voltages stored on each element sequentially through

the threshold detector, the horizontal spacing of targets can be deter-

mined, thus enabling the differentiation between street patterns and

other targets that are more widely spaced such as a runways and

dams.

After a single azimuth orientation is completed, the capacitors must

be discharged preparatory for operation at the next azimuth setting.

d. Output

The output of the electronic scene analyzer will indicate the existence

of targets that have (1) leading and trailing edge gradients that ex-

ceed a predetermined level, (Z) the distance between edges greater

than a certain minimum and less than a certain maximum value, and

a length that meets both minimum and maximum criteria, and (3)

relative spacing of targets and target orientation.

3. MOD U STRAIGHT -LINE PATTERN ANALYZER

a. Function

The primary function of the Mod II analyzer is the detection of straight-

line patterns and the recognition of airport runways. It will detect

patterns in photographic transparencies that meet certain edge gradi-

ents and width and length criteria.

b. Description

(1) General

The recognition of runways and other rectangular patterns re -

quires (1) the generation of a set of target and nontarget lines

from acceptable pattern edge gradients and pattern widths and

(2) the detection of the desirable straight and sufficiently long
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lines among the undesirable curves, shorter lines, and isolated

points.

A width-sifter for generating the target and nontarget lines has

been built. The following paragraphs describe an all-electronic

method for detecting the straight and sufficiently long lines.

(2) Preliminary Gross Detection of Target Lines

The set of target and nontarget lines obtained from the width-

sifter is inserted as a two-level representation of the line set

into an electrical storage tube. A two-stage processing of the

storage tube readout to separate the target and nontarget lines

is then accomplished.

The preliminary search for the target lines is made at any given

point by means of a ppi-type search configuration (see Figure 92),

which extends over an azimuthal range of -45 deg from the verti-

cal. A useable ppi sweep configuration includes 65 sweeps that

are spaced azimuthally by slightly less than 1. 5 deg. If the verti-

cal projected lengths of the azimuthal sweeps are made equal to

the vertical length of the photographic frame, a single horizontal

line of 256 ppi configurations (assuming a usable 1. 5-in. storage

tube diameter and 10-mil spot size) is sufficient to read out any

target or nontarget line present in the frame.

Since all line representations have a single level, the integrated

readout of each azimuthal sweep provides an indication of the line

length read by the given azimuthal sweep.

If the integrated readout of a given azimuthal sweep exceeds that

obtained for a minimum target line length, the normal ppi pattern

is stopped and the individual azimuthal sweep is repeated, but

at a slower rate to determine that the azimuthal readout is, in

fact, that of a target line.
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Figure 9Z - PPI Azimuthal Search Pattern (
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(3) Detection of Continuous Target Lines

The sweep speed is reduced to permit adequate readout resolution

of isolated short lines and their intervening spacings. The now-

separated line and space readouts are assigned positive and nega-

tive voltages, which permits the positive contributions of short

isolated lines to be cancelled at the integrator'by the negative

contributions of the intervening spacings.

On the other hand, the presence of a continuous target-length

straight line will readily permit the integrator to build up to the

required voltage of a target line. The target integrator time

constant must be modified to accommodate the slower azimuthal

sweep. To prevent a long prior spacing from masking a target-

length line, the integrator is never allowed to become negative.

The target output of the integrator, while the target threshold is

exceeded, may be recorded for viewing and for comparing with

the original target by the photo-interpreter or for further pro-

cessing to obtain a more effective target isolation. Since a scan

parallel to the ppi search scan of the storage tube readout is

maintained at the viewing or recording monitor, the recorded

position of the target line corresponds to the true location of the

target in the original photograph.

Alternately, if the detection problem warrants, the position, the

orientation, and the length of the straight line can be recorded.

These attributes can then be combined with others to provide the

required target decision.

The two quadrature scans, which are required to process each

photographic frame, are processed sequentially in the line de-

tector.

A block diagram of the rectangle -detection equipment is given in

Figure 93.
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I. WIDTH-SIFTER OUTPUT TWO QUADRATURE SCANS REQUIRED FOR EACH

PHOTOGRAPHIC FRAME
2.3. STORAGE TU3E READIN SCAN

4. VERTICAL TRIANGULAR WAVE SEQUENCE OF PPI SEARCH PATTERN; ALL
WAVES OF SEQUENCE HAVE EQUAL AMPLITUDES

S. HORIZONTAL TRIANGULAR WAVE SEQUENCE OF PPI SEARCH PATTERN;
AMPLITUDES MODIFIED TO PROVIDE AZIMUTHAL ORIENTATIONS REQUIRED

OF PATTERN
6. SINGLE HORIZONTAL RASTER RAMP; YIELDS SINGLE RASTER LINE FOR

2. 6 PPI SEARCH POINTS
7. VIDEO READOUT; FROM PPI SEARCH OF STORED WIDTH-SIFTER OUTPUT
8. LINE INTEGRATOR GATE; CONTROLS CHARGE AND DISCHARGE TIME OF

LINE LENGTH INTEGRATOR TO DISCHARGE INTEGRATED VIDEO OF EACH

PPI AZIMUTHAL LINE DEFORE NEXT LINE OCCURS

9. INTEGRATED VIDEO
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BIASES STORAGE CRT SO THAT 10, OBTAINED DURING SLOW SWEEP, IS RE-

CORDED

Figure 93 - Rectangle -Detection Equipment Block Diagram
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C. Line Detector Performance

Since the integrated readout of each ppi azimuthal line is desired, the

minimum time necessary to complete each azimuthal line is limited

by the storage tube deflection circuitry and is on the order of 10 Visec.

A single ppi pattern of 65 azimuthal lines will require about 650 .Isec.

The entire line search of 256 ppi search points will require 167 msec;

30 isec must be added for each of the slow repeated azimuthal lines

that further investigate the possibility that a target exists. The exist-

ence of 10 or 20 such possibilities will only add 0. 3 to 0. 6 msec, so

that a search time of less than 0. 175 sec per scan, or 0. 35 sec for the

two quadrature scans of a given frame, becomes very probable. This

processing time compares very favorably with the real time of 0. 65

sec required for transmission of the frame from an airborne vehicle.

(This assumes a 20-mc transmission channel band width and 77 X 106

bits per frame. )

Since the width-sifter signal input to the storage tube is recorded in

only two levels (on or off), the processing of the storage tube readout

video is not very critical. Slicing of the two levels of video to accurate -

ly known voltages permits use of a length-threshold criterion that can

truly reflect the minimum length of an acceptable target pattern.

4. MOD III STRAIGHT -LINE PATTERN ANALYZER

a. Function

The design goal of the Mod III line analyzer is the detection of straight

line patterns and their position and orientation. Secondary design

goals are the measurement of the width of straight line targets.

b. Description

The Mod III line analyzer combines the slit correlator and the width-

sifter. A slit aperture is translated perpendicular to its major di-

mension across an aerial photograph to obtain the correlation function.
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When the slit crosses a line parallel to it, the correlation function

peaks sharply. If the correlation function is differentiated twice, a

large improvement in the signal-to-noise ratio results. Since the

noise is generated by the correlation of the slit aperture and general

picture background, a physical basis exists for separation of lines

from the picture background. An amplitude threshold rejects the

noise and passes the desired second-derivative signals. The ampli-

tude of the second derivative of the correlation is proportional to the

product of target edge gradient and length. The results of the experi-

ments described in Section IV show that straight-line patterns can be

detected with a very good signal-to-noise ratio by using this technique.

Detection of lines at any orientation is provided by the rotation of the

slit with respect to the scene. The position of the straight-line tar-

get can be determined by measuring the position of the slit when a

large second-derivative signal is detected. The rate of translation

should be much greater than the rate of rotation so that the slit is

correlated with the entire scene at each azimuth position. The slit

can be rotated in steps of approximately two degrees.

Figure 94 shows a simplified block diagram of the Mod III line ana-

lyzer. The output of the slit correlator is differentiated twice, after

which it is rectified and sent to a threshold detector. The edge counter

counts the number of pulses that exceed the threshold for a particular

azimuth position. The slit correlator can be implemented in a number

of ways for high-speed slit correlation. A continuously revolving belt

with a number of slits or a rotating mirror will translate a slit across

a photograph at high speeds. A slit can also be generated by a high-

speed sweep on a crt and can be translated quite rapidly.

This implementation will measure the number of straight-line targets

at each azimuth orientation. In addition, it is believed that target

width measurements are possible utilizing the width-sifter principle.

The width gate accepts the output of the threshold detector and
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determines the distance between successive pulses. With such a de-

vice it is possible to apply the width criteria for runways (widths that

fall between 150 and 400 ft).

The feasibility of the Mod III line analyzer to detect straight lines is

demonstrated in Section IV. Further work is recommended to prove

the feasibility of measuring target width. As in the other line ana-

lyzers, the selection of the proper threshold is a critical operation.

Any factor that causes the value of the target edge gradient to vary

will affect the amplitude of the second derivative of the correlation

function. These factors include exposure, processing, resolution,

and atmospheric conditions.

5. PATTERN AREA DETECTOR

a. Function

The primary function of the pattern area detector is the detection of

pattern areas -f acceptable dimension and aspect ratio. However,

the shape of the pattern is not important- in this respect the detector

differs from the straight-line pattern analyzer, whose detection capa-

bility is confined to regular, straight-sided, rectangular patterns.

A more important difference between the two is that the pattern area

detector detects and yields a pattern area as its output, whereas the

straight-line pattern analyzer detects and recognizes patterns through

measurements that involve the pattern boundaries and provides the

pattern's trailing boundary as its output rather than its area.

b. Description

(1I General

Detection of pattern areas is accomplished through the derivative

readout of the photograph by an expanding spot in which the maxi-

mum and minimum limits of the expansion are determined by the

range of dimensions of the acceptable patterns. To conserve
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processing time, the point-by-point expanding-spot examination

of the photograph is replaced by a two-stage hybrid scan. A

first-stage conventional raster scan, as in the width-sifter,

makes a one-dimensional examination of pattern widths. When-

ever an acceptable one-dimensional pattern width is found, a

second-stage expanding-spot scan is generated to determine the

acceptability of the pattern on a two-dimensional basis.

(2) Instrumentation

The proper expansion of the crt readout spot under conditions of

constant flux is obtained by defocusing. If the usual linear re-

lationship exists between spot size and defocusing voltage, a

ramp function will provide the constant expansion rate of the spot.

A proper second-derivative output signal is generated through

successive time differentiation of the expanding-spot readout.

A monopolarity amplifier provides an absolute-valued first de-

rivative; modification of the amplification of each of the deriva-

tive by means of the ramp spot expansion wave form yields the

required multiplication of the derivatives by the spot radius, R.

The values of the second-derivative or absolute -difference output

signals are compared with two-boundary or four-boundary refer-

ence voltages to permit detection of two-boundary or four-boundary

patterns. The reference voltages have been modified by the trans-

missivity differ--nce information of the prior flying-spot scan to

normalize the detector.

Instrumentation of the detector is shown in block form in Figure

95. The video output of the first-stage fss is processed in a

modified width-sifter-type circuit so that wnenever an acceptable

pattern width is encountered, an acceptable pulse signal (4 in

Figure 95) and a pattern width pulse (5) results whose amplitude

is proportional to the width of the pattern. These two signals (4

and 5) control the generation of the ramp function defocusing
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signal (6) and stop the raster scan (signals 1 and 2) at the pattern

centroid. When the second-derivative output signal (8) exceeds

the threshold voltage, it generates a target '-ignal (9) whose ampli-

tude is made proportional to the square of the pattern width, which

is obtained from the ramp defocusing signal (6). The variable-

amplitude signal (9) inconjunction with the ramp defocus signal

(6) results in the printing at the storing crt of a constant-intensity

spot equal in area and position to the original target pattern.

As in the Mod II straight-line pattern analyzer, two quadrature

scans of each scene are required.

c. Performance

The time required to examine the scene is of the same order as that

required for the width-sifter plus that required to examine, with the

individual expanding-spot scans, the possible target patterns found in

the prior flying-spot scans. Thus, the detection of the irregular

patterns can very probably be accomplished in real time.

The processing of the photographs (resolution, scale, and contrast)

must be considered in determining the threshold voltage of the variable-

spot-size scan and the reference widths of the prior flying-spot scan.

Large deviations from the preset values of these photographic para-

meters will result in detection errors.

6. APPLICATIONS TO PATTERN RECOGNITION

a. Straight-Line Pattern Analyzers

The Mod I and Mod II straight-line pattern analyzers have similar

functions. Both incorporate the width-sifter but employ different

techniques for length measurement, and both are capable of the de-

tection of straight-line patterns and the recognition of runways. In

addition, the following data about the straight-line structure in an

aerial photograph can be obtained:
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1. Number

2. Length

3. Relative orientation

4. Quantized width

5. Spacing between parallel patterns

The Mod III analyzer differs from Mod I and Mod II in the correlation

techniques used. It does not measure length, although it does give a

rough indication. It is believed capable of measuring width although

this has not been implemented in the laboratory. Consequently, it

might recognize runways but it will detect the great majority of

straight-line patterns and provide the following data about straight-

line pattern structure in an aerial photograph:

1. Number

Z. Relative orientation

3. Spacing between parallel patterns

The straight-line patterns that can be detected by Mod I and Mod II

are roads, streets and expressways, bridges, runways, shore lines,

agricultural field patterns, industrial buildings, ships, and many

others that have a partial or complete straight-line structure. Mod

III has essentially the same capability with the exception of industrial

buildings. Here the lengths are probably not sufficient and the signal-

to-noise ratio of the second-derivative signal is not large enough for

detection.

The capability of these devices makes the screening of aerial photo-

graphy their most likely application. One method of screening is by

the number and distribution of straight-line patterns. For example,

an absence of straight lines indicates a high probability of either un-

inhabitable waste areas, cloud cover, or water. A small number of

straight lines, possibly orthogonal, would indicate a rural area; a (
large number of closely spaced parallel lines would indicate urban
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areas. Further screening might be achieved if the width information

were used.

b. Recognition of Industrial Complexes

(1) Describing Attributes

Industrial complexes are difficult to detect (1) because their de-

scribing attributes are not outstanding (the dimensions of some

individual building patterns, for example, are of the same order

as such background patterns as rural fields) and (2) because a

common list of attributes cannot be used to describe all complexes.

The following broad attribute classes have been found to be repre-

sentative of most industrial complexes:

1. Straight-sided rectangular patterns

2.. Straight-sided polyrectangular patterns made up of

adjoining rectangular patterns (see Figures 4 and

5, above)

3. High-frequency activity as evidenced by the pres-

ence of many narrow, parallel strips

A unique spectral energy picture for petroleum refinery oil tanks

is obtained chiefly from the high (white) transmissivity of the

tanks, from a tank-to-spacing duty cycle of approximately 0. 5,

and from the fact that the pattern of tanks is repetitive.

(2) Measurement of Attributes

The straight-sided pattern analyzer (either Mod I or Mod II) can be

used to extract the acceptable straight-sided rectangular patterns.

The pattern width and length criteria of the analyzer are adjusted to

accommodate the widths and lengths of acceptable industrial pat-

terns. The trailing edge of each of the detected patterns makes

up the output signal and is recorded at a storage tube.
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I

Both rectangular and polyrectangular patterns are measured and

passed by the pattern area detector. The approximate areas of the

detected patterns are recorded as the output signal of the detector.

The measurement of high-frequency activity, since it is of a de-

tailed nature, is done after the above gross measurements have

been made and is confined to the above detected areas.

The oil tanks, with their unique spectral energy distribution, are

best extracted from their background by a suitably designed filter

to be used with a coherent optical channel. The isolated oil tanks

then appear in the output image plane of the coherent optical chan-

ne 1.

(3) Recognition of Industrial Patterns

The individual integration of the straight-edge output of the straight-

line pattern analyzer and of the area output of the pattern area de -

tector on their respective storage tubes will indicate the number of

individual patterns and the area of the patterns. If the integrations

are carried out over a fixed industrial size area, criteria for both

the number and the area of patterns per unit search area can be

established and recognition of the industrial complex becomes pos-

sible. To render the recognition more reliable, those portions of

the original photograph that correspond to the detected industri-

al areas are tested for the existence of straight, parallel, and

narrow strips that mark the high-frequency activity. This can be

done with the Mod II straight-line analyzer modified to accommo-

date the much smaller industrial size area. A second-derivative

readout will permit extraction of the narrow strips and individual

pattern edges and will reinforce the presence of an industrial area.

Because of the uniqueness of the spectral energy content of the

oil tanks, a sufficiently large value for the integrated output sig-

nal of the coherent optical channel will indicate the presence of e
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oil tanks and therefore of a petroleum refinery. The integration,

as in the above pattern analyzers, is carried out over an area

the size of an industrial complex.
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SECTION VI - CONCLUSIONS AND RECOMMENDATIONS

CONCLUSIONS

a. General

The work during the program resulted in the following conclusions.

b. Photographic Examination of Pattern Attributes

The probability of airport recognition is high if the attributes of length

and width are measured.

The storage tanks of the oil refineries studied had the following char-

acteristics:

1 The majority of storage tanks have a higher

reflectivity than the background.

2. A definite relationship exists between tank di-

ameters and spacing.

3. Tanks with diameters between 5 and 40 m are

certain to be present.

Industrial complexes generally have the following common attributes:

1. Rectangular or polyrectangular patterns and

narrow parallel lines

2. Quadrature arrangement and close spacing of

patterns, and small number of acute angles

c. Analytical Study of Correlation Techniques

Analysis showed that requirements for recognition of pattern group-

ings in the spatial frequency domain are as follows. Although others

may exist, oil storage tanks were the only patterns found that met

these requirements.

-203-



SECTION VI - CONCLUSIONS AND RECOMMENDATIONS GER-10449

0

1. Repetitive pattern with duty cycle between

0. 3 and 0. 5

2. Pattern reflectivity higher than background

The expanding-spot scanner, conceived and analytically studied,

appears promising as a means of detecting pattern areas.

d. Experimental Study of Correlation Techniques

The second derivative of the correlation function is a valid attribute

for detection of straight-line patterns.

Straight-line patterns can be extracted from the background with the

edge gradient and width attributes.

Pattern recognition with a rectangular slit is the only form of template

correlation that appears promising.

The selection of thresholds for all the suggested systems is a problem,

particularly if photographic processing and exposure are variable.

e_. Systems for Detection and Recognition

Straight-line patterns can be detected with the straight-line pattern

analyzers Mod I, Ui, and III, and runways can be recognized with Mod

I. and I.

Industrial Complexes can be recognized by attribute measurements

of the straight -line pattern analyzers and the pattern area detector.

2. RECOMMENDATIONS

a. General

The following lines of attack are recommended as the next steps in the

solution of the pattern recognition problem.

b. Laboratory Evaluation of System Designs

None of the three systems that analyze straight-line patterns exists as

integrated instrumeritation, although subsystems of Mod I, namely,
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the width-sifter and the position-gated filter, have been designed and

individually evaluated. It is recommended that Mod I of the straight-

line pattern analyzers be assembled and its screening ability thorough-

ly evaluated with a large sample of aerial photography. Mod I is se-

lected because of the availability of the subsystems.

It is recommended that the capability of Mod III to measure straight-

line pattern width be evaluated.

The fourth system, pattern area detector, is based on the expanding-

spot concept. It is recommended that this concept be breadboarded

and evaluated.

c. Threshold Level Compensation

Variations in photographic exposure and processing cause undesirable

fluctuations in edge gradients or those functions of edge gradients that

the fixed threshold levels of the four systems are set to detect. There-

fore, it is recommended that a study be made of some form of auto-

matic threshold level compensation.

d. Target Attribute Study

It is recommended that attributes and attribute-measuring techniques

be studied for those target patterns not considered in this report.

Large samples of aerial photography should be studied so that specific

targets can be classified according to their measurable attributes. A

study of the degree to which inference is used in recognition of target

classes by human operators should be included. Some important target

classes may not be recognizable without the aid of certain inferences

that are difficult to implement into automatic devices.
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APPENDIX A - SPECTRAL ENERGY CALCULATIONS FOR RECURRENT

PULSE SEQUENCES

1. EVALUATION OF THE NONCENTRAL SPECTRAL LOOPS OR MAXIMA

The energy contained in the Kth (K > 1) positive and negative spectral

loops of a recurrent sequence of N pulses, which have an amplitude of

Vh units and a length, 2a, with a spacing between each pair of 2b units,

is obtained by integrating the spectral density I H2 (f) 2 .

H (f)12 = 4a 2Ah sin2 Wa sin 2(NW)(a + b)12 h~ 2 (A-i)(Wa) sin (w)(a + b)

between the two spectral zeros (W Ka and )Kb) that bound the Kth loops and

have the following values:

WK = K- I 7 (A-2)

W Kb i (K + I 7T (A-3)Kb N a K-+

The resulting Kt h loop energy integral, EKI is

4a I (K I + ~)~ 1 7
E 4a 2 A h -a- sin 2Wal sin 2(NW)(a + b)d

f (7a)T sin (w)(a + b)
(K a+b

(A -4)

The total energy of the recurrent sequences is from Equation 32

E0 = (Za)(N)(A 1 ) (A-5)

The percent of signal energy RK in the positive and negative K loops is
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then the ratio of Equations A-4 and A-5. After a change in variable

U = (W)(a + b) - (K - 1)(7r) , (A-6)

this ratio becomes

+T

R 2 a 1 (sin V 2(K a+ J n (sin NU)(du) , sin7U

where

V a (L)[u+(K 1)7] (A-8)

If the values of a/a + b and K are restricted so that V < 7T. or

then the first term in the integral can be approximated as a function of u:

sin U =2 t a.u) , (A-10)

where the values of the coefficients are:

a0 = Ta (K- 1 1.648 + [ (K- 1) (0.814)(A-Oa)

a B) 3 ( (K -a , 0 , . 3 2 ) a -1 ) ( . 0 8 7

ao a 2 ( _a 2 (A -I c
a 0.1 6 6 (a+ + 0.495(a- -1 (A-0c)

al .15( a. )4 1d
a3 = -6- a0 0 5 a) (K 1) (A-10d)

Substitution of the power series (A-10) permits the following solution of

the integral from Equation A-7:
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K a TCo C4

with the following restriction upon the values a/a + b and K, namely:

(a_,) ( -K .) 1 . (A -9)

The constant "C" terms are the following functions of the power series

coefficients, ai , (Equations A-10a through A-10d):

2
C O = 1.85 a , (A-12)

C 2 = 4a 0 a 2 + 2al g , (A..13)

C 4 = 5. 59a 2 + ll.18ala 3  (A-14)

For the larger values of a/a + b and of K, an alternate approximation of

the integrand of Equation A-7 is more useful. If N > 5, the value of V

(Equation A-8) may be approximated by

V a (K - 1)a+b

The solution of the integral of Equation A-7 then is

. 2 _asin2 P) (-A-1)-(

RK = ( (1. 85) s [ B (K - I (A-15)
[ a + K  ,,

for N - 5.

These two approximations (Equations A-11 and A-15), which complement

each other, are used to compute the values of RK that appear in Figure 17.

2. EVALUATION OF THE CENTRAL SPECTRAL LOOP

The energy of the central spectral loop for recurrent signals is obtained
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0

by integrating the spectral density, IHz(f)I 2 , (Equation A-1) between the

first two spectral zeros, *[1T/N(a - b)] , which define the boundaries of

the central loop. The integraticn is simplified by changing variables so

that

u = (W)(a + b)

The percent of energy, R 1 , in the first loop is then

IT

a_,) sin ' (u .+ b)_ sin' NU 16

(7 ) a + Iqfo U a) sin 2U U(
+=Ja + b*

Since U has a maximum value of iT/N the integral may be simplified by ap-

proximating the trigonometric function,

sin 2 (u~~ a
a2

(Ua- ) sinU

as a power series in U to give:

33)[i a~ +__ _ _ __ _ _f . 925+ (0. 3 - + 0.078a

N 21=  + N4 h "7

1A- 17)

Values for the central loop energy, R 1 , as a function of the duty cycle,

a/a + b, and the number, N, of pulses in the sequences appear in Figure 17.

0
-212-



GER- 10449

I

APPENDIX B - DERIVATION OF COHERENT CHANNEL FILTER

DESIGN EQUATIONS

1. EVALUATION OF AVERAGE SIGNAL ENERGY

The input recurrent signal to be passed by the filter is in reality a dis-

tribution of signals whose one-half periods (combined one-half length of

target, a, and spacing, b) lie between maximum and minimum lengths of

A and B, respectively. These signals have duty cycles, a/a + b, that lie

between 0.3 and 0.5. It can be seen from Figure 17 of Section III, Sub-

section Two, that signals within this duty cycle interval have a practically

constant second spectral loop energy content.

Maximization of the signal-to-noise ratio requires that the filter band

width be restricted to reject a portion, of, of the second loop energies

associated with the signals that have either a maximum period or a mini-

mum period. If the lower corner frequency W 1 limits the passed signal

energy of a maximum-period recurrent sequence, the portion, S, of the

original signal energy passed by the filter becomes, from Equation A-7

of Appendix A,

+T

S _)snV 2 sin Z NU dU ,(B-i1)

6a + W fa 1 (V sin U

where of is the portion of the second loop energy passed by the filter.

The integrand's first term, approximated by a power series from Equa-

tion A-10, can be further simplified to yield
2

I sin V 2 a 0  0 (B-2)a VinU) 77U 1. 85U
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where a 0 and C0 are defined in Equations A-10a and A-12 of Appendix A.

The remaining higher order terms, which are given in Equation A-10,

have been neglected in the above approximation. These terms describe

the additional (less than 5 percent) energy associated with the second

loop when the number of pulses, N, in a given sequence is four or lower.

Under these conditions,

a) C 0 sin2 NU NU) (B-3)

S=.7 fOI (NU)d(N

where the recurrent sequence has a maximum one-half period length of

A units and

0 Ca 1

U =WA-7

The integral's lower limit, -air, of the variable, U = WA - IT, corres-

ponds to the lower cutoff frequency, A)I s so that

W1 ( -A (B-4)

Because the integrand is even, the expression for S can be written as

s- I(a Ii N U snNU ) +NU d(NU l . (B-5)
1.85 a W 0  (NU~ fj 0  (7U) Ij

The values of the integrals, obtained through a power series approxima-

tion of the trigonometric terms, are given in Table B-I.

TABLE B-I - VALUE OF (sin x)2 INTEGRALS AS A FUNCTION OF C

a 0 0.1 0.25 0.375 0.5 0.625 0.75 0.9 1.0

I siUdNU 0 0.099 0.234 0.323 0.386 0.425 0.449 0.460 0.462

0
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The derivative of the signal energy with respect to the corner frequency

W 1 is also needed and becomes:

as as 8(aH)
aW 8 (a T) aW

(-NA)- a CO) [sin2  T (B-6)

2. EVALUATION OF BACKGROUND NOISE ENERGY

The primary source of noise energy, T, is assumed to come from an en-

semble of recurrent spectrums that have the same number, N, of pulses

and the same duty cycle, a/a + b, as the signal spectrums but whose maxi-

mum and minimum periods lie beyond the periods of the signal spectrums.

It can be noted that a filter, tuned to the second loop, will attenuate single

noise pulses (since their energy is concentrated within the first or central

spectral loop) as well as recurrent spectrums that have duty cycles of less

than 0. 3 and greater than 0. 5 and therefore have less energy in the second

loop.

The average second loop noise energy < T(W) > at any frequency interval

from W to W + dwi is made up of the contributions of the spectrums whose

periods, a + b, lie within the following range as determined by the spec-

tral characteristics of a second loop (Equations 41 through 43 of Section

III, Subsection Two) or:

a + ab = I + 1 (B-7)

A maximum entropy estimate of the probability density distribution,

p(a + b), of the periods for the above recurrent spectrums when only the

extreme values of the distribution 'Tre given results in a uniform distri-

bution and a constant-valued probability function. a Such an entropy

I aGoldman, Stanford: Information Theory. New York, Prentice Hall, 1953;

p 130.
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estimate utilizes all known information and avoids assumptions based up-

on information not known.a The second-loop contribution of each recur-

rent noise sequence is again based on only the first term of Equation 45 as

is the case for the signal energy derivation (Equation B-3). The following

expression for the average noise energy, < T(W)> dw, results from the

summing of the contributions of the several sequences, which have periods,

(a + b), that lie within the range of Equation B-6 above and are distributed

in accordance with the above constant probability density function p(a + b).

[The duty cycle (a/a + b) is assumed to be constant for the entire ensemble

of noise sequences.) The noise energy expression is

< T(w) > dw = 2 a 0

V Ta + L T.M X

( fsin [N(w)(a +~ b) 7r]j (N)(a + b) [p(a + b)] [d(a + b)] dW. (B -8)
(1W( + b)sin

A change in the variable

k = (NO)(a + b) - NIT

permits evaluation of the above integral and provides the following value

for the average energy:

< (W( d =2a C0  [p(a +b)] (9. 15)1 dw (B-9)(T(0a))> dW = _ _0

(W a 7b / n

Finally, the total average noise energy T passed by a filter with upper and

lower cutoff frequencies, W Z and W1 , is:

aJaynes, E. T. : "Information Theory and Statistical Mechanics," Physical

Review, vol 106, no. 4, 15 May 1957, pp 6Z0-630; and vol 108, no. Z,
15 October 1957, pp 171-190.
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T = 1 < T(w) > dw (B-10)
CA1

and the derivative of the noise energy with respect to the lower cutoff fre-

quency is

- < T(W 1 ) > (B-i)

3. LOWER CORNER FREQUENCY, wit OF FILTER

The solution for the maximum signal-to-noise ratio, from Equation 18 of

Section III, Subsection Three, results in

(aT_ - T " (B-12)

Substitution of the values for the above four terms from Equations B-3

and B-6 for S and BS/Bw 1 . and Equations B-10 and B- 1 for T and

BT/8WI yields

N -oil I \/sina i 2
(N N w ll 1

0.462 +-1 sNLN A - 2 d[N(wA - ir)] (B-13)

The proper value of lio which satisfies Equation B-12, determines the

optimum value of w 1 in accordance with Equation B-4 between the two

quantities.
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4. UPPER CORNER FREQUENCY, w2 , OF FILTER

Similar definitions for S and T and their respective derivatives as a func-

tion of the upper corner frequency, W 2 , permit solution of Equation 19 of

Section III, Subsection Three,for the optimum value of the upper corner

frequency W 2 . The required function of Ci that results from the above

substitutions is

I [sin (C!2 7T)] =

(N+ as (1l+)- N - B

0.462 + 1 f , d(N)(B - r)(B-14)

0

where B is the minimum one-half length of the signal period, i.e. , the

combined one-half length of the target and spacing. Finally, the relation-

ship between the upper corner frequency, W., and the value of C1 that

satisfies Equation B-14 is obtained from the high frequency definition of

S as in Equation B-4, or

2
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APPENDIX C - CALCULATIONS FOR EXPANDING-SPOT OUTPUT

SIGNAL AND FLUX INTEGRAL FOR TWO-LEVEL SINGLE-

EDGE PATTERN

The following integral represents the portion of the expanding-spot flux,

g. that is passed by a given pattern, or

feh e 4 5(r/R) 2g e r dr dO , (C-i)

e Rh0L Rh

for which the problem terminology and geometry are presented in Figure

21. Section III, Subsection Four.

The solution of the inner integral with respect to r is readily obtained so

that

S=RZ [e-4. (Rh/R)2 _ e-4.] dO . (C-Z)
g f.

oh

This integral is divided into two parts for values of 0 clockwise and counter-

clockwise from the x axis, or

g -{2[0 L [e-4. 5(Rh/R) 2  e- 4 5]d0 0 h [- 4 . 5(Rh'/R)2 
- e 4 5]d0J

(C-3)

The various terms of the above integrals can be evaluated from the geome-

try of Figure 21 in terms of the input variables, the separation distance U.

boundary orientation 1, and the variable azimuthal angle 0. The evaluating

expressions are
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i4

Rh V
-TCos 18 + )

0 L -a + cos- (V)

and (C-4)

Rh'

-R- Cos (E -

eh =a + cos- (V)

In the above equations a normalized pattern boundary separation variable,

V U cos a
R

is used.

Finally, the exponentials are placed in terms of a power series:

-4. 5(Rh/R)- n = o 5 n VZn
e N I- n

= N cos (0 + a)

-4. 5(Rh,/R) 2  n =o (-4. 5 )n VZn

ea N' cos Z n (0 - a)n = 0

Substitution of Equations C-4 and C-5 and integration of the first. n = 0,

term results in

(T. RZ2 n = co S-.5nv z n

g(V) = (0. 99 coo- " V) +R (- 4 n. X

n= I

jCOS(V) (cao (V) + a
dO + d (C-6)

Cos ( + a) -0 Cos ZZ(0-
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With integration rule 281 of the Table of Integrals,a

Sn- Inx + dx (C-7)

Evaluation of

-cos (V) cos-l (V)+a
dO +de

2zn = + ZnO

fO cos (a + ) Cos (0-

through the above integration rule (Equation C-7) results in the following

recursive series:

2 n V Zn -±io( 1 (7-) "I~n - 2) (C-8)

where

-1
Z = tan (cos V)

The required value of the intersecting flux, g(V), becomes

g(V) = cos (V) + n1"(4. 
n V2n=.' E" -7 V Z 2n (C-9)

lo n = II

a Pierce, B. 0.: Table of Integrals. New York, Ginn and Co., 1929.
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