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FOREWORD

This report was prepared by the Norair Division of Northrop Corporation, Hawthorne, California, in conjunction with Western Electro-Acoustic Laboratory, acting as an associate contractor under Contract AF33(616)-6486. This contract was initiated under Project No. 1370 "Dynamic Problems in Flight Vehicles," Task No. 14004, "Methods of Vibration Prediction, Control and Measurement," for "A Study of Structural Vibration Sources and Methods of Response Prediction and Reduction of These Responses." The work was administered under the direction of the Dynamics Branch, Flight Dynamics Laboratory, Deputy for Technology, Aeronautical Systems Division, with Lt. N. Wrobel acting as project engineer. This report covers work completed in January 1961.

The authors express their appreciation for the contributions of Mr. Robert Wilkus, Dr. O. R. Rogers and other ASD personnel, and of a number of Aerospace companies for reports and data. In addition to the principal authors, contributing personnel from Northrop including Dan Van Est, Arthur Cross, Bruce Vernier, and Roy Nustain; and Jose Ortega, Milton Cottis and Myron Mann from Western Electro-Acoustic Laboratory.
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in view of the present satellite and space travel developments, a study of vehicle structural vibration was deemed necessary. Continuous exposure to vibration environments may cause serious structural and equipment failures resulting in impairment of function or complete mission failure. The scope of the study is a preliminary investigation of the forcing functions and their characteristics, the methods of estimating a combined response, and the proof tests required to qualify structure and equipment. The study owes its timeliness and importance to its fundamental concern with structural integrity. The general fatigue problem has become more important while simultaneously the acoustic fatigue problem crosses the threshold at which ordinary structure no longer withstands the repeated acoustical forces. Since developed power will continue to rise with time, fatigue due to acoustic excitation is certain to become an increasingly important design problem.

This report is presented in three parts, Sources, Responses, and Simplified Composite Response for Testing.

Part One discusses the various sources of vibratory energy which can result in vehicle vibration including rocket noise, aerodynamic pressure fluctuations (boundary layer, base pressure, wakes, cavities, projections, oscillating shock, separate flow and panel flutter), wind shear and gust, meteorites and direct mechanical coupling.

Part Two discusses the prediction of vibratory response through both empirical and analytical approaches, and includes a thorough discussion of the single degree of freedom system, resonance-on-resonance, panels, shells, mobility, generalized force, joint acceptance, correlations and other statistical tools, and in addition, comparisons of empirical data from a variety of aircraft and missiles.

Part Three contains a discussion of fatigue and malfunction, the properties of an ideal test, implications of and methods for obtaining a simplified composite response and an examination of various test equivalences.

PUBLICATION REVIEW

This report has been reviewed and is approved.

FOR THE COMMANDER:

WILLIAM C. NIELSEN
Colonel, USAF
Chief, Flight Dynamics Laboratory
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PART I - SOURCES OF VIBRATIONS

I. INTRODUCTION

It is well known that the noise from rocket motors during launch often results in high amplitude vehicle vibrations. Although rocket noise is generally responsible for the most severe vibration environment in missiles, other sources, such as the aerodynamic boundary layer, thrust oscillation, motor resonances, wind shear and gust, internal equipment, etc., affect the vibration environment in varying degrees, depending upon the mission profile and vehicle design.

The major vibration sources are summarised in Table I, together with a brief description of their characteristic forcing functions, the portion of flight where they may occur, and an estimate of their relative severity.

It may be fairly stated at the outset that many of these sources cannot be quantified with the degree of precision often desired by an engineer. This results both from the complex nature of some of the sources and the short historical transition which is occurring from subsonic manned aircraft to supersonic and hypersonic missiles and space vehicles. Fortunately, the relative importance of these sources can be readily determined and their parameters can be roughly estimated. Further, and perhaps more important, the fundamentals of the major sources are becoming better understood.

This knowledge of the fundamental factors governing source characteristics is felt to be of paramount importance to the designer, as it can provide the framework for analysis of the relative merits of various competing mission and vehicle concepts in terms of their potential vibration environments. It should be noted that this statement applies particularly to the launch configuration which often occasions the most severe vibration environments.

For these reasons the following chapters will stress the fundamental factors affecting each source. The descriptions will be amplified by available experimental data and, where possible, generalized to enable design estimates.

Manuscript released by authors on June 3, 1961, for publication as a WADD Technical Report.
### Table I

**Major Sources of Vibratory Energy in Missiles and Space Vehicles**

<table>
<thead>
<tr>
<th>Source</th>
<th>Type of Forcing Function</th>
<th>Important During</th>
<th>Relative Severity*</th>
<th>Relative Pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rocket noise (generated in exhaust stream)</td>
<td>Continuous spectra</td>
<td>(a) Launch</td>
<td>1</td>
<td>$\left( \frac{P^2}{\rho} \right)^{1/4}$</td>
</tr>
<tr>
<td>Aerodynamic Excitation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Boundary Layer Turbulence</td>
<td>Continuous spectra</td>
<td>Atmospheric flight</td>
<td>1**</td>
<td>.005</td>
</tr>
<tr>
<td>- Cavity Resonances</td>
<td>Discrete frequencies</td>
<td>Atmospheric flight</td>
<td>1**</td>
<td>.03-.06</td>
</tr>
<tr>
<td>- Projection wakes</td>
<td>Discrete frequencies &amp; continuous spectra</td>
<td>Atmospheric flight</td>
<td>1**</td>
<td>.01</td>
</tr>
<tr>
<td>- Impingement of propulsion exhaust</td>
<td>Continuous spectra</td>
<td>Atmospheric or space flight</td>
<td>2**</td>
<td></td>
</tr>
<tr>
<td>- Fluctuating wakes</td>
<td>Continuous spectra</td>
<td>Atmospheric flight</td>
<td>1**</td>
<td>.007-.015</td>
</tr>
<tr>
<td>- Oscillating shock waves</td>
<td>Primarily discrete frequencies</td>
<td>Primarily in Low supersonic range</td>
<td>1**</td>
<td>to .1</td>
</tr>
<tr>
<td>- Skin flutter</td>
<td>Discrete frequency</td>
<td>Atmospheric flight</td>
<td>1**</td>
<td>to .1</td>
</tr>
<tr>
<td>- Buffet and other separated flows</td>
<td>Narrow band random</td>
<td>Atmospheric</td>
<td>1**</td>
<td></td>
</tr>
<tr>
<td>Wind Shear &amp; Gust Excitation</td>
<td>Continuous spectra</td>
<td>Atmospheric</td>
<td>2**</td>
<td></td>
</tr>
<tr>
<td>- Propulsion System</td>
<td>Primarily discrete</td>
<td>Whenever</td>
<td>1**</td>
<td></td>
</tr>
<tr>
<td>Meteorite Impingement</td>
<td>Intermittent or quasi-continuous spectra</td>
<td>Space flight</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

*Note: The severity ratings are indicated by: 1 = Mild, 1** = Moderate, 2** = Severe.*
<table>
<thead>
<tr>
<th>Source</th>
<th>Type of Forcing Function</th>
<th>Important During</th>
<th>Relative Severity*</th>
<th>Relative Pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b) Internal equipment</td>
<td>Primarily discrete frequencies</td>
<td>Whenever operating</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>(c) Fuel sloshing</td>
<td>Primarily low frequency</td>
<td>Whenever fuel tanks are partially filled &amp; vehicle alters direction</td>
<td>2**</td>
<td></td>
</tr>
</tbody>
</table>

*This estimate is very simplified and primarily qualitative.

**Occurrence and severity depend upon design and/or mission profile.
II. ROCKET NOISE EXCITATION

The noise generated by the exhaust stream of a rocket motor is generally responsible for the most severe vibration environment occurring in vehicles which are launched from earth or any other solar body which has an atmosphere. This noise from the rocket exhaust is characterized by a very broad spectral distribution throughout the entire audible and subaudible frequency range. As a result, it contains energy at most of the frequencies where vehicle structure, skin and equipment have resonances.

Fortunately, as will be seen in Part II, although the rocket noise extends into the subaudible frequency range where the fundamental vehicle vibration modes are usually found, these modes are not strongly excited because the vehicles dimensions are relatively small compared to the wave length of the very low frequency noise. Therefore, the change in pressure along any vehicle dimension is small and very little energy is absorbed. However, at the higher frequencies, on the order of 100 to 10,000 CPS, where skin and equipment resonances are encountered, most vehicles are no longer small in comparison to the acoustic wave lengths which are of the order of 10 to .1 feet. Consequently, much of the acoustic energy incident on the vehicle is absorbed, particularly at the resonant frequencies of the outer skin and its substructure. Thus, at these frequencies, the skin and substructure have a considerable vibration response and this vibration is mechanically transmitted throughout the vehicle to equipment and other internal structure.

The noise resulting from subsonic and sonic jets and turbojets has been extensively studied during the last decade, both in England and in this country. However, the noise from rockets has been investigated only since about 1956. Although this research has answered many fundamental questions regarding jet and rocket noise generation, there are still several questions which are unanswered. These areas where knowledge is lacking will be discussed as they arise in the following sections.

CHARACTERISTICS AND ORIGIN OF JET AND ROCKET NOISE

Figures 1(a) and (b) illustrate the near field contours of the over-all sound pressure level (SPL) measured for a typical turbojet (Reference 1) and for a typical rocket (Reference 2). Comparison of the two figures illustrates a significant difference between the noise generation of the sonic and supersonic flows in that the maximum noise levels occur much further downstream in the supersonic rocket flow than in the sonic turbojet flow. The reason for this difference becomes evident when the actual flows are compared.

Figure 2(a) illustrates a schematic of a subsonic or sonic jet flow and Figure 2(b) gives a similar sketch of a supersonic rocket flow. It can be seen that the sonic jet is characterized by a conical core in which the jet velocity is equal to the nozzle exit velocity (v_n). The shear between the high velocity jet stream and the quiescent atmosphere produces a turbulent boundary layer surrounding the core almost immediately downstream from the nozzle. This turbulent boundary layer grows in size
Figure 1. Typical Contours of Equal Overall SPL in db re .0002 dyne/cm² for a Turbojet at Military Power (Reference 1, and WADC Unpublished Data) and a Rocket (Reference 2), with Distance Expressed in Terms of Nozzle Exit Diameter ($d_e$).
(a) Subsonic or Sonic Jet Flow

(b) Supersonic Jet Flow

Figure 2. Sketch of Jet Flow for a Sonic Turbojet at Military Power and a Supersonic Rocket.
as more momentum is transferred from the jet core to the turbulent eddies and is used to accelerate the entrained air. As this process continues downstream, the turbulent jet expands at the one-half angle of about 7.5° and beyond the tip of the core, the centerline velocity decreases rapidly with increasing distance.

The supersonic rocket stream in Figure 2(b) has been found to be similar to the subsonic jet at all points downstream from the tip of its core (Reference 3). However, it is clear from the figure that the two are very dissimilar upstream of the core tip for, unlike the subsonic jet, the rocket's cylindrical supersonic core extends for a considerable distance from the nozzle before it begins to taper and only a thin turbulent boundary layer is formed along the cylindrical portion. It also should be noted that the flow inside the supersonic core is not uniform; rather, it is characterized by a complex shock wave structure which extracts mechanical energy from the flow, converting it into heat energy. Thus, after considerable distance downstream, the internal shocks slow the flow and the mixing becomes similar to that of the sonic jet.

A comparison of the jet structures just described, with the contours of equal noise level in Figure 1, clearly demonstrates that, in each case, the maximum noise is generated near the tip of the jet core. Laurence of NASA (Reference 4) has found the maximum amount of turbulent energy in this same location. Additional comparison by Howes et al (Reference 1) of the noise measurements along the boundary of a turbojet exhaust stream and the measurements of turbulence in a cold jet (Reference 4) demonstrates excellent correlation between the frequency spectra of noise and turbulence at similar positions. Here, it was conclusively proved that the high frequencies are generated near the beginning of the flow where the mixing zone is thin and the turbulent eddies are relatively small, whereas the low frequencies are generated further downstream where the turbulent eddies have a much larger characteristic size.

The factors which govern the conversion of the turbulent energy in the jet to noise in subsonic flows have been theoretically examined by Lighthill (References 5 & 6). From an analysis of the dimensional and physical relationships expressed in his general theoretical equations (Reference 5) he suggested that the total acoustical power should be proportional to the characteristic jet flow parameters, as expressed by the following:

\[ W \sim \frac{\rho_c l_c^2 \nu_c^6}{\rho_0 \alpha_0^3} \]

where \( W \) is the total acoustical power,
\( \rho_c \) is a characteristic jet density
\( l_c \) is a characteristic jet dimension
\( \nu_c \) is a characteristic jet velocity
$\rho_0$ is the ambient density in the surrounding atmosphere

and $a_0$ is the ambient speed of sound in the surrounding atmosphere.

Callagan of NACA (Reference 7) and others have correlated the results of an extensive series of cold model jets and turbojets with a modified form of this relationship. This modified Lighthill parameter,

$$W = \frac{\rho_0 A_e v_e^6}{a_0^2}$$

where $A_e$ is the nozzle exit area and $v_e$ is the nozzle exit velocity gives excellent correlation for all model and turbojet noise data with the exception of afterburning turbojets, where the measured acoustical power is always lower than the predicted power. However, the early use of this modified Lighthill parameter in the prediction of supersonic rocket noise led to values which were as much as 100 times greater than those actually measured.

As a result of the apparent inability to extend the theory to supersonic flows, several empirical relationships between the jet stream power and its radiated acoustical power were developed. A revised version of one of these relationships (Reference 8) illustrating data from rockets in the thrust range between 1000 and 133,000 pounds is given in Figure 3. It is felt that this empirical relationship can be used for preliminary prediction of the total acoustical power of conventionally fueled rockets at, or near, sea level. However, because of its empirical derivation, it cannot be trusted for prediction of noise from unconventional supersonic flows, or where the atmospheric conditions differ substantially from the standard sea level conditions.

However, it is possible to relate rocket noise to the Lighthill theory as was accomplished above by NASA for cold and hot subsonic and sonic jets. In the previous discussion of supersonic and subsonic jet flows, it was seen that they are essentially similar downstream of their cores. Further, in both cases the region of maximum noise generation was in the subsonic turbulent flow near the core tip. Therefore, it might be suspected that a sonic flow could be defined which would be similar to the rocket flow in all characteristics, except that it would not have the long cylindrical supersonic core surrounded by a very thin turbulent boundary layer. However, it would mix with the atmosphere in the same manner downstream of the core as does the rocket, producing similar turbulence and noise.

The reasoning has been followed in Reference 11, to determine the physical similarities of these two types of jet flows and their noise generation mechanisms.
Overall $L_w$ (db re $10^{-12}$ watts) = $68 + 13.5 \log_{10} \left( \frac{1}{2} M v_e^2 \text{ (jet power, watts) } \right)$

where $F =$ Rocket Thrust, lbs.
and $v_e =$ Rocket Exit Velocity (ft/sec)
and $M =$ Mass Flow (lbs/sec)

Figure 3. Total Acoustic Power for Rockets as a Function of Rocket Stream Power.
Data from WADC and NASA (References 2, 9, 10).
The results indicate that the noise from the supersonic rocket is essentially similar to that of a sonic jet whose characteristic \( (v_c) \) is equal to the critical speed of sound \( (a_\infty) \) in the rocket flow, and whose characteristic diameter \( (d_c) \) is determined by continuity of mass flow in the rocket stream.

Figure 4 shows the normalized acoustical power spectrum for all types of jet flows as a function of the dimensionless frequency parameter,

\[
\frac{f d_c}{a_\infty} = \frac{a_\infty}{v_c a_0}
\]

where \( d_c \) is the characteristic diameter of the jet

- \( a_\infty \) is the critical speed of sound in the jet,
- the speed of sound in the throat
- \( a_o \) is the speed of sound in the atmosphere
- \( f \) is the frequency, and
- \( v_c \) is the characteristic velocity of the flow, velocity at the throat

It can be seen that this dimensionless frequency parameter is reduced to

\[
\frac{f d_c}{a_0}
\]

when the flow is sonic or supersonic, for, in this case \( v_c = a_\infty \). The data in Figure 4 from subsonic cold and heated air jets, turbojets, afterburner and rockets exhibit good correlation over a wide frequency range. Note that this acoustical power spectrum is fairly constant over almost a decade of frequency, and contains considerable energy throughout several decades.

This correlation demonstrates that the frequency spectrum of the acoustical power of sonic and supersonic jets is dependent only on the characteristic diameter of the jet flow and the speed of sound in the surrounding medium. Hence, the frequency region of maximum acoustic energy will shift to lower frequencies as the characteristic flow diameter is increased, but will shift to higher frequencies when the speed of sound in the surrounding atmosphere is increased. The characteristic diameter for the rocket flow, which conforms to continuity of mass flow where the velocity is \( a_\infty \), is given by

\[
d_c = d_t \left[ \left( \frac{2}{\gamma+1} \right)^{\frac{\gamma}{\gamma-1}} \left( \frac{P_0}{P_e} \right) \right]^{\frac{1}{2}}
\]
Figure 4. Normalized Acoustic Power per Cycle for Jet Flows as a Function of a Non-dimensional Frequency Parameter (From Reference 11).
where $P_t$ is the total pressure of the rocket at the rocket throat

$P_0$ is the atmospheric pressure

$\gamma$ is the ratio of specific heats for the rocket stream, and

$d_t$ is the nozzle throat diameter.

Hence, the frequency region of maximum acoustic energy is dependent upon the rocket pressure ratio as well as its nozzle geometry.

When the value of $d_o$, computed above, and $v_e$, which equals $a_s$ for supersonic flows and $v_e$ for subsonic flows, are substituted in the NACA modified Lighthill parameter the acoustic power appears more linearly related to the parameter, as shown in Figure 5. However, it is evident that the rocket and afterburner data depart from the curve at its highest end. This is primarily a temperature effect as discussed in Reference 11 and illustrated in Figure 6.

Thus, the total acoustic power can be calculated approximately from the relationship

$$W = 5 \times 10^{-5} \left[ \frac{\rho_0 a_o v_e^8}{a_o} \right] F(t),$$

where $F(t)$ can be evaluated from Figure 6.

The preceding has discussed the relationships between the rocket flow characteristics and its generation of acoustical power. However, the acoustical power incident on the missile and exciting vibration is generally only a small fraction of the total acoustical power. Figure 7 illustrates special distribution of the noise radiated by a cold jet, turbojet and rocket. It is apparent that the noise is quite directional with the greater proportion of the energy radiated to the rear of the nozzle. This illustrates the desirability of placing the engine nozzles at the aftermost position on the vehicle to minimize the vehicle's noise environment. The figure also shows that the angle of maximum noise radiation is very close to the jet boundary for the cold jet, but is further forward for the turbojet, and still further forward for the rocket. This change in directivity for these sources is considered to result from the refraction of the acoustical energy within the flow in accordance with the change in the local speed of sound encountered as the acoustical energy is propagated toward the jet boundary. Hence, in the figure this effect is most noticeable for the conventional rocket which has the highest characteristic sound velocity. It should also be noted that the directional characteristic of the noise in jet flows is a function of frequency. The angle of maximum radiation for the high frequencies is forward of
Figure 6. Coefficient for the revised Lighthill parameter of figure 5 as a function of throat temperature.
Figure 7. Far Field directivity of Jet Noise for Three Types of Flow Giving the RMS Acoustic Pressure at a Constant Radius as a function of the Maximum Pressure and Angle (From Reference 8, 9, 12).
the angle of maximum radiation for the over-all, whereas the angle of maximum radiation for the low frequencies is aft of the angle of the over-all. This is consistent with the refraction effect, for the high frequency noise is generated upstream where the local speed of sound is high, whereas the low frequencies are generated further downstream where the jet has been partially cooled by the mixing process and the local speed of sound is much closer to the ambient speed of sound.

One of the implications of Figure 7 is the difficulty encountered in attempting to duplicate noise environment on a model scale with the use of cold supersonic flows, since their directional characteristics would be radically different from those of the full scale hot flow. On the other hand, the correlation of the spectra of Figure 4 and the total power of Figures 5 and 6 indicate that the noise can be exactly scaled using nozzle dimensions alone to define the scale factor as long as all other rocket flow parameters (pressure ratio, specific heats, temperature and density) are held constant.

ESTIMATION OF NOISE ENVIRONMENT DURING LAUNCH

In order to estimate the noise environment of a missile or space vehicle during launch in the atmosphere, it is necessary to supplement the previously developed generalized relationships with experimental data pertaining to the launch configuration. This results from the fact that the launch pad and deflector, etc., actually modify the rocket's flow during the first few critical seconds until the vehicle attains sufficient altitude to allow the flow to behave as indicated in Figure 2. These modifications of the flow affect its basic noise generation and its directional radiation characteristics. Consequently, the noise environment surrounding the vehicle during the first phase of launch depends upon the launch configuration.

For the purpose of preliminary estimation of environment and a general understanding of the launch effects it is convenient to consider first the noise environment of a vehicle which is launched from a point well above the ground. Figure 8 gives the estimated external noise environment at various forward positions along a typical vehicle which has its rocket motor mounted aft and which is at an altitude of at least 50 nozzle exit diameters. The estimated mean square pressure per cycle is given for three values of the rocket characteristic flow velocities as a function of the dimensionless frequency parameter \( \frac{f}{a_0} \) which was found earlier to be applicable to the rocket power spectra. The estimated levels are given for several positions forward of the nozzle at various non-dimensional distances \( \frac{x}{d_1} \) where \( d_1 \) is the nozzle throat diameter. The solid curves have been derived from Cole (Reference 14) and other data applying to single nozzle rockets. The dashed curves in the low frequency region of Figure 8a were taken from Dyer (Reference 13) and apply to one case of dual nozzled rocket propulsion plants. They illustrate the general effect of multiple nozzles on the generation of rocket noise where the high frequency spectra are generally controlled by the individual rocket flows, whereas the low frequencies are generated primarily in the combined flow. Thus, depending on the number of nozzles, their spacing, and the axial distance prior to the mixing of the individual streams, the high frequency portion of the noise spectrum is best
Figure 8a, Estimated mean square Pressure Per Cycle as a function of a dimensionless Frequency Parameter at Various Axial Distances Forward of the Rocket Nozzle for a Stationary Rocket at Sea Level with an Undisturbed Flow.
Figure 8b. Estimated Mean Square Pressure Per Cycle as a Function of a Dimensionless Frequency Parameter at Various Axial Distances Forward of the Rocket Nozzle for a Stationary Rocket at Sea Level with an Undisturbed Flow.
Figure 8c. Estimated Mean Square Pressure Per Cycle as a Function of a Dimensionless Frequency Parameter at Various Axial Distances Forward of the Rocket Nozzle for a Stationary Rocket at Sea Level with an undisturbed Flow.
predicted from the individual flow characteristics of the combined flows. This results in the tendency toward two peaks in the spectrum. Note that, since the actual positioning of multiple nozzles will influence the magnitude in this low frequency region, these curves should be used with caution.

In addition, experience dictates that the wording "tentative" be applied to all of the curves shown in Figure 8. This results, both from the small body of reliable rocket noise data forward of the nozzle which are available, and from anticipation that variation of certain nozzle parameters will, in general, vary these estimates.

Although Figure 8 considers the magnitude of the change of noise level forward of the rocket nozzle resulting as a function of characteristic velocity \( v_c = a_p \), there is evidence that the distance between the apparent noise source and the nozzle is also affected by nozzle exit velocity. The data of Reference 3 show that the distance between the nozzle and the tip of the supersonic core is given approximately by

\[
6.5 \, d_e \left[ 1 + (M_e - 1)^2 \right] \quad \text{(from Reference 3 data,)}
\]

where

- \( d_e \) is the nozzle exit diameter and
- \( M_e \) is the nozzle exit flow Mach number.

Therefore, it is expected that the distance from the nozzle to any apparent source will be a function of the square of the exit Mach number or exit velocity. This would suggest that this distance is also a function of the over or under expansion of the nozzle and pressure ratio. Unfortunately, the available data do not enable any clear generalizations of these factors.

Examination of the near field data of Reference 9 discloses that the reignition of the gases in the rocket flow was responsible for a large increase in the noise. This increase, on the order of 10 to 100 times the mean square pressure measured without reignition, was attributed primarily to unstable oscillations of, and turbulence associated with, the flame front. Consequently, the stabilization of the flame front by a flame holder such as the jetavator of Reference 9, materially reduced the near field levels.

Reignition and other unexpected phenomena may often accompany the development of successful rocket propulsion units. Because of the considerable import of these phenomena on any estimates of near field noise forward of the nozzle, it is desirable to obtain full scale noise data for the basic rocket which is intended to be used for the boost of a vehicle. These data should be obtained as early as practicable in the vehicular design stage to supplement the preliminary design estimates of noise environment.

**EFFECT OF MOTION**

The environment given by Figure 8 pertains to a stationary vehicle. However, as the vehicle begins to move and as its forward velocity increases, several factors
combine to reduce its rocket noise environment. Among these factors are the increased time required for the noise to travel forward from its source in the flow behind the missile and the reduction in total acoustic power, resulting from a reduction of the relative velocity between the jet flow and the atmosphere. Other factors, such as the decrease of pressure with altitude which increases the characteristic diameter of the flow and lowers its total power, will have minor effects on the frequency spectrum of the noise.

However, the first two factors are expected to predominate. Figures 9 and 10 summarize the steps for applying the correction resulting from the first of these motion factors to any vehicle. As shown in the sketch in Figure 9, when the vehicle is in motion, sound radiated at the source, S, does not reach the receiver, R, at its geometrical position relative to the source which is defined by the angle \( \theta_0 \). Instead, the sound radiated from \( \theta_0 \) reaches the receiver when it has moved from \( R_0 \) to \( R_1 \). These relationships for the moving source and receiver are given by Figure 9. In addition to the change in the angle of source radiation, the additional distance traveled by the sound in the undisturbed medium when both source and receiver are in motion results in a greater inverse square loss than in the stationary case. This additional inverse square loss is given as a function of source angle for various vehicle Mach numbers in Figure 10. Note that for a vehicle which has a conventional cylindrical missile configuration, the geometrical angle \( \theta_0 \) and the angle of source radiation \( \Theta_s \) are both essentially zero degrees. In this case, Figure 9 is unnecessary and Figure 10 or the simple formula:

\[
\Delta \alpha = 20 \log (1 - M_{\infty})
\]

can be used directly. It is easily seen that no sound reaches the vehicle when the flight Mach number equals or exceeds unity.

The second major factor affecting the noise radiated when the vehicle is in motion results from the decrease of the relative velocity between the jet flow \( V_c \) and the atmosphere. Unpublished data from WADD Aero-Space Medical Division, and from Reference 14 for a 10,000 lb. thrust jet engine demonstrate that the variation in noise resulting from a variation in nozzle velocity and temperature for the stationary jet varies as a function of angular position. This variation is illustrated in Figure 11 which is compiled from the two references. The curve shown for rocket flow is estimated from knowledge of rocket directivity and at present has little experimental support. Thus, the total forward speed effect, combining both the change in relative jet velocity and the change in angle and distance previously discussed can be estimated from

\[
\frac{p_m^2}{p_s^2} = \left[ \frac{V_c - V_{\infty}}{V_c} \right]^n f(M_{\infty})
\]

where \( p_m^2 \) is the mean square acoustic pressure at a point on the moving vehicle, \( p_s^2 \) is the mean square acoustic pressure at the \( \theta_s \) angle source radiation when stationary, \( n \) is evaluated from Figure 11, and \( \Theta_s \) and \( f(M_{\infty}) \) are evaluated from Figures 9 and 10.
Figure 9. Relationship Between the Geometric Angle Between Moving Source and Receiver and the Angle of Source Radiation for Various Vehicle Mach Numbers.

Vehicle Mach No.

$\theta_0$ geometric angle between receiver and source at time $t$

$\theta_1$ Angle of source radiation

$R_0$ is position of receiver relative to vehicle at time $t_0$

$R_1$ is position of receiver at time $t_1$ when it receives sound radiated from source $a$
Figure 10: Reduction of noise level as a function of the angle of source.
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Figure 11. Variation of exponent $n$ as a function of angle of source radiation for jets with maximum total temperature of approximately 1460$^\circ$R

\[
\frac{\rho_m^2}{\rho_0^2} = \left[ \frac{V_c - V_{ee}}{V_c} \right]^n f(M)
\]
GROUND EFFECTS

The preceding estimation of the rocket noise environment of the vehicle which is above an altitude of at least 50 nozzle exit diameters, is simplicity itself, when compared to estimation of the environment of altitudes less than 50 nozzle exit diameters. These difficulties result from the impingement of the rocket flow on the ground or flow deflector. Figure 12 illustrates the rocket flow when the nozzle is a few diameters above a flat ground plane. As can be seen, the supersonic core impinges directly on the ground or on some type of deflector, losing much of its kinetic energy. After the impingement, the now turbulent flow spreads radially along the ground, slowing rapidly with increased distance.

It has been shown by Cole, et al, of WADC (Reference 15) that the rocket's total acoustical power is considerably less than that generated by a normal flow because of this impingement. However, it was also shown in these experiments that the sound pressures at any point along a vertical vehicle were increased. This apparent anomaly can be resolved by considering the directional characteristics of rocket noise previously mentioned in connection with Figure 7. In the normal flow, the angle of maximum radiation is approximately 120° from the nose of the vehicle, or 60° from the direction of flow. Assuming, for a first approximation, that the refraction effects in the ground flow are similar to those of the normal flow, the angle of maximum radiation would remain at 60° to the flow. But, since the flow is now at 90° from the vehicle's nose, the angle of maximum radiation would be only 30° from the missle. In addition, it can also be shown that the decreased area for acoustic energy radiation perpendicular to the rocket flow results in an additional increase in the sound pressure along the vehicle's axis. These effects combine to give the maximum angle of radiation at 0° along the vehicle's axis, as shown by the experimental curve in Figure 12. Thus, although the total acoustical power from the rocket is reduced by the launch configuration, the change in directivity increases the proportion of this power which is intercepted by the vertical standing vehicle and may actually increase the sound pressures on the vehicle.

A few examples of the increase in noise along the vehicle, taken from WADC experiments with many launch configurations, are given in Figure 13. It can be seen that the noise increase is of considerable magnitude. Further, the increase is greater when the flow is symmetrical about the base than when a deflector is used to concentrate the flow to one side of the vehicle. This result could also be anticipated from the above, for the diversion of the flow to the side will result in an angle of maximum radiation about 30° away from the vehicle's axis and the axial concentration of the noise from the symmetrical flow outward from the base will not exist. Hence, the increase in noise exposure for the vehicle is less.

Another launch configuration which is being given much consideration is the underground silo. Comparison of the silo configuration of Figure 14 with the surface launch of Figure 12 shows that the base of the silo affects the rocket stream in a manner similar to the flat ground reducing its momentum and energy. Therefore, it would be expected that the total acoustic power from the rocket would be least when the nozzle is at its minimum height, close to the bottom of the silo, and would
Figure 12. Illustration of the Turbulent Flow Resulting from Impingement on the Ground during Surface Launch, with a Far Field Contour of Equal Sound Pressure Superimposed. The ratio $R/R_m$ is the ratio of the radius of the contour at any angle to the reference radius at the angle of maximum radiation.
Figure 13. Examples of the Increase of Vehicle Noise Exposure During Launch at Two Positions on the Vehicle (From Reference 15).
Figure 14. Data from 1/6 scale unlined model silo tests (reference 16) corrected to full scale frequencies.
increase as the distance between the nozzle and the base increases to about 50 nozzle exit diameters, until the base no longer absorbs a significant portion of the stream energy. Because the silo completely surrounds the vehicle, this acoustic power must either be absorbed in the silo walls or radiate toward the opening.

An example of the noise levels which may be expected on a missile in an unlined silo of the "W" configuration is given in Figure 14. These data were obtained for an experimental 1/6 scale silo in Reference 16 and have been scaled in frequency to full scale for presentation in Figure 14. As would be expected, the low frequency noise increases as the vehicle emerges from the silo, whereas the high frequency noise on the missile decreases as the microphone emerges from the silo. Comparison of this estimated silo environment with that for other launch configurations (Figures 8 and 13) indicates that a significant increase in noise results, particularly for forward positions on the vehicle. However, this noise could be substantially reduced by a variety of means, including incorporating absorbent walls, increasing silo diameter, separating the bottom of the silo from the portion occupied by the vehicle with a moving ring partition, etc.

In fact, the addition of a thick Fiberglas duct liner gives reductions of as much as 24 db at the forward position and 16 db at the aft position in the frequency range of 30 - 100 cps, as measured by the authors of Reference 16 on the scale model. However, the measurements also showed that the noise reduction given by the liner decreased markedly at frequencies above 100 cps to the order of 3 - 6 db at 1000 cps, as correctly predicted by Reference 17. Hence, the use of a liner, alone, without auxiliary baffles to scatter the beam of high frequency sound offers little reduction at frequencies where panel resonances and equipment malfunction may be most serious.

From the foregoing discussion, it is clear that the large variation in the noise environment during launch which can result from launch geometry, emphasizes that the design and concept of the launch configuration for any vehicle are controlling factors in its final launch noise environment. Hence, these factors are subject to study from the initiation of any vehicle design. Although it is felt that the development of optimum configurations for specific purposes can be guided by calculations based on the principles of rocket flow characteristics and noise generations, experimentation is necessary for precise definition because the complex flow defies accurate prediction. Fortunately, the correlation of rocket noise generation with flow parameters demonstrates that very small scale rockets, such as the JATO rockets of Reference 15, may be used for this purpose, as long as all flow parameters except nozzle diameters are maintained constant.

Furthermore, phenomena such as reignition in the flow with its oscillating flame front (Reference 9) may substantially increase the vehicle's noise environment above that which would otherwise result. Therefore, it is desirable to perform acoustical measurements on each basic type of rocket engine during its final development stage to provide the vehicle designer data which either substantiates his estimates or warns of unexpected increases in the estimated acoustic and vibration environments.
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There are several aerodynamic phenomena associated with high speed flight in the atmosphere which can excite vehicle vibration. These phenomena include:

(a) Turbulent boundary layer flow  
(b) Separated flows and oscillating shocks  
(c) Impingement of jet turbulence  
(d) Flow over cavities  
(e) Flow past projections  
(f) Base pressure fluctuation  
(g) Panel flutter  

With the exception of the pressure fluctuations associated with turbulent boundary layer flow, each of these phenomena may be controlled by the designer. This control is not necessarily an easy task, particularly when one considers the tremendous range of flow velocities from subsonic to hypersonic which are encompassed by the corridor of continuous flight shown in Figure 15. Furthermore, although model testing can be extremely valuable in investigating some of these factors for a particular vehicle, it is probably unreliable at present in the hypersonic regime for the investigation of dynamic phenomena encountered in quasi steady state flight.

Regardless of these and other difficulties, it is important that the aerodynamic design and flight profile of each new vehicle be investigated analytically and/or experimentally for each of the phenomena discussed in this section, to insure that potentially serious vibration problems are not accidentally designed into the vehicle.

TURBULENT BOUNDARY LAYER FLOW  

The turbulent boundary layer which forms along the skin of any body moving at high speed in an atmosphere is a source of skin vibration. This source has been often referred to as "aerodynamic noise," "boundary layer noise," or "pseudo sound." As will be seen, the strength of this source is proportional to the freestream dynamic pressure \( q_{\infty} \)* and hence it generally is of most importance during the high \( q \) portion of the flight.

The boundary layer external to the vehicle is a region of retarded flow which forms about any surface moving through a fluid medium. As illustrated for the smooth flat plate in Figure 16, the boundary layer slowly develops from the leading edge of the plate. If the freestream turbulence is negligible, the leading edge relatively blunt, and the plate smooth, the initial portion of the boundary layer has laminar streamline flow. However, as the distance from the leading edge increases, the laminar boundary layer becomes unstable and the flow changes from laminar to turbulent.

* The dynamic pressure is given by \( P = \frac{1}{2} \rho \mathbf{U}_\infty^2 \) where \( \rho \) is the freestream density of the atmosphere and \( \mathbf{U}_\infty \) is the freestream velocity.
Figure 16a. Sketch of the Development of a Turbulent Boundary Layer Along a Flat Plate.

Figure 16b. Illustration of the Definition of the Boundary Layer Thickness ($\delta$)
The distance between the leading edge and the transition region for a stream-lined body is dependent on the turbulence in the atmosphere and upon Reynolds number. The Reynolds number \((Re)\), which is a dimensionless ratio of the inertia forces in the flow to the viscous forces in the flow, is an important similarity parameter for all fluid flow phenomena, and is given by

\[
Re = \frac{UL}{\nu}
\]

when \(U\) is the fluid velocity, \(L\) is the length from the leading edge of the vehicle, and \(\nu\) is the kinematic viscosity of the fluid.

Generally, if there is little atmospheric turbulence and the flow along the vehicle is smooth, the transition region in the boundary layer will begin at the distance from the leading edge where the Reynolds number becomes \(3 \times 10^5\). It should be noted that this distance is relatively small for high speed vehicles.

The physical thickness \((\delta)\) of the boundary layer can be defined, as shown in Figure 16, as the distance from the surface at which the mean velocity is 99% of the freestream velocity. For a flat plate this mean thickness is given approximately by (References 1 and 2):

\[
\delta = 0.37 L Re^{-1/5}
\]

Although this formula is strictly applicable only to a smooth flat plate, it can be used approximately with many types of aircraft surfaces, because the surface dimensions are much greater than the boundary layer thickness. However, in an actual vehicle, many additional factors including pressure gradients, angle of attack, flow separation, etc., combine in determining the boundary layer parameters.

The turbulent boundary layer can be considered as an assortment or randomly sized eddies or vortices which flow past the vehicle's skin at a mean convection velocity \((U_c)\). Experimental data (References 3 and 4) indicate that \(U_c\) is approximately 0.8 times the velocity external to the boundary layer. As would be expected, the individual eddies lose their identity in a relatively short distance as they shed fluid and energy as a result of interaction with the skin or with other eddies. Thus, each large eddy which is formed taking energy from the shear in the boundary layer between the vehicle and the surrounding atmosphere, decomposes into successively smaller and smaller eddies. It was found in Reference 3 that a large eddy begins to change significantly after it has travelled a distance of only two boundary layer thicknesses and has lost all identity when it reaches a distance of \(10 \delta\). Therefore, it can be seen that the pressure fluctuations associated with these eddies are in phase, or correlated for only short distances over the vehicle's surface, and that these distances are generally much smaller than those associated with normal acoustic pressures of similar frequency.
Because the skin is almost in direct contact with the convected swirling vortices which characterize the turbulent boundary layer, the fluctuating pressures at the skin are actually the direct dynamic pressures of the velocity fluctuations normal to the skin. The overall mean square value of these fluctuating pressures has been found proportional to the freestream dynamic pressure by the theoretical investigators (References 5, 6, 7, 8) and by most of experimenters (References 3, 4, 8, 9, 10, 11, 12). This relationship is illustrated in Figure 17 where data from several types of experiments, including aircraft, wind tunnels and rotating cylinders, have been plotted. As can be seen, the majority of the data conforms to a linear relationship between the overall root mean square fluctuating pressure and $q$. It is interesting to note that the major departure which is shown, results from data taken at a forward position on the F102A. It is felt that this may be typical of areas toward the nose of an aircraft or space vehicle where the development of the turbulent boundary layer may be delayed by the negative pressure gradient formed longitudinally along the skin by the velocity increase. It is also interesting to note that the overall levels calculated from Sandborn's measurements of velocity fluctuations in the boundary layer of a low speed wind tunnel (Reference 13) also fit on the curve. The mean value of $\sqrt{\bar{p}^2}/q$ for these pressure data in Figure 17, not including the four Sandborn velocity points or the F102A position 3 data in the average, is $5.2 \times 10^3$ with a standard deviation of $1.3 \times 10^{-3}$.

The majority of these data are limited to the subsonic and transonic speed range. Preliminary data from Jordan and McCloud on a F104 and by North American on an FA3J indicate that, for some cases at least, the pressure fluctuations are lower at supersonic speeds (above M 1.5) than at subsonic speeds when compared at the same dynamic pressures. Also, current work of Kistler and Laufer at CIT Jet Propulsion Laboratory indicates that the ratio of $\sqrt{p^2}$ decreases to approximately $2 \times 10^{-3}$ at Mach 4. Thus, utilization of the subsonic $q$ relationship for prediction of the overall value of boundary layer pressure fluctuations at Mach numbers exceeding approximately 1.5, may result in conservative estimates.

The spectrum of these pressure fluctuations has been found to correlate with the dimensionless frequency parameter:

$$\frac{f \delta a_o \gamma_o}{U_\infty \gamma_o}$$

where $f$ is frequency (cps),
$\delta$ is boundary layer thickness (ft.),
a_o is sea level standard speed of sound (ft/sec),
$\gamma_o$ is sea level standard kinematic viscosity (ft2/sec),
$\gamma_o$ is freestream kinematic viscosity (ft2/sec),
and $U_\infty$ is freestream velocity (ft/sec).
Figure 17. Overall Sound Pressure Level and Mean Square Fluctuating Pressure ($p^2$) in the Turbulent Boundary Layer as a Function of Freestream Dynamic Pressure (data from Refs. 3, 8, 9, 10, 11 and 13).
Figure 18, from Reference 15, gives the mean square fluctuating pressure per cycle as a fraction of the overall mean square fluctuating pressure. As can be seen, the normalized data appear to form a general curve with a constantly increasing negative slope with increasing frequency. This effect is the result of the increased viscous damping associated with the high frequency small scale eddies which have correspondingly small Reynolds numbers.

The factors which ordinarily will have the greatest effect on the spectrum are the velocity and the boundary layer thickness. As the velocity increases, the energy at high frequencies tends to increase more rapidly than the total energy, which comes from the steep slope at the high frequency side of the Figure 18, whereas when the boundary layer thickness increases, the low frequency energy increases. It is noted that for many applications to high speed vehicles, the frequency range of interest will extend below that given in Figure 18. Although no data are available in this region, it is expected that the curve will become flat at lower values of the frequency parameter.

It should be noted that the frequency of these pressure fluctuations is equal to their convection velocity divided by the distance between successive pressure maxima. Hence, if the mean convection velocity is .8 U∞, then the wavelength (λ) associated with any frequency (f) is given by λ = .8SU∞/f

Thus, at velocities where the convection velocity is less than the speed of sound, the wavelength of the boundary layer pressure fluctuation along the skin is less than the wavelength of an acoustical pressure at the same frequency. However, when the convection velocity is greater than the speed of sound, an acoustic wave of the same frequency can be made equivalent as long as the component of its propagation velocity along the surface equals the convection velocity of turbulence. If the angle of incidence (θ), required to give an equivalent wavelength, is measured from the skin, then

θ = \arccos\left(\frac{a}{U_c}\right) = \arccos\left(\frac{a}{.8U_∞}\right)

where a is the speed of sound, U_c is convection velocity and U_∞ is the freestream velocity.

Generally, the boundary layer pressure fluctuations will be most important as vibration sources during the high q flight portions of exit and re-entry when the vehicle is supersonic. For all flight velocities above the transonic...
Figure 18. Fractional Mean Square Pressure Per Cycle $\overline{P^2(f)}$ in the Turbulent Boundary Layer Normalized by $\frac{\sigma_p^2}{U_\infty^2} \frac{V_0}{U_\infty}$ as a function of the dimensionless frequency parameter $f = \frac{f U_\infty}{V_0}$. (Data from Refs. 8, 10, 11 and 13).
speed range, considerable differences may exist between the freestream velocity and the local velocity external to the boundary layer. Consequently, when the data of Figures 17 and 18 are applied in the prediction of external pressure fluctuations, the local quantities external to the boundary layer predicted for the vehicle should be substituted for the freestream values. In addition, it is quite possible that the flow will remain laminar for very considerable distances, particularly during high Mach number exit and re-entry, resulting in insignificant pressure fluctuations. This extension of laminar flow at high Mach numbers beyond the normal point of transition can result from the stabilizing effect of heat extraction from the boundary layer by the vehicle. These factors emphasize the necessity of obtaining realistic estimates of the boundary layer from the aerodynamicists prior to attempting estimates of the pressure fluctuations.

**IMPELLMENT OF JET TURBULENCE ON THE VEHICLE**

The impingement of a jet exhaust stream on the surface of a vehicle will excite vibration in the same manner as does the turbulent boundary layer. Although this impingement of hot exhaust gas is normally avoided in design for many reasons, it may be unavoidable in some cases, particularly when vernier rockets are utilized for control purposes. Note that the probability of the impingement of supersonic flows increases with vehicle altitude because of the increased angle through which the supersonic flow expands as the atmospheric pressure decreases (see Reference 23).

Measurements of the turbulent fluctuations in a subsonic jet by Laurance (Reference 24) indicate that the velocity fluctuations (rms) range between 8 and 20% of the characteristic jet flow velocity with the high value close to the nozzle. The resulting fluctuating pressures should be proportional to the dynamic pressure ($q_c$) in the jet flow. Following the analysis of boundary layer fluctuations in Reference 15, the total mean square fluctuating pressure is given by

$$\overline{p^2} = \frac{3}{4} \rho_c^2 \eta^4 v_c^4 = 3 \eta^4 q_c^2$$

where $\rho_c$ is the characteristic density in the jet (see Section II)

$v_c$ is the characteristic velocity in the jet (see Section II)

and $\eta$ is the Constant of proportionality between the rms velocity fluctuations and $v_c$ (approximately .08 to .2)
Estimation of this total root mean square pressure fluctuation for typical jet flows gives values ranging between 15 and 100 lbs/ft². For a sonic turbojet, the fluctuating pressure is maximum very near the nozzle and decreases rapidly with distance along the flow until the lower pressure is reached at a distance of approximately 40 nozzle exit diameters downstream. Unfortunately, similar measurements are not available for rocket flows; however, it would be expected that the equation given above would apply to the turbulent portion of the rocket flow, and although the proportionality constant, $\gamma$, may vary, the values for the jet probably can be used for a first approximation. It would also be expected that the region of maximum pressure fluctuations in the rocket flow would be centered a few nozzle exit diameters forward of the tip of the supersonic core.

It should be noted that the magnitude of these pressure fluctuations will be much lower at altitude, since they are proportional to the jet density and hence to the atmospheric pressure. This variation with altitude was demonstrated by the data of Reference 25, in which the pressure fluctuations of the boundary of the jet from an F-94 aircraft were measured at various altitudes up to 30,000 ft.

The spectra of these pressure fluctuations vary with axial position in the same manner as the near field jet noise. Reference 26 gives actual velocity spectra as a function of axial position along a subsonic jet. Note that these spectra must be squared to obtain the pressure spectra. Reference 27 compares the axial location of the peaks of these subsonic spectra with acoustical data for a turbojet at military power. Reference 42 gives near field data for a rocket which enables an approximate estimate of the acoustic spectrum as a function of axial position. The data from these three references can be combined to estimate the approximate spectrum of the fluctuating pressures at any desired axial distance.

Admittedly, this estimation procedure is somewhat crude, necessarily resulting from the lack of data for the pressure fluctuations in the rocket flow. However, it is felt that this procedure will give realistic estimates of the fluctuating pressures resulting from flow impingement on the vehicle which are sufficient for preliminary design. Further, it is expected that the magnitude of these fluctuations, together with the associated high temperatures, will generally be sufficient to persuade the designer to avoid such flow impingement, although this may not always be possible at high altitudes where the jet flow expands through a fairly large angle.
The preceding section discussed the wall pressure fluctuations associated with normal stable turbulent boundary layers which may be anticipated on the skin of a vehicle throughout most of its flight regime. There are, however, two other types of boundary flow irregularities which can result in considerable increases in the fluctuating wall pressures. These may be generally categorized as buffet, which is associated with flow separation, and oscillating shock waves which interact with the boundary layer and oscillate longitudinally. Flow separation usually occurs when the air in the boundary layer is forced to flow around sharp corners, or abrupt convex changes in geometry such as some cockpit canopies. More generally, flow separation occurs when the pressure gradient in the direction of the flow is positive and of a magnitude that causes a reversal of the flow near to the wall. This situation can usually be found on airfoils which are operating close to the stall region.

An example of the high level of turbulent pressure fluctuations downstream of a sharp-edged inlet duct is summarized in Figure 19. Here, measurements were made in the wall of the T-38's inlet duct at a station located approximately 2 ft. downstream of the sharp-edged inlet. The value of \( \sqrt{\frac{\rho}{\mu}} \) obtained during stationary ground runs is approximately 0.1, whereas in flight this ratio is approximately 0.008, which is of the order of magnitude expected for boundary layer pressure fluctuations previously discussed. Furthermore, the figure shows that the addition of a bellmouth to the intake for the ground runs reduced \( \sqrt{\frac{\rho}{\mu}} \) from 0.1 to the flight value of 0.008. Thus, the data clearly show that when the flow enters the duct smoothly, either on ground with the bellmouth or in flight where the streamlines are parallel to the duct, that the pressure fluctuations are similar to those found on the skins of other surfaces. However, when the flow is forced around a corner as in the ground operation, with the sharp-edged duct, separation occurs with an attendant tenfold increase in the fluctuating pressures. It might be noted that the acoustic environment during ground operation was sufficiently severe to cause fatigue failures in original riveted single skin panels. Consequently, these flat panels have been replaced with honeycomb construction.

In an analysis of the buffet problems associated with separated flows on lifting surfaces, Leipmann, Reference 16, has indicated from dimensional considerations that for certain conditions the buffet loads should vary with the square root of the dynamic pressure instead of the direct variation. This result is due to the importance of the aerodynamic damping in limiting the response. Similarly, dimensional analysis indicates that if wings of different stiffness were subjected to the same buffeting pressure, the deflections would vary inversely with the square root of the stiffness. Rainey, Reference 17,
Figure 19. Engine Air Inlet Duct Microphone Data.
confirms this, as well as showing the buffeting forces are not independent external forces but are lessened by the amount of the resulting oscillations. Gross wing stiffness was under discussion in this case, but the conclusion would probably also apply to panels.

An example of the region wherein separated flow and resultant buffet would be expected by the aerodynamicist is given for a NACA 65A009 airfoil in Figure 20 from Reference 18. The figure shows the variation of the normal coefficient, \( c_n \), with Mach number for several angles of attack. Superimposed are given values of the pressure oscillations \( \Delta p \) where \( \Delta p \) is the peak double amplitude of the pressure fluctuations measured at the skin. Assuming approximately sinusoidal fluctuations, a coefficient of \( \frac{\Delta p}{\sqrt{2}} \) of the order of .07.

Note that this value compares closely with the value found for the T-33 duct.

Separation of a turbulent boundary layer often occurs behind a normal shock, which is formed when local supersonic flow is slowed to subsonic velocity. Figure 21, taken from Reference 19, gives the minimum ratio of the differential of static pressure \( \Delta p \) across the shock to dynamic pressure \( q \) required for separation of the turbulent flow behind the shock from the skin. At ratios to the left of the curve, separation is not expected.

Another phenomenon of increasing importance is the oscillating shock. This phenomenon was well illustrated by a recent movie of tests on the Mercury capsule presented by NASA which showed very strong shocks near the nose of the vehicle which resulted from several discontinuities in the forward body lines.

The mechanism for oscillation of a shock which interacts with a laminar boundary layer has been investigated by Trilling (References 20 and 21) and is illustrated in Figure 22. Since the shock resulting from the body discontinuity cannot extend to the wall because of finite boundary layer, the differential pressure behind the shock \( (p_f) \) is communicated through the boundary layer to the flow ahead of the shock. If the pressure gradient \( \frac{\Delta p}{\Delta x} \) across the shock is of sufficient magnitude, the laminar boundary layer will separate and a reverse flow will occur near the wall. Since any motion of the shock affects the pressure differential and, hence, the reverse flow and position of the separated boundary layer; and conversely, any change in the position or shape of the separated boundary layer affects the potential flow and thus, the shock, oscillations are possible whenever these interrelated factors produce an instability.

Figure 23, from Reference 20, gives the magnitude of the pressure coefficient \( \Delta C_p \) across the shock required for oscillations as a function of Mach number. As can be seen in the figure, \( \Delta C_p \) is approximately one at Mach 1.6 and this is equal to the pressure coefficient for a normal shock. However, at Mach numbers
Figure 20. Curves Relating Pressure Pulsations with Normal-force Changes on the NACA 65A009 Airfoil. (from reference 18)
Figure 21. Separation Pressure Coefficients, from reference 19.
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Figure 22. Sketch of shock oscillation as a result of interaction with a laminar boundary layer.
\[ \Delta C_p = \frac{P_e - P_i}{\frac{1}{2} \rho u_i^2} \]

\[ \lambda = 0.905 \left[ \frac{1 + \frac{7}{2} \ln M^*}{(M_o^* - 1) Re} \right]^{\frac{1}{2}} \]

**Figure 23.** Intensity of the Neutrally Stable Oscillating Shock Wave as a Function of Upstream Mach Number.
above 1.6, \( C_p \), decreases below that of a normal shock rather quickly. Hence, at the higher Mach numbers, oscillations occur with the relatively weak shocks associated with small changes in the direction of the wall toward the flow, as in Figure 22.

The frequency of the oscillation predicted by Reference 20 is given for high Reynolds numbers approximately by

\[
f = K \frac{U_\infty}{L} \frac{S^{n/3}}{\Delta C_{psh}}
\]

where \( K \) is the reduced frequency and
\( K_1 \sim 1.8, K_2 \sim 4.8 \)

\( U_\infty \) is the freestream velocity

\( L \) is the length from the leading edge

\( S \) is the ratio of the freestream density divided by the wall density

\( n \) is the exponent of the viscosity - temperature relationship, and equals .76 in the range of interest

and \( \Delta C_{psh} \) is the pressure coefficient across the shock alone.

A calculation for the frequency of an oscillating shock - laminar boundary layer for a shock located at a body discontinuity four ft. aft of the nose, for Mach 1.6 gave a frequency of 26 cps. Examination of factors in the formula affecting the frequency show it to be approximately proportional to \( M^{2.5} \) and therefore, for the example just considered, the frequency at Mach 3.2 would be about 150 cps.

The interaction between a shock and a turbulent boundary layer on an airfoil operating in the transonic regime is described by Lambourne in Reference 22. As the Mach number increases, the flow over the top of the wing becomes supersonic through the region of maximum thickness and slows down through a shock toward the trailing edge. As the Mach number increases further, the shock moves further toward the trailing edge and becomes stronger, until in some cases it causes separation of the flow and the shock moves forward. Since this separation of flow results in a loss of lift, the angle of attack must be increased to maintain altitude, and this change causes the shock to move aft again increasing the lift once more. Note that this cycle could occur at speeds near a wing flutter region and accelerate failure.

It is doubtful whether oscillating shock wave phenomena on a complex configuration can be predicted analytically with satisfactory accuracy. Hence, it is
important to investigate these phenomena carefully by wind tunnel tests where considerable effort should be exerted toward simulating the full scale boundary layer flow.

FLOW OVER CAVITIES

Many severe vibration problems have resulted in aircraft when bomb bay and other similar compartments have been opened during flight. These vibrations, which may be very intense are caused by a combined acoustic and flow oscillation in the recessed bay or cavity. Although space vehicles will not have open weapon bays or wheel wells during the atmospheric portion of their flight, they may have recesses and cavities along their exterior, particularly where sections of the vehicle have been joined together. Often the frequency of the vibration resulting from aerodynamic excitation of these smaller cavities will be in the range where electronic tubes are most susceptible to microphonics. Consequently, it is desirable to eliminate these external cavities wherever possible, thus eliminating one source of vibration excitation.

The cavity resonance phenomenon is not completely understood. However, several experimental studies have been undertaken which enable an estimate of the resonance frequency and pressure amplitude. The following paragraphs will briefly review these data and discuss possible causes of the resonance phenomenon.

Figure 24 illustrates the flow past and within a cavity of length, L, and depth, d. As can be seen the boundary layer flow over the cavity transfers some of its momentum to the air in the cavity, creating one or more vortices within the cavity. Measurements made by Roshko (Reference 28) in a cavity mounted in a wind tunnel indicate that the maximum vortex velocity along the downstream cavity wall is approximately .45 U∞ decreasing to .2 U∞ along the bottom and the forward wall. His measurements also showed that pressure maxima were present at each corner, the largest found at the intersection of the boundary layer and the downstream cavity wall.

The effect of the vortex's circulation on a series of constant phase surfaces of an acoustic wave radiated from the lower downstream corner is increased with forward direction along the bottom and forward vertical wall by the vortex velocity and decreased vertically along the aft wall of the cavity by the vortex. Note that the magnitude of this effect on the propagation velocity and, hence, the shape of these constant phase contours is dependent upon the Mach number of the flow and the number of vortices in the cavity. The vortex circulation velocity also modifies the normal acoustical resonances within the cavity. For example, based on Roshko's data, the frequency (f) for the longitudinal one-half wave acoustical resonance in the lower portion of the cavity, away from the opening, is modified by the vortex flow in the cavity so that the resonance frequency is given approximately by:
Figure 24. Illustration of Flow Past Cavity, Showing Vortex Formation in Cavity and Effect of Vortex Velocity on Propagation of an Acoustic Wave.
\[ f_L = \frac{a(l - \frac{1}{2}M^2\infty)}{2L} \]

where \( a \) is the local speed of sound, 
\( \infty \) is the freestream Mach number, and 
\( L \) is the length of the cavity.

This formula indicates that the one-half wave longitudinal resonance is decreased from its zero flow value as the freestream Mach number is increased. A calculation of the one-quarter wave acoustical resonance between the base of the cavity and the opening of the cavity indicates that its frequency will also decrease with increasing Mach number. In addition, both of these resonances vary as a function of position in the cavity because of the variation in circulation velocity. Consequently, it would not be expected that either of these resonant phenomena would be self-sustaining except, perhaps, at very low Mach numbers.

The investigators of cavity resonance phenomena (References 28, 29, 30) have all suggested that the resonance results from interaction between an acoustic wave and the boundary layer - vortex flow, where an acoustic wave propagated from the aft bottom corner of the cavity affects the boundary layer flow over the cavity. This interaction with the boundary layer results in a modulation of the momentum transferred from the boundary layer to the vortex and, hence, a modulation of the vortex circulation velocity and the resultant stagnation pressures in corners of the cavity. Although the exact form of this interaction is unknown, experimental evidence suggests that the length of the cavity is on the order of one wavelength at the dominant resonant frequency. Figure 25 gives the cavity Strouhal number associated with the dominant resonant frequency as a function of freestream Mach number for the data of References 29 and 30. As can be seen, the fundamental cavity resonant frequency is inversely proportional to its length and directly proportional to approximately the two-thirds power of the freestream velocity. Examination of the full scale data from Reference 30 indicates an additional small altitude effect on the frequency.

Other cavity resonance frequencies, including one-half, one and one-half, and two times the dominant frequency, have been found together with the dominant frequency. The occurrence of these other frequencies in both experiments (References 29 and 30) was dependent upon either boundary layer turbulence or the dimensions of the cavity.

The maximum rms amplitude of the pressure fluctuation appears to be on the order of .03 to .06 of the freestream dynamic pressure (q) (References 28 and 30). Note that these values are on the order of 5 to 10 times greater than the ratio of the overall rms turbulent boundary layer pressure fluctuations to the freestream dynamic pressure, previously discussed in this section. Also, when the cavity resonant frequency coincides with the frequency of one of the cavity's acoustical modes, the pressure amplitude would be expected to be even greater.
Figure 25. Strouhal Number of Dominant Cavity Resonance as a Function of Mach Number from Data of Refs. 2 and 3.
This suspicion is confirmed in analysis of the Reference 30 data where the ratio of rms pressure to freestream dynamic pressure increased to 1 when the cavity resonant frequency coincided with the modified longitudinal one-half wave acoustical resonance. Thus, cavity resonances can be expected to be most serious either during the high q portions of flight, or at any flight condition when the cavity resonant frequency is coincident with the modified acoustical modes of the cavity.

It should also be mentioned that openings which connect the flow past the missile with a large volume within the missile can be expected to behave as classical Helmholtz resonators, which are treated in the normal acoustical texts. The Helmholtz resonant frequencies will be much lower than those considered here for the cavity phenomena and will be approximately constant over a wide range of vehicle velocities.

FLOW PAST PROJECTIONS

Space vehicles and hypersonic gliders may have guidance fins, antennas, or other projections extending from the body of the vehicle into the surrounding atmosphere. When the vehicle moves, these projections generate turbulent wakes in the flow. Although these wakes radiate acoustical energy to the body of the vehicle, their major importance as a vibration source is their direct effect on the projection or impingement on the vehicle. Since, as will be shown, the fluctuating pressures associated with this type of wake are concentrated about two discrete frequencies, these pressure fluctuations are often responsible for the apparent superposition of discrete frequency energy on otherwise random pressure spectra. Therefore, a brief discussion of this phenomenon is of interest. It is also noted that these phenomena are of importance to the entire vehicle when it is stationary on the launch pad and exposed to wind.

Generally, little energy is contained in the wake of streamlined projections. However, when the flow on the projection separates from the surface, vortices are formed which contain considerable energy. Figure 26 illustrates the wake of a cylinder which is at a relatively low Reynolds number \( (R_e) \) (below approximately 150). Here, the flow is characterized by the alternate shedding of discrete paired vortices from the cylinder, forming the well known Karmen Vortex Street. However, as the Reynolds number increases, the vortices lose their individual identity, and the wake becomes generally turbulent.

The frequency \( (f) \) at which the vortex pairs are shed from a cylinder is proportional to the freestream velocity \( (U \infty) \) and inversely proportional to the cylinder diameter \( (d) \). The correlation between the Strouhal number \( (S) \), where \( S = \frac{f d}{U \infty} \) and the cylinder Reynolds number is given as a function...
Figure 26. Illustration of Vortex Formation in the Wake of a Cylinder at a Reynolds Number Below 150, and Illustration of the Acoustical Radiation Pattern at the fluctuating Lift and Drag Frequencies.
of cylinder Reynolds number, $Re(c)$ in Figure 27. This figure, taken from Reference 31, includes the results of many experimental investigations. As can be seen, the frequency for the shedding of a pair of vortices is approximately $\frac{2}{d} \frac{U}{\nu}$ over a considerable range of Reynolds number above $Re(c) = 150$.

It should be noted that this frequency is characteristic of the flow even at higher Reynolds numbers where the idealized flow of Figure 26 is made considerably more complex by turbulence (see Reference 32).

This shedding of vortices from alternate sides of the cylinder results in an alternating lifting force on the cylinder which is perpendicular to both the cylinder axis and the flow. In addition, as each individual vortex is shed, the cylinder's drag is suddenly varied, with the result that the cylinder is subjected to an alternating drag force in the direction of the flow. The frequency of this fluctuating drag is twice that of the fluctuating lift. It is noted that although the vortices become rather unidentifiable when the Reynolds number exceeds 300, the fluctuating pressures are still found to be concentrated at these two frequencies. However, as the velocity increases the bandwidth of the fluctuating pressure frequency spectrum widens and the pressures are expected to be in phase over progressively smaller distances along the projection. Generally, the fluctuating drag has a considerably lower force than the fluctuating lift (see, for example, References 33 and 34); however, any estimates of the magnitudes of either of these forces depend entirely upon the geometry of the projection.

These wakes have been generalized by Krzywoblocki, Reference 37. A permanent vortex sheet attaches to a wing or body producing lift, but as it deforms and rolls up rapidly behind a delta wing or behind a cylindrical body, its regular character is soon lost and the flow changes to isotropic turbulence with the transition dependent on the Reynolds number. The transition from a defined vortex sheet to turbulent flow occurs in a short distance at high Reynolds number and it is interesting to note the analogy between the boundary layer transition and the transition of the Von Karman vortices behind the cylinder. In each case at low Reynolds number very regular flow patterns persist even though laminar boundary layer flow is irrotational and the vortex sheet flow is rotational. This follows since the Reynolds number is the ratio of the fluid inertia forces to the viscous forces, and at low Reynolds number the viscous forces predominate and have the ability to damp completely the stray fluctuations which at high Reynolds number can grow to eventually cause chaotic flow.

The Reynolds number for a cylinder $Re(c)$ is given by:

$$Re(c) = \frac{U \cdot d}{\nu}$$

where $U$ is the freestream velocity, $d$ is the cylinder diameter and $\nu$ is the freestream kinematic viscosity.
Figure 27. Comparison of the Strouhal Number Associated with the Shedding of Vortex Pairs from Cylinders as a Function of Reynolds Number, Including Data from Many Investigations (taken from Etkin, et al., Ref. 31)
These fluctuations are also responsible for the radiation of acoustic energy. Figure 26 shows that the far field directivity of the acoustic pressures at the vortex shedding frequency is maximum at right angles to the flow, whereas the directivity of the acoustic pressures associated with the fluctuating drag has a maximum in line with the flow. It is noted that the maximum at right angles to the flow should shift forward with increasing subsonic Mach number (Reference 35). The magnitude of the acoustic power has been found, from theoretical considerations, to depend upon the sixth power of velocity, the square of the projection's area, and on the fluctuating lift or drag coefficient (References 31 and 36). An additional dependence on velocity would be expected because of the forward motion of the source in accordance with Reference 35. However, experimental data indicate that the acoustic power is proportional to a lower power of velocity than the sixth, varying between 4 and 5.5 which makes prediction difficult.

Another vibration source associated with projections from a vehicle is the direct impingement of the wake from the projection on the skin of the vehicle. An example of the fluctuating pressures on the skin at a position several feet downstream of the speed brake on the T-38 is given in Figure 28. As can be seen, the ratio of \( \frac{\sqrt{p^2}}{q} \) increases by a factor of three from that experienced with a normal turbulent boundary layer to approximately 0.02 when the brake is extended and the skin experiences the wake turbulence. It might be noted that the velocity ratio \( \frac{q}{u} \) utilized in the estimation of jet impingement on the skin is of the order of 0.01 for this example of wake impingement.

BASE PRESSURE FLUCTUATIONS

Recently, considerable vibration has been experienced at the fundamental longitudinal mode and at other internal resonance frequencies of a vehicle which had a blunt nose during the maximum dynamic pressure phase of flight (Reference 38). This vibration was believed to result from the turbulent fluctuations in the wake of the base or drag device, as shown in Figure 29. Correlation of the vibration response with flight parameters indicated a direct relationship between rms vibration response and \( \frac{q}{u} \), where \( q \) is the freestream dynamic pressure and \( u \) is the freestream velocity. From this empirical relationship it is clear that the vibration from blunt base excitation becomes of increasing concern at very high speed flight in the atmosphere.

Although the author of Reference 38 felt that pressure fluctuations on the blunt base, as shown in Figure 28, were responsible for the excitation in the same manner as the previously discussed fluctuating drag on projections, no data were available to give the magnitude and spectra of these fluctuations. However, a subsonic experiment designed to measure these base pressure fluctuations has been completed (Reference 39). In this wind tunnel experiment data were taken at two microphone locations (center and 65% radius) in the base of a 5-in. diameter body of revolution at velocities up to 352 ft/sec.
Figure 28. Aft Fuselage Microphone Data
Figure 29. Sketch illustrating wake formation of a blunt based body of revolution.
Figure 30 gives the variation of the overall level of base pressure fluctuations as a function of freestream velocity. It is clear from the data that the overall fluctuation level at the center position is approximately 7 dB below that measured at the outer microphone position (65% radius). Further, as the freestream velocity is increased, the fluctuation level at each position is asymptotic to a constant value of root mean square pressure divided by freestream dynamic pressure. Figure 31 gives the mean square pressure per cycle, divided by the freestream dynamic pressure and normalized by $U^2_\infty$, as a function of Strouhal number. The results illustrate that the spectra at the two positions are similar at frequencies above a Strouhal number of .5. However, for frequencies below a Strouhal number of .5, the energy per cycle is greater at the outer microphone than at the center microphone.

This suggests that only the outer portions of the base are affected by large scale vortices shed from the edge of the cylinder, as illustrated in Figure 29. This result is consistent with the variation in pressure measured by Gerrard (Reference 33) at the surface of a cylinder which has an axis normal to the flow. As it would be expected that the larger scale vortices are randomly shed from all portions of the base circumference, it is probable that the integrated loading on the base can be summed on an energy basis.

It should also be noted that the spectra given in Figure 31 explain the departure from a linear relationship between the overall fluctuating pressures and the freestream dynamic pressure. The lower cutoff frequency of the recording instrumentation was 18 cps, which corresponds to a Strouhal number of approximately .11 at 68 ft/sec and .052 at 146 ft/sec. Hence, little of the maximum energy per cycle was included in the 68 ft/sec measurement, and some energy was not included even at the 146 ft/sec velocity. A rough calculation of the overall level of base pressure fluctuation at the 68 ft/sec velocity, which includes the energy estimated below 18 cps from Figure 31 gives a constant of $\sqrt{\frac{P_\infty}{Q}}$ equal to .013 for the outer microphone, which is consistent with the constant of .015 determined from the higher velocity data.

Although the data of Reference 38 does not allow prediction of the magnitude of the missile's vibration response, the variation of vibration amplitude with flight parameters can be directly compared to the variation which would be estimated from Figure 30. It was stated in Reference 38 that the response was almost entirely at the frequency of the fundamental longitudinal mode. The Strouhal number at this resonance frequency varies inversely with the freestream velocity, since both frequency and diameter are constant. Now, from Figure 31 it is seen that the relative mean square pressure per cycle varies inversely as the square of the Strouhal number for all Strouhal numbers above approximately .3, and is essentially independent of Strouhal numbers below the Strouhal number of .1. Therefore, at any fixed resonant frequency in an airframe or missile of diameter (d) which results in a Strouhal number greater than .3, the relative mean square pressure per cycle is directly proportional to the square of the freestream velocity times the square of its dynamic
Figure 30. Variation of Overall Level of Base Pressure Fluctuations with Freestream Velocity
Figure 31. Mean Square Pressure Per Cycle Relative to the Dynamic Pressure, Normalized by $\frac{U_\infty}{d}$ for Both Microphones.
pressure; thus, the rms pressure per cycle is

\[ V_p f q, \quad \text{for } \frac{fd}{v_\infty} > 0.3 \]

which is similar with the measured rms vibration response.

It is felt that the data obtained from the model qualitatively explain the variation of vibration response with flight parameters. However, it must be noted that much of the flight vibration data were obtained at supersonic velocities, whereas the model data are entirely subsonic. Consequently, since the supersonic wake flow differs from subsonic wake flow, as can be seen in the illustration of Figure 32, some question exists regarding the applicability of these data to the supersonic case. It would be expected that the larger vortices, which increased the low frequency levels at the outer microphone, would be absent in the supersonic flow, and that the pressure fluctuations over the base from the turbulent wake would have the general character observed at the center microphone in these tests.

PANEL FLUTTER

Panel flutter is a self-excited oscillation of an external structural skin panel exposed to supersonic flow. The mechanism producing the instability is the same as in classical flutter; i.e., the free vibration modes of the panel are coupled by the aerodynamic forces to yield certain definite combinations of the modes which are capable of extracting energy from the airstream. The motion is characterized by a high degree of structural non-linearity due to the non-linear spring rate of the panel. The panel is quite flexible at low loads and very stiff at high loads. The spring rate depends also on the non-linearities associated with the nearness to buckling, transverse static pressure difference, and the curvature of the panel. The effect of these non-linearities is usually to limit the amplitude of the instability so that the typical mode of failure is through fatigue of the panel rather than through exceeding the strength limit.

While panel flutter is a possible source of outer skin panel vibration, the cure must lie with prevention of the instability and not with treatment as a fatigue problem in which a portion of the life of the panel is expended in normal service. Panel flutter is a true instability and there does not exist a method capable of defining the upper limit to the motion. However, panel flutter can be prevented through the use of the empirical design data of References 40, 41, and 42. Reference 43 shows failure to include the boundary layer in previous theoretical work leads to skin requirements too high by as much as one order of magnitude.
Figure 32. Illustration of Turbulent Wakes from Two Types of Blunt Bodies at Supersonic Speeds.
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IV ATMOSPHERIC WIND AND TURBULENCE ENVIRONMENTS

INTRODUCTION

To the space vehicle in the launch and re-entry phase, the earth's atmosphere with its prevalent upper troposphere winds and its general turbulent structure represents a potential source of vehicle structural vibration. These vibrations are induced by a variety of oscillating aerodynamic lift forces acting on the vehicle which are caused by continuous changes in the magnitude and direction of atmospheric winds and gusts encountered along the flight path. The severity of the elastic structural response depends upon the magnitude of these lift forces, the low frequency response characteristics of the vehicle structure, and the frequency content of the atmospheric disturbances as experienced by the forward moving vehicle.

GENERAL DISCUSSION, AERODYNAMIC FORCES

Launch and re-entry through the atmosphere, for any given vehicle, create wide variations in the parameters which affect these forces and moments. Except for lift and drag forces developed at very high altitudes, the perturbing aerodynamic forces acting on the vehicle generally depend upon the vehicle external geometry, altitude, forward speed, Mach number, Reynolds number, and angle of attack. However, different types of aerodynamic forces usually have different functional dependences upon each of these parameters.

The generalized form of the equation for these unsteady aerodynamic forces is:

\[ L = C_F \cdot q \cdot \ell^2 \]

where

- \( C_F = C_{LF}(\alpha, Re, M, S) \)
- \( \alpha = \frac{v_w}{U} \)
- \( Re = \frac{\rho U \ell}{\mu} \)
- \( S = \frac{v}{bw} \)
- \( q = \frac{1}{2} \rho U^2 \)
- \( \ell = \) Characteristic Length

It is necessary therefore to determine the functional dependence of \( C_{LF} \) on \( \alpha, Re, M, \) and \( S \) for each type force being considered. This dependence varies considerably between forces developed on lifting surfaces and those developed on non-lifting surfaces, so that it is best to consider these two types of forces separately.

Relatively large cross wind viscous drag forces may develop when the total wind or gust component normal to the vehicle axis of symmetry is large, say on the order of Mach .30 or greater. Such forces might develop in the regions of the jet stream,
where the horizontal winds attain velocities of 200 or 300 ft/sec. The equation of force for these viscous drag forces requires slight modification of the generalized form given above, in that the dynamic pressure is that associated with the cross wind component. That is,

\[ L = \frac{1}{2} \rho \cdot v_N^2 \cdot C_f \cdot \ell^2, \]

where \( \ell \) is some characteristic length, which for a circular cylinder is a function of the radius of the cylinder and its length. Since the axial boundary layer flow is turbulent, the drag coefficient, \( C_f \), is relatively insensitive to Reynolds number and Mach number. For a cross wind having a sharp edge profile, the peak magnitude of \( C_f \) may be as high as twice the corresponding steady state value. Detailed discussion of these viscous drag forces are found in References 6 through 9.

The aerodynamic forces acting on hypersonic space vehicles operating at very high altitudes, say 50 miles or greater, are not developed by a flow of "continuous" air around the vehicle, but actually result, in a sense, from the "individual" reactions of air molecules colliding with the surface of the vehicle. The regime of fluid flow classified as a continuum corresponds to negligibly small ratios of the mean free path of air molecules to the size of the vehicle. However, at these high altitudes where the air is semi-rarefied, the mean free path may be as large as one inch or more and for rarefied gases the mean free paths may exceed the size of the vehicle. References 10 and 11 are listed as possible sources of information concerning the theoretical aspects of this problem.

In the analysis of elastic structural response to atmospheric disturbances, other very important secondary lift and drag forces are developed as a result of the additional angles of attack of the vehicle caused by the elastic deformations and rigid body pitch and translation of the vehicle about its flight path. The responses ultimately obtained from a consideration of gust and wind shear forces are responses of the lowest gross vehicle modes and the lowest modes of its lifting surfaces.

**TYPES OF DISTURBANCES**

Essentially two distinct types of free air flow disturbances exist in the earth's atmosphere. These are 1) fairly steady horizontal winds, with highest flow velocities and largest changes in wind speed in and around a relatively thin core called the jet stream, and 2) gust components associated with continuous random atmospheric turbulence resulting from the general overturning of air masses caused by the non-uniform heating of the atmosphere. The normal velocity, \( v_N \), of the air flow associated with the horizontal winds can change significantly in both magnitude and direction with altitude intervals of 1,000 to 10,000 feet, while for continuous turbulence similar changes may occur over distances as short as 10 to 500 feet.

Since the forward velocity of a vehicle causes these changes in wind and gust velocity to occur in relatively short periods of time, there is associated with each of these atmospheric disturbances a frequency range over which the resulting lift
forces fluctuate. The magnitude of this frequency is directly proportional to the forward speed of the vehicle and inversely proportional to the size of the region, or distance interval along the flight path, over which these velocity fluctuations take place. Thus, since continuous turbulence is a smaller scale phenomenon than wind fluctuations, the frequency content of continuous turbulence as felt by the space vehicle, is higher than that associated with the horizontal wind fluctuations. The relative structural vibration severity of these two phenomena, thus, depends in part upon the frequency response characteristics of the vehicle under consideration. More detailed discussions to be given below show possible frequency ranges for each type of disturbance. The turbulence problem is generally more severe because of larger forces and larger dynamic responses.

Structural response is determined by the rate of change of wind or gust velocity with respect to distance in the atmosphere. This is defined as wind shear. Because of the physical limitations of the measuring devices used, true wind shear at any one point cannot be determined. Measurements of this quantity can only be in the form of average wind shear. Average wind shear is the ratio of the difference in the speed of parallel components of wind or gust velocity at two points in the atmosphere to the distance of separation of the points.

Experimental data indicate that the wind shear ratio for horizontal winds, measured along the vertical, rarely exceed .10 sec.\(^{-1}\), corresponding to a \(\Delta v = 100 \text{ ft/sec. per} \ 1,000 \text{ ft. of altitude difference. Generally this value is not more than .07 sec.}\(^{-1}\). However, for continuous turbulence, the gust gradients can be as high as .35 sec.\(^{-1}\) over 100 ft. intervals and .65 sec.\(^{-1}\) over about 20 ft. intervals. These latter values indicate that the continuous turbulence will be generally more severe than the horizontal winds as a vibration source. Of course, the high frequencies associated with short distances as 20 ft. and with a high forward vehicle velocity may be high relative to the vehicle resonant frequencies so that the induced structural response of the gross vehicle modes at these frequencies will be very small. In addition, the frequencies corresponding to .10 sec.\(^{-1}\) wind shear for 1,000 ft. will usually be less than 1.0 cps, which is generally lower than the fundamental body modes for most missiles and rockets.

Vehicle perturbations from horizontal winds actually pose a much greater stability and control problem than a structural vibration problem for vertical rising vehicles being launched from the surface of the earth, References 12 and 13. According to Tolefson, Reference 12, the acceleration increments of a conventional ballistic-type missile associated with even the highest wind shears will be small, less than 1.5 g's. However, Reference 13 points out that vertical wind gradients may be sufficiently large as to represent critical design conditions for control components such as the throw of a gimballed rocket motor required to overcome wind shear in the jet stream. Wind shear data are presented here, however, because of the possibility of future designs being considered which have fundamental body bending modes on the order of 1 cps, for which these accelerations may be more significant. Such configurations might result from the design of large nuclear-powered rockets in which it is desirable to separate the crew from the reactor by as large a distance as possible.
Although, in a complete dynamic response analysis, the small scale effects of the turbulence phenomenon will be added to the larger scale wind effects, this division of atmospheric velocity disturbances into two categories also acts as a division in the method of dynamic response analysis of the space vehicle structure. Continuous turbulence, being an essentially random natural process, is most effectively characterized by velocity-spectral density functions and certain probability distributions, Reference 14. Thus, the vibration response analysis for this phenomenon will be centered around the following equation:

\[
\frac{\Phi(\omega)}{\Phi_{\text{Input}}(\omega)} = T(\omega)|2\Phi_{\text{Response}}(\omega)|
\]

where \(\omega\) is a reduced frequency in radians/foot (\(2\pi f/u\)), \(\Phi_{\text{Input}}(\omega)\) is the velocity spectral density of the continuous atmospheric turbulence, \(T(\omega)\) is the structural transfer function, and \(\Phi_{\text{Response}}(\omega)\) is the response spectral density, given in terms of the units appropriate to the desired response quantity. However, according to Reference 14, it is anticipated that a spectrum need not be defined for the horizontal winds because of the relatively high stability of the jet stream winds in both speed and direction. Hence, a structural vibration analysis which accounts for this phenomenon need be performed only for a single typical, but severe, horizontal wind condition; that is, a discrete disturbance.

METHODS OF ANALYSIS

In the past, discrete gust analyses have often been used to test the structural integrity of airplanes and missiles to atmospheric turbulence, by considering those gusts encountered which may be exceeded by only a few per cent for all flight time in any weather condition. With the recent mathematical developments in the field of generalized harmonic analysis, much attention is being focused upon the application of power spectral density methods for describing structural response to continuous turbulence. There are several advantages to this approach. As mentioned above, it is the wind shear through a gust which determines the severity of structural response. This quantity is reflected in the shape of the gust profile. According to Reference 13, this shape is rarely known so that it has been necessary to assume approximate gust profiles such as ramps, one cycle for a 1-cosine function, sharp edge profiles, etc. With the spectral approach, this deficiency is eliminated. In addition, it is felt that the probability of experiencing a series of gusts of varying wave length is greater than that of encountering a discrete gust having a wave length and profile which is critical for the vehicle being analysed. However, recent parametric studies, Reference 15, in which both the discrete gust and the spectral approach have been used, indicate that the two methods give comparable results since they both depend upon the statistical measurement of gust velocity.

Atmospheric air flow disturbances exist from the surface of the earth to very high altitudes, on the order of 300,000 ft. Except for viscous drag forces and non-continuum aerodynamic forces, the simplified lift equations given above aid in
limiting this entire altitude range to those altitudes at which first order vehicle
structural vibrations will be produced due to atmospheric disturbances. Ground
cross winds may induce structural vibrations in a missile-type vehicle sitting in
firing position on the launch pad. These winds cause alternating vortices to be
shed from the main structure in a manner similar to that described in a previous
section, "Flow Past Projections." However, this is a ground handling problem for
which the magnitude of the response can often be limited by the choice of proper
weather conditions for launching or by the use of sufficient constraints on the
vehicle until the missile leaves the pad.

As the altitude and speed of the vehicle increase, sensitivity to disturbances
increases, reaching a peak sensitivity usually at about 30,000 to 40,000 ft. Gust
magnitudes in the field of continuous turbulence often remain nearly constant from
above the friction layer to these altitudes. Thus, the response due to continuous
turbulence increases with altitude since the forward speed increases rapidly to
large magnitudes. It is coincidental, however, that the sensitivity usually reaches
its peak at the altitude where wind shears are highest for the prevalent atmospheric
horizontal winds. Above this region and up to altitudes of 70,000 to 80,000 ft,
wind shears and gust magnitudes generally decrease, with a gradual decrease up to
about 100,000 ft. Above this altitude range, the density of the air drops to such
low magnitudes that even extreme atmospheric disturbances, Reference 17, fail to
produce lift forces significant to first order structural vibrations. For re-entry
the situation is expected to be quite similar as very high forward velocities are
attained at very high altitudes, with a subsequent decrease in velocity as the
vehicle descends further into the atmosphere, reaching relatively low velocities at
the low altitudes.

APPLICATION

The problem of structural vibrations induced by atmospheric disturbances is not
confined to the earth's atmosphere, but will exist for high-speed flight through
the atmospheres of all planets to which future reconnaissance flights will be made.
It is expected that the severity of these vibrations in the atmospheres of the
foreign planets could be significantly different from that experienced in the
earth's atmosphere. This results from the dissimilarities in the gaseous compositi-
ion of the atmosphere held by each planet, and in the influence of direct solar
radiation in heating the atmosphere. Presently, little is known about disturbances
existing in foreign planetary atmospheres. The limited information available is
based upon conjecture from the known proximity of the planets to the sun, order of
magnitude estimates on the amount of gaseous composition of these atmospheres, and
extrapolation of data concerning the earth's atmosphere. Once reliable data do
become available, the method of handling the disturbance phenomena will be the same
as that used for the earth's atmosphere.

A considerable amount of wind and gust data for various climatic conditions have
been tabulated during the last few decades. Unfortunately, most of this meteo-
rological information is in the form of averages which are of little value to design
since the magnitude of the wind and gust velocities recorded will be exceeded about
50% of the time. A few measurements of extreme atmospheric disturbances have also
been made. As design criteria, these extremes would impose costly structural strength requirements. Based on the purpose and over-all cost of a given vehicle being designed, a certain tolerable risk is usually allowable. It is thus desirable to obtain wind and gust data for which a probability of exceeding a certain value of wind shear or gust gradient distance can be established.

WIND PROFILES AND WIND SHEAR

The usual method for presenting data on the structure of the prevalent horizontal atmospheric winds is by means of wind profiles which are accompanied by magnitudes of the vertical wind gradients, called wind shear, for the portions of the profile with the largest fluctuations in wind speed and/or direction. A wind profile is defined as a plot of the horizontal wind velocities in the atmosphere as a function of altitude for a given time and for a given location above the surface of the earth. Two graphs are normally required for this purpose: one for the speed and one for the direction as a function of altitude.

A considerable mass of wind data has been collected over the past ten years for many regions in the United States and abroad, and for various altitude ranges. Most of these data consist of small sized samplings in the lower altitude regions, in the regions of the jet stream where the highest velocities usually exist, and in high altitude regions up to 400,000 ft. Although for vibration purposes it is probably not necessary to define a spectrum for the wind structure, some sort of probability of occurrence of various sized vertical wind shears and various shaped wind profiles should be determined in order to establish a realistic criteria for the design of space vehicles which must pass through the atmosphere. Most of the data available are either not in the proper form or are too limited in accuracy or sample size to permit determination of such probability functions. Reference 18 contains detailed data on the variations in wind fields from surfaces up to 30,000 ft. References 19 and 20 contain samplings of large wind shears measured in the vicinity of the jet stream. Average wind conditions for higher altitudes as measured by balloon soundings, sound propagation studies, and the drift of smoke puffs from bursting smoke shells are discussed in Reference 21. Reference 17 discusses the wind and turbulence measurements made at 200,000 to 400,000 ft. by observing the motions of persisting meteor trails.

Some successful attempts have been made to accurately define the wind structure with altitude for specific locations in the United States and for various seasons of the year by making frequency measurements of profiles and accompanying wind shears over extended periods of time, References 12, 22, and 23. Large variations in wind structure exist for different geographical locations so that for vehicles being launched from different locations of the earth, the vibration specifications for winds could be significantly different depending upon the particular wind structure usually found above that location. Figure 33 shows two examples taken from Reference 12 of wind profiles measured at Silver Hill, Md. Of the more than 700 soundings taken during a one-year investigation at Silver Hill (1953, 1954), these are representative of the more extreme profiles obtained. However, many other shapes are possible. These profiles show two important features of winds which are well known to investigators in this field: the variation of wind speed
Figure 33. Sample Wind Profiles taken at Silver Hill, Maryland, During 1953 - 1954 (Reference 12)
and direction with seasonal changes, and the stability of the flow direction associated with the higher velocity winds. During the winter and spring months, the speed is usually much higher than for the other two seasons, especially in the region of the jet stream. The direction of flow during the windiest season is generally from west to east, while during the summer months the flow often makes a complete reversal in direction. Also, as seen from these profiles, the direction of flow as a function of altitude is quite constant for the stronger winds. Winds in the frictional layer of air near the surface of the earth which often reflect the make-up of the local terrain, and winds aloft which have relatively low speeds have flow directions which are not nearly as constant as the stronger winds. In any season, these particular winds may completely reverse direction. For the lower velocity winds, Sissenwine, in Reference 13, presents some arbitrary recommendations for direction changes with altitude of the lower velocity winds:

<table>
<thead>
<tr>
<th>Altitude Range</th>
<th>Direction Change</th>
<th>Wind Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface to 2000 ft.</td>
<td>180°/1000 ft.</td>
<td>with 15 fps winds</td>
</tr>
<tr>
<td>3000 to 4000 ft.</td>
<td>10°/1000 ft.</td>
<td>with 50 fps winds</td>
</tr>
<tr>
<td>6000 to 8000 ft.</td>
<td>40°/1000 ft.</td>
<td>with 40 fps winds</td>
</tr>
</tbody>
</table>

The existence of the previously mentioned jet stream between the altitudes of 30,000 and 45,000 ft. is clearly evident in Figure 33. The jet stream is a thin core of high velocity air which more or less encircles the Northern Hemisphere in a narrow band at about the middle latitudes. Its horizontal axis is generally located somewhere in the altitude range indicated in Figure 33. Also, N. Sissenwine, in Reference 23, indicates that in the United States the thickness of the jet core is about 10,000 ft., independent of the location of the horizontal axis in this altitude range. These are generally the strongest winds aloft, except for extremely high altitude winds which are of little interest here. Measurements of the jet stream velocities indicate an average value of about 200 ft/sec, with maximum speeds over the United States of about 300 ft/sec. Although of questionable accuracy, much higher speeds on the order of 400 to 500 knots have been recorded over Japan and North Africa, Reference 12. Jet streams are not separate entities from the other winds aloft such as a tornado, but are strong winds which are characteristically a part of the over-all wind structure of the atmosphere. During the windiest seasons of the year, jet streams always exist somewhere in the United States, with oscillations of 5 to 10 degrees about their mean monthly positions, Reference 13. Some measurements of wind steadiness have been made for the jet stream, which show that fluctuations in speed and velocity of the strongest winds are quite small. According to Reference 13, during the winter season and for the latitudes covering the United States, wind steadiness is higher than 90%. Magnitudes as high as 95% to 98% have been recorded over the Western Pacific region. Wind steadiness is defined as the ratio of the wind speed to the mean wind speed, measured in percentage. As a specific example, Reference 13, wind constancy maps indicate that at 18,000 ft. over the United States, 90% of the wind directions will be within 45 degrees of the mean direction.

In addition to wind shear, defined above, the shear layer thickness is also important to wind-induced vehicle vibration response. A shear layer is merely the altitude interval associated with a given wind shear. It is mentioned in Reference 24 that because of the accuracy limitations of equipment used to measure wind shear, the
minimum unattainable shear layer thickness is 500 ft. for a wind shear of any significant magnitude. With this restriction, the wind shear at any given altitude must actually be an average wind shear obtained over a shear layer. Average wind shears are usually specified for 1,000, 3,000, and 5,000 ft. shear layers, with the accuracy of the wind shear decreasing with decreasing layer thickness. Since the averaging process effectively reduces the magnitudes of the actual existing wind shears, peak average wind shears for say 1,000 ft. layers will be larger in magnitude, by as much as 1.5, than wind shear in a 3,000 ft. layer. Thus, in many cases the wind shears for a given region will be given for more than one shear layer, sometimes all three layers. As an example of this, a maximum 3,000-ft. shear for 30,000 to 40,000 ft. altitude range indicates a .051 sec.$^{-1}$ wind shear association with 181 knot (306 fps) wind and a .077 sec.$^{-1}$ wind shear for a 1,000 ft. layer within the 3,000 ft. layer, Reference 22.

The highest wind shears are found in the region of the jet stream. Reference 22 indicates that the wind velocity drops off faster above the axis of the jet stream than below so that higher wind shears are generally obtained immediately above the jet stream core. High wind shears have been recorded in regions other than the jet stream. For example, high wind shears have been recorded in the regions of low altitude surface winds; however, the probability of occurrence is small and the vehicle sensitivity to wind is low in this region due to its low forward velocity. It may also happen that significant wind shears may develop in regions of lower wind speed where the flow direction of the winds changes radically, reaching complete reversal at times.

For certain types of wind structures, intense shears may not be confined to a single shear layer, since as shown in Figure 33 several "fingers" of adjacent high wind flow may exist simultaneously. No data are presently available which estimate the probability of encountering more than one high shear layer.

The following table contains the per cent winter risk of encountering, at 40,000 ft. altitude, a given wind speed and its associated wind shear based on 3,000 ft. shear layers. These data, obtained for Patrick Air Force Base, are taken from Reference 22.

<table>
<thead>
<tr>
<th>Winter Risk (%)</th>
<th>Wind Speed (fps)</th>
<th>Average Shear for a Layer of 3000 ft. Thickness (fps/1000 ft.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>298</td>
<td>46</td>
</tr>
<tr>
<td>5</td>
<td>246</td>
<td>28</td>
</tr>
<tr>
<td>10</td>
<td>214</td>
<td>22</td>
</tr>
<tr>
<td>20</td>
<td>181</td>
<td>18</td>
</tr>
</tbody>
</table>

These wind conditions are presently considered to be as severe as those anticipated for the worst locations in the United States. Similar data are also available from soundings taken at Bedford, Mass., but differ only slightly from those presented in this table.
The wind profiles presented in Figure 33 represent the wind structure with altitude for individual soundings. Of greater interest to the designer are per cent wind profiles which show the wind speeds which are exceeded only a given percentage of the time. Four such profiles and their accompanying wind shears, for Patrick Air Force Base, are presented in Figure 34 for 1%, 5%, 10%, and 20% winter risk. Here the percentage risk is associated with the peak wind speed of each profile and the remainder of the profile in each case represents the typical wind structure accompanying such a jet stream speed. These wind structures obtained from Reference 22 were measured during January 1955.

Figure 35 also shows a 1% synthetic wind profile obtained from wind measurements taken during the recent Geophysical year. The maximum speed in the jet stream core is 300 fps and will be exceeded only 1% of the time. Wind speeds at the other altitudes are considered typical. It is recommended in Reference 23 that this profile be used for design of vehicles with sharp maximum wind response between 30,000 and 45,000 ft., and which may be launched during the windiest seasons of the year from areas in the U. S. with the highest winds. The horizontal axis of the jet stream is to be shifted to the most critical vehicle altitude between 30,000 and 45,000 ft. while maintaining the shapes of the 10,000 ft. layer in which it is centered. The direction of the flow is to be held constant with altitude with the wind blowing from the most critical azimuth. The 1% wind shears associated with the peak are:

±1000 ft. shear layer \( \frac{0.076}{\text{sec}^{-1}} \)

±3000 ft. shear layer \( \frac{0.050}{\text{sec}^{-1}} \)

±5000 ft. shear layer \( \frac{0.033}{\text{sec}^{-1}} \)

As future data become available, it is important to bear in mind that the wind shear to be used for design must be compatible, percentage-wise, with the maximum wind speed. Generally, if the probability of a maximum wind speed occurring is 1%, then it is likely that the associated wind shear will have a 1% probability of occurrence. However, it is possible to have high wind shears for high wind velocities. The probability of such an occurrence is small and it is presently felt, Reference 13, that these two effects will average out.
Figure 35. One Percent Synthetic Wind Profile Obtained During Geophysical Year (Reference 23).
Shown in Figure 36 is a plot of the lift parameter \( \rho \cdot U \cdot v_n \) versus time, for a hypothetical vehicle rising vertically through the atmosphere. The vehicle forward velocity time history is that presented in Figure 64, and the horizontal wind profile used is the 1% profile for Patrick Air Force Base, Figure 34. The axis of the jet stream is encountered at 48 seconds after launch as evidenced by the relatively sharp peak in the lift. Except for this peak, the oscillations shown do not represent vibration sources for the vehicle because of their very low associated frequencies. From this curve, it is seen that the frequency content of the peak is on the order of 1 cps and less. For vehicles attaining higher forward velocities in the vicinity of the jet stream, the frequency experienced at such a peak will increase; but since it is not likely that the forward speed of any such vehicle will be more than twice used here, frequency will certainly be no greater than 2 cps. Vehicles having a fundamental body mode in this low frequency range will experience bending oscillations. Very long vehicles may be relatively flexible in bending so that some consideration should be given to the horizontal winds as a potential source of vibration.

CONTINUOUS ATMOSPHERIC TURBULENCE

Atmospheric turbulence is a continuous random velocity disturbance described by power-spectral-density functions and certain probability distributions. Physically, turbulence can be thought of as being made of of eddies or vortices of the type shown in Figure 37. Such eddies might be quite distinct in the atmosphere, acting much like independent vortices, with their lifetime depending upon their size and associated kinetic energy.
energy. The velocity profile through such an eddy will be roughly approximated by that shown in Figure 37. Conceptually, these eddies are generally superimposed upon each other, or fused together, so as to lose their individual identity, thus creating random air flows classified as continuous turbulence. The velocity profile at any instant of time through a region of continuous turbulence might appear as that shown in Figure 38. This shows the random nature of the gust velocity disturbances in a continuous turbulent field and the need for a statistical characterization by means of power spectral methods. Also, shown are high velocity discrete gust peaks which have been used in the past as a design criteria for airplanes in turbulent environments.

Turbulence may be caused by air friction, due to viscosity, between adjacent layers of air moving with different velocities. The high wind shears in the region of the jet stream thus act as sources of significant amounts of turbulence. Vortices and eddies formed in the shear layers are carried downstream by the horizontal winds which aid in distributing turbulence formed in one region into other regions of the atmosphere.

Other causes of turbulence are (1) convergence of large moving air masses, having different temperature, humidity, and stability, (2) surface winds deflected by local terrain, and (3) convective activity due to the general overturning and lifting of air masses by non-uniform heating of the atmosphere. Convection is a significant contributor to turbulence, in that the rising air masses produce large eddies which eventually break up into smaller eddies with a transfer of energy. The energy in the smaller eddies is then dissipated through the action of the viscosity of the air. The rising air mass that triggered this action finally disappears.

From an energy standpoint, the spectrum of turbulence can be divided into the following three general categories, Reference 16:

1. Low frequency (large eddy size) mechanical and convective turbulence
2. Isotropic middle frequency turbulence (average eddy size) in which energy is neither created nor dissipated
3. High frequency (small eddy size) turbulence in which energy is dissipated by viscosity.
Figure 39. Summary of Airplane Measurements of the Power Spectrum of Atmospheric Turbulence (Reference 25).
Viscosity of the air is a helpful feature in the consideration of vehicle response to atmospheric turbulence in that it limits the magnitude of the gust gradients that build up over short distance intervals. Generally, the higher peak gust velocities are associated with air masses of large eddy size where gust gradient distances are correspondingly large. As the gust gradient distance decreases, as for the smaller sized eddies, the peak gust velocity also decreases. This effect is shown in Figure 39 by data presented in Reference 13 for discrete gusts having wind shears and corresponding gust gradient distances which are exceeded only one percent of the time in thunderstorm-type turbulence. This, of course, does not mean that wind shear decreases with gust gradient distance, or eddy size, since wind shear is defined as the rate of change of gust velocity with distance into the gust. Figure 40 shows that wind shear actually increases, to some upper limit due to viscosity, for the discrete gust case with decreasing gust gradient distance.

Most of the continuous turbulence and discrete gust data presently available were obtained by NASA from analyses of the acceleration response of conventional transport and military aircraft to gustiness obtained over the past twenty years. Thus, the data are generally limited (1) by the standard storm avoidance procedures practiced by both military and transport aircraft, (2) to the portion of the turbulence spectrum which induces response in winged aircraft, (3) to the altitude range and to the airplanes in which flight is normally made, and (4) by the errors inherent in the data reduction procedures from the limited accuracy with which aircraft response characteristics are known.

As indicated in Reference 25, for standard transport operations, about 10% of all flight time is spent in clear air turbulence, 1% in cumulus cloudiness, and .05% in thunderstorms. Of all three of these turbulent conditions, thunderstorm turbulence is considered to be the most severe. Operational military missiles and rockets cannot generally avoid storm conditions. Similarly, time tables for space vehicle launchings may not permit weather delays. Therefore, special investigation by the military of thunderstorm turbulence have been made in order to supplement the lack of such data obtained in the above manner. A summary of these results is given in Figure 41. Reference 25 indicates that for these data, which were obtained by power-spectral-density methods, the relation between the actual gust velocity peaks
Figure 41  Distribution of Root-mean-square Gust Velocity with weather condition (Reference 25).
and these root-mean-square gust velocities is approximately 2 to 1.

Donely, in Reference 26, indicates that atmospheric turbulence data obtained from response measurements by conventional aircraft are applicable to response calculations for missiles and rockets. However, for high-speed space vehicles, whose forward velocity determines the effective turbulence frequencies experienced, considerable response might be induced by large scale turbulence to which airplanes, with their slower speeds, would be insensitive. Also, the unconventional geometries and aerodynamic properties may alter the range in the scale and frequency spectrum over which the sensitivities will exist. For this reason, it is not easy to anticipate the specific turbulence data requirements for each design consideration.

In considering the variation of gust velocity with altitude, Seissenwine, Reference 13, states that for convective cloudiness, this variation is small up to 35,000 ft., and that clear air turbulence exists near the jet stream between 30,000 and 40,000 ft. Figure 42 presents data from Reference 25, giving the cumulative probability distribution of the root-mean-square gust velocity for routine transport operations for the three altitude ranges, 0-10,000 ft., 10,000-30,000 ft., and 30,000-50,000 ft. It was assumed here that the turbulence varies only slightly within each altitude range. These data are based upon a limited number of gust measurements. However, it is felt that the data presented will give reasonably good first order approximations to the characteristics of atmospheric turbulence variations with altitude.

Estimates of the gust velocities encountered within various altitude ranges and for various weather conditions have been given. It has already been shown, however, that gust velocity varies with eddy size or gust gradient distance. That is, to the vehicle in flight through a turbulent region, the gust velocity varies with the effective frequency associated with these disturbances. Therefore, in applying the data discussed above to the problem of vehicle response to atmospheric turbulence, it is necessary to specify the variation with this frequency of the gust velocity about the root-mean-square gust velocity. From studies of turbulence artificially generated in wind tunnels by screens of various mesh sizes, the following very convenient analytical power-spectral-density function has been derived which adequately approximates this variation with frequency in the atmosphere:

\[ \phi(\Omega) = \sigma_y^2 \left( \frac{L}{\pi} \right) \frac{1 + 3 \Omega^2 L^2}{(1 + \Omega^2 L^2)^2} \]

This function, which is given in terms of the reduced frequency, \( \Omega \), contains two important parameters commonly used in describing continuous turbulence: the intensity of turbulence, \( \sigma_y^2 \), and the scale of turbulence, \( L \). The intensity of turbulence is the mean square gust velocity and the scale of turbulence is a measure of the average eddy size in a given field of continuous turbulence. Figure 43 shows plots of this function for various values of \( L = 2000, 1000, 600, 200 \) ft., and for the frequency range 0.0001 \( \leq \Omega \leq 1.0 \).
Figure 42. Distribution of Root-mean-square Gust Velocity with Altitude for Routine Operations (Reference 25).
In applying the analytical model of turbulence to space vehicle response calculations, it is necessary to divide the planned flight profile into segments, in such a manner that the statistical properties of the turbulence remain nearly constant within each segment. The scale of turbulence, $L$, is fairly insensitive to altitude variations and weather conditions, so that it is usually fixed at the previously mentioned constant value of 1000 ft. However, as was shown earlier, the intensity of turbulence does vary with altitude and varies significantly with weather conditions. Other problems are also of interest, such as (1) the variation of the statistical properties of turbulence with time and with geographical location, and (2) the distribution of the peak gust velocities about the mean. In order to answer these questions, a brief discussion will be given of four important properties of turbulence and their implications upon the response problem. These properties are homogeneity, isotropy, stationarity, and Gaussianity.

Turbulence is said to be homogeneous if the root-mean-square gust velocity in a given direction in the atmosphere is constant throughout a specific region. Altitude and weather conditions thus affect the homogeneity of the atmosphere. As a first approximation, each of the three altitude ranges of 0-10,000, 10,000-30,000, and 30,000-50,000 ft. shown in Figure 42 might be assumed to be approximately homogeneous for constant weather conditions in each. Weather conditions involve large scale patterns of air motion which change slowly, so that for the moderate to low altitudes, a 100-mile wide area might be homogeneous for a time lapse of about one hour, Reference 27.

Turbulence is said to be isotropic, if in addition to being homogeneous in a given direction the root-mean-square gust velocities in three orthogonal directions are equal. This is the simplest kind of turbulence, and can be generated in wind tunnels by mesh screens. Reference 27 contains plots of power spectral density functions for turbulence in the atmosphere for upwind and cross-wind measurements, and for vertical and lateral components. These show that the correlation in the statistical properties in various directions is considered to be quite good. There is a considerable amount of additional data which shows that the property of isotropy does exist in the atmosphere for limited time and space regimes. Reference 27 contains a detailed account of the measurements of this property.

Turbulence is said to be stationary if the root-mean-square gust velocity is not a
function of time. Reference 27 contains two measured turbulent spectra for a single airplane flight taken at two different times during the flight. A total of four minutes flying time is covered by the samplings with each corresponding to 15 miles of flight. A comparison of the two spectra indicates that some degree of stationarity does exist in the atmosphere at the higher frequency with some lack of stationarity at the lower frequencies. However, the forward speeds of missiles and space vehicles during exit and re-entry would seem to insure that stationarity would exist in any given region which was considered to be homogeneous.

Finally, one of the most important and most desirable statistical properties of any random process is that of a normal or Gaussian probability distribution. Normality states precisely the manner in which a variate fluctuates about its mean value. For random atmospheric turbulence, a Gaussian probability distribution function would indicate the probability of experiencing a certain gust velocity in terms of the difference between this gust velocity and the average root-mean-square gust velocity obtained for a specific region in which Gaussianity was assumed to be valid. Testing measured data for Gaussianity is a very difficult task. Suffice it to say that for small space and time regimes, as with the above properties, the property of Gaussianity is usually valid.

An illustrative example is presented in Figure 44, which shows the velocity spectral density functions of atmospheric turbulence at 10,000, 20,000, 30,000, 40,000, and 50,000 ft. altitude for a hypothetical vertical rising vehicle. The forward velocity profile of the vehicle is that shown in Figure 65. Thunderstorm conditions were assumed to exist from launch to 30,000 ft. along with clear air turbulence from 30,000 to 50,000 ft. The value of the root-mean-square gust velocity for the thunderstorm conditions is \( \sigma_U = 26.0 \) ft. per second. This value corresponds to a cumulative 1% value obtained by extrapolating the thunderstorm curve shown in Figure 41. Similarly, a cumulative 1% value of \( \sigma_V = 8.0 \) ft. per second was used for clear air turbulence. In order to present the results in more appropriate units than those used in the analytical model of turbulence discussed above, the following theoretical equation for the velocity spectral density was used:

\[
\Phi(f) = \sigma_U^2 \cdot \frac{2L}{U} \cdot \frac{1 - 3\Omega^2 L^2}{(1 - \Omega^2 L^2)^2} \cdot \frac{\text{ft/sec}^2}{\text{ops}}
\]

where

\[
\Omega = \frac{2\pi f}{U}
\]

\[
L = 1000 \text{ ft.}
\]

This equation is equivalent to the one shown on page 72.
Figure 44. Power Spectral Density of Atmospheric Turbulence for a Vertical Rising Hypothetical Space Vehicle in Thunderstorm and Clear Air Turbulence.
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V. THE METEORITE ENVIRONMENT

AREAS OF INTEREST

The space vehicle traveling within the solar system will be exposed to the potential hazards of extra-terrestrial material. An analysis of this hyper-environmental problem must encompass the following areas:

a. The origin of these space debris.
b. The distribution of these particles and masses throughout the solar system.
c. The physical parameters such as size, composition, velocity, etc.
d. The probability that these materials will impinge upon interplanetary rockets and the concomitant probability of structural and/or puncture type damage.

It is reasonable to assume that the extra-terrestrial materials are distributed throughout the solar system in varying quantities and with variant physical parameters. Primarily, this space debris consists of cometary and asteroidal wastage. Whipple (Reference 1) states that photographic and visual meteors are clearly of cometary origin except for a small fraction not exceeding 10 percent that may be of asteroidal origin.

THE ASTEROIDAL MATERIALS

Asteroidal bodies are generally concentrated in the region between the orbits of Mars and Jupiter (Reference 3) and in the plane of the ecliptic. It is highly possible that these asteroidal bodies are fragments from planets that have disintegrated as a result of explosions or collisions. At various times some of these bodies come within a few million miles of the earth. Particles are continually being chipped from these asteroidal bodies by the forces of nature (collisions, explosions, gravitational forces, oscillations caused by unbalanced masses, etc.). The term meteorite (technically) refers to bits and pieces (from asteroids) which have survived the rigors of passage through the earth’s atmosphere. These meteorites may vary from less than a grain to as much as 70 tons and are our only tangible space debris. They are composed of high-density materials that may be classed roughly as irons, stony-irons, and stones (Reference 4). Robey (Reference 5) states that 20 percent of the meteorites are of the iron-nickel composition.

It can be assumed that the asteroidal particles are distributed by a random process throughout the solar system with the center or mean of this distribution located in the asteroidal belt. Natural forces tend to remove these particles from the area of mean concentration. The randomly ejected particles that fall outside of the asteroidal belt may assume independent orbits in the
solar system. Statistically, the distribution of the asteroidal material may be described, approximately, by a modified normal or Gaussian curve with the peak in the region between Mars and Jupiter and with the tails of the curve influenced by the various larger bodies in the solar system.

COMETARY MATERIAL

Comets are low-density collections of orbital material in our solar system that contain rarefied gases, dust, and frozen ices. Comets disintegrate rapidly under exposure to strong solar heat during the perihelion phase (point nearest the sun) of their orbit. Cometary material has a low-density of 0.05 g/cm$^3$ (Reference 6). Fragments and particles from the comets enter the earth's atmosphere to become meteors. The luminous phenomenon is called a meteor and the cometary particle or fragment that produces this phenomenon is a meteoroid. The smallest of these particles, in the form of dust, are called micrometeorites and are, generally, concentrated in the plane of the earth's orbit and along the orbit of comets. Some of the meteoroids can be expected to depart from the primary orbits of the comets and to travel in independent orbits. In any case, the solar distribution of these cometary particles will vary in intensity with the greatest concentration along the cometary orbits.

DAILY INFLUX AND INTERPLANETARY DEBRIS

The daily influx of space debris (from both asteroids and comets) provides some slight indication of the amount of material in the solar system. Unfortunately, estimates of this daily influx range over several orders of magnitude. Estimates of the daily influx of extra-terrestrial material entering the earth's atmosphere run from 10 tons per day to 1 million tons per day (References 2 and 3). In 1958, Soviet scientists reported an influx of 800,000 to 1 million tons per day based on satellite data. Whereas the earth's orbit lies between the orbits of Venus and Mars, it is reasonable to assume that near future interplanetary travel will be from earth to Venus and Mars. For this reason, investigations may be limited to the area bounded by the orbits of these two neighbors of earth. It may be concluded also that since the earth is in the middle of this interplanetary travel area, the amount of space debris surrounding the earth may be indicative of the material in space between Mars, earth, and Venus. Furthermore, the velocities and masses of meteorites that an interplanetary space vehicle might encounter are equivalent to those found near the earth. An exception of this generalization is that slightly higher velocities will be found near Venus and slightly lower velocities will be found near Mars. Proportionately, this would apply also to the magnitude of any vibrations induced on space vehicles by any meteoritic impingement.
VELOCITIES

Extra-terrestrial bodies enter the earth's atmosphere with velocities ranging from 11 km/sec to 72 km/sec (approximately 7 miles/sec to 45 miles/sec) (References 1, 2 and 3). Note that the velocity of space debris entering the earth's atmosphere cannot be less than 11 km/sec because of the earth's gravitational attraction. This lower velocity limit is equivalent to the condition wherein the meteorite and the earth are placed beside each other with zero relative velocity and the earth's gravitational pull causes the meteorite to attain a velocity of 11 km/sec. The highest velocity, 72 km/sec, is a summation of the earth's velocity about the sun, 30 km/sec, and the maximum attainable velocity, 42 km/sec, of a meteorite in the solar system when its distance from the sun is that of the earth. It is interesting to point out that meteorites with orbits closer to the sun will display higher velocities. This is substantiated by the fact that such bodies require higher velocities to maintain their orbits while counteracting the greater gravitational force near the sun.

Sample data on meteor velocities are presented in Figure 45. These grouped type data were taken from Reference 7 and represent the velocities for 285 sporadic and 75 shower meteors photographed by Baker Super-Schmidt cameras at Dona Ana and Soledad, New Mexico, from February, 1952, to July, 1954. The meteor photographs were selected on a random basis in order to eliminate any possible bias. This histogram shows that the meteor velocities are in good agreement with the 11 km/sec to 72 km/sec range. It can be seen that the velocity distribution is bimodal for both the sporadic and the shower meteors. The sporadic meteors display the highest peak in the 15 km/sec to 20 km/sec class, while the shower meteors display the highest peak in the 35 km/sec to 40 km/sec class. The mean velocities (calculated from the original ungrouped data) for the sporadic and the shower meteors are 33.6 km/sec and 42.8 km/sec, respectively. The mean velocity or grand average for the combined sporadic and shower meteor data is 35.5 km/sec.

Hawkins and Southworth (Reference 7) calculated the mean height for meteors of various velocities from observations of beginning light, maximum light, and end of light. These observed data, plotted in Figure 46, indicate that meteoric hazard is definitely nonexistent below an altitude of 80 km.

ESTIMATED DATA ON OTHER PARAMETERS

A valuable contribution on meteoric information has been presented in Reference 6 and is published herein as Table II. This table gives estimated data on mass, size, velocity, kinetic energy, influx, and penetration probabilities for meteoroids of visual magnitudes from zero to 31. The unit of visual magnitude is inversely proportional to mass. A mass of 25 grams is assigned to a meteor of visual magnitude zero according to the Harvard Photographic Meteor Program. The mass decreases by a factor of $10^{-4}$ (=2.512) for each increment of visual magnitude. It should be mentioned that the fundamental characteristics of the meteoroids of Table II are extrapolations beyond the visual range, i.e., the particles discussed are below the range.
Figure 45. Distribution of Velocities for 285 Sporadic and 75 Shower Meteors.
Figure 46. Mean Heights of Beginning, Maximum Light, and End for 5 sporadic Meteors of various velocities.
# Table II

**DATA CONCERNING METEOROIDS AND THEIR PENETRATING PROBABILITIES**

<table>
<thead>
<tr>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meteor &quot;Vis. Mag.&quot;</td>
<td>Mass (gm)</td>
<td>Radius (Microns)</td>
<td>Ass. Vel. (km/sec)</td>
<td>E.E. (ergs)</td>
<td>Pen. in Al. (cm)</td>
<td>No. Earth Per Day</td>
<td>No. 3-m Sphere Per Day</td>
</tr>
<tr>
<td>0</td>
<td>25.0</td>
<td>69,200</td>
<td>23</td>
<td>1.0 x 10^14</td>
<td>3.74</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>9.95</td>
<td>36,200</td>
<td>23</td>
<td>2.0 x 10^13</td>
<td>15.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>3.96</td>
<td>26,600</td>
<td>23</td>
<td>1.58 x 10^13</td>
<td>11.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>1.53</td>
<td>19,600</td>
<td>23</td>
<td>6.31 x 10^12</td>
<td>5.48</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>0.623</td>
<td>14,400</td>
<td>23</td>
<td>2.51 x 10^12</td>
<td>6.24</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>0.250</td>
<td>10,600</td>
<td>23</td>
<td>1.00 x 10^12</td>
<td>4.59</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>9.95 x 10^-2</td>
<td>7,300</td>
<td>28</td>
<td>3.98 x 10^11</td>
<td>3.38</td>
<td>5.84 x 10^5</td>
<td>6.48 x 10^-5</td>
</tr>
<tr>
<td>7</td>
<td>3.96 x 10^-2</td>
<td>5,760</td>
<td>23</td>
<td>1.59 x 10^11</td>
<td>1.48</td>
<td>1.47 x 10^8</td>
<td>1.69 x 10^-4</td>
</tr>
<tr>
<td>8</td>
<td>1.53 x 10^-3</td>
<td>4,220</td>
<td>27</td>
<td>7.97 x 10^10</td>
<td>1.79</td>
<td>3.69 x 10^4</td>
<td>4.09 x 10^-7</td>
</tr>
<tr>
<td>9</td>
<td>6.26 x 10^-3</td>
<td>3,110</td>
<td>28</td>
<td>2.17 x 10^10</td>
<td>1.26</td>
<td>9.26 x 10^-7</td>
<td>1.03 x 10^-3</td>
</tr>
<tr>
<td>10</td>
<td>2.50 x 10^-3</td>
<td>2,290</td>
<td>25</td>
<td>7.97 x 10^9</td>
<td>0.97</td>
<td>2.33 x 10^-10</td>
<td>2.33 x 10^-3</td>
</tr>
<tr>
<td>11</td>
<td>9.95 x 10^-4</td>
<td>1,630</td>
<td>21</td>
<td>2.93 x 10^9</td>
<td>0.85</td>
<td>6.58 x 10^-10</td>
<td>6.58 x 10^-3</td>
</tr>
<tr>
<td>12</td>
<td>3.96 x 10^-4</td>
<td>1,220</td>
<td>23</td>
<td>1.07 x 10^9</td>
<td>0.66</td>
<td>1.47 x 10^-10</td>
<td>1.47 x 10^-3</td>
</tr>
<tr>
<td>13</td>
<td>1.53 x 10^-4</td>
<td>910</td>
<td>22</td>
<td>3.89 x 10^8</td>
<td>0.33</td>
<td>3.69 x 10^-11</td>
<td>3.69 x 10^-4</td>
</tr>
<tr>
<td>14</td>
<td>6.26 x 10^-5</td>
<td>669</td>
<td>21</td>
<td>1.67 x 10^8</td>
<td>0.28</td>
<td>9.26 x 10^-11</td>
<td>9.26 x 10^-4</td>
</tr>
<tr>
<td>15</td>
<td>2.50 x 10^-5</td>
<td>492</td>
<td>20</td>
<td>5.10 x 10^7</td>
<td>0.17</td>
<td>2.33 x 10^-11</td>
<td>2.33 x 10^-4</td>
</tr>
<tr>
<td>16</td>
<td>9.95 x 10^-6</td>
<td>362</td>
<td>19</td>
<td>1.83 x 10^7</td>
<td>0.12</td>
<td>5.86 x 10^-12</td>
<td>5.86 x 10^-5</td>
</tr>
<tr>
<td>17</td>
<td>3.96 x 10^-6</td>
<td>266</td>
<td>18</td>
<td>6.35 x 10^6</td>
<td>0.08</td>
<td>1.47 x 10^-12</td>
<td>1.47 x 10^-5</td>
</tr>
<tr>
<td>18</td>
<td>1.53 x 10^-6</td>
<td>196</td>
<td>17</td>
<td>2.33 x 10^6</td>
<td>0.06</td>
<td>3.69 x 10^-13</td>
<td>3.69 x 10^-6</td>
</tr>
<tr>
<td>19</td>
<td>6.26 x 10^-7</td>
<td>114</td>
<td>16</td>
<td>8.20 x 10^5</td>
<td>0.04</td>
<td>9.26 x 10^-14</td>
<td>9.26 x 10^-7</td>
</tr>
<tr>
<td>20</td>
<td>2.50 x 10^-7</td>
<td>106</td>
<td>15</td>
<td>2.87 x 10^5</td>
<td>0.03</td>
<td>2.33 x 10^-14</td>
<td>2.33 x 10^-7</td>
</tr>
<tr>
<td>21</td>
<td>9.95 x 10^-8</td>
<td>78.0</td>
<td>15</td>
<td>1.14 x 10^5</td>
<td>0.02</td>
<td>5.86 x 10^-15</td>
<td>5.86 x 10^-8</td>
</tr>
<tr>
<td>22</td>
<td>3.96 x 10^-8</td>
<td>57.4</td>
<td>15</td>
<td>4.55 x 10^4</td>
<td>0.01</td>
<td>1.47 x 10^-15</td>
<td>1.47 x 10^-8</td>
</tr>
<tr>
<td>23</td>
<td>1.53 x 10^-8</td>
<td>39.8</td>
<td>15</td>
<td>1.57 x 10^4</td>
<td>0.01</td>
<td>3.69 x 10^-16</td>
<td>3.69 x 10^-9</td>
</tr>
<tr>
<td>24</td>
<td>6.26 x 10^-9</td>
<td>25.1</td>
<td>15</td>
<td>6.35 x 10^3</td>
<td>0.00</td>
<td>9.26 x 10^-17</td>
<td>9.26 x 10^-10</td>
</tr>
<tr>
<td>25</td>
<td>2.50 x 10^-9</td>
<td>15.9</td>
<td>15</td>
<td>2.37 x 10^3</td>
<td>0.00</td>
<td>2.33 x 10^-18</td>
<td>2.33 x 10^-11</td>
</tr>
<tr>
<td>26</td>
<td>9.95 x 10^-10</td>
<td>10.0</td>
<td>15</td>
<td>1.14 x 10^3</td>
<td>0.00</td>
<td>5.86 x 10^-19</td>
<td>5.86 x 10^-12</td>
</tr>
<tr>
<td>27</td>
<td>3.96 x 10^-10</td>
<td>6.30</td>
<td>15</td>
<td>4.55 x 10^2</td>
<td>0.00</td>
<td>1.47 x 10^-19</td>
<td>1.47 x 10^-12</td>
</tr>
<tr>
<td>28</td>
<td>1.53 x 10^-10</td>
<td>3.93</td>
<td>15</td>
<td>1.81 x 10^2</td>
<td>0.00</td>
<td>3.69 x 10^-20</td>
<td>3.69 x 10^-13</td>
</tr>
<tr>
<td>29</td>
<td>6.26 x 10^-11</td>
<td>2.51</td>
<td>15</td>
<td>7.31 x 10^0</td>
<td>0.00</td>
<td>9.26 x 10^-21</td>
<td>9.26 x 10^-14</td>
</tr>
<tr>
<td>30</td>
<td>2.50 x 10^-11</td>
<td>1.58</td>
<td>15</td>
<td>2.87 x 10^0</td>
<td>0.00</td>
<td>2.33 x 10^-22</td>
<td>2.33 x 10^-15</td>
</tr>
<tr>
<td>31</td>
<td>9.95 x 10^-12</td>
<td>1.00</td>
<td>15</td>
<td>1.14 x 10^0</td>
<td>0.00</td>
<td>5.86 x 10^-23</td>
<td>5.86 x 10^-16</td>
</tr>
</tbody>
</table>

*Maximum radius permitted by solar light pressure.*
observable by visual, photographic, or radio reflection techniques. The extrapolation is a necessary consequence of the fact that for practical application of any puncture theory, one is concerned with meteoritic particles of radius much smaller than 1 cm. It follows that the term "visual magnitude" (column 1) ceases to be meaningful; however, it is used in the table as a convenient argument, based on an adapted linear relationship between the luminosity and mass.

The radii presented in Column 3 of Table II were calculated on the basis of the mass values for spherical particles of density 0.05 g/cm$^3$. In actuality, the meteoroids will vary markedly in mean density and deviate considerably from the assumed spherical symmetry.

The velocities in Column 4 have been assigned on the following basis: for photographic meteors and average velocity is 28 km/sec; for smaller meteoroids the velocity has to decrease due to the reduction of the meteoroid orbital eccentricities and dimensions by physical effects. The mean value of 15 km/sec for the smallest meteoroids as well as the gradation of velocity with magnitude have been arbitrarily chosen. It is interesting to compare the velocity for photographic meteors (28 km/sec) with the grand average velocity of 35.5 km/sec calculated in the previous section from the data found in Reference 7; use of this higher velocity would increase the kinetic energies given in Column 5, Table II, by a factor of $\frac{35.5}{28}$.

The kinetic energies (Column 5) have been calculated directly from the assumed values of mass and velocity, and the penetration distance in aluminum (Column 6) has been calculated from an assumed relation, which (admittedly) lacks justification.

Data on entry of meteors into the earth's atmosphere have been extended to estimate the number of encounters with meteoroids per day that can be expected for a three-meter sphere. This has been accomplished by comparing the surface area of the earth with that of the three-meter sphere. A vehicle traveling within the earth's sensible atmosphere would be shielded somewhat from meteoroid collision by the earth.

Column 7 of Table II gives cumulative values of strikes on the earth's surface per day. This number includes all meteoric bodies brighter than or of mass greater than the number in the line in question. For example, there are $5.84 \times 10^{18}$ meteoroids per day with a mass greater than $9.95 \times 10^{-12}$ grams and a visual magnitude of 31 or brighter. Column 8 shows estimated puncturing probabilities for a three-meter sphere based on the assumption that the surface area of the earth exceeds that of a three-meter sphere by a factor of $4.51 \times 10^{12}$ and that the shadowing effect of the earth of a spherical body near its surface equals $1/2$. Now then, consideration must be given to the case of the vehicle moving away from the earth's protective shield. At some time during this mission an altitude will be reached where the earth's shield will provide no protection and the $1/2$ factor will no longer apply. Therefore, this altitude will provide higher puncturing probabilities. As
the vehicle continues its journey through space it will enter regions where lower gravitational fields will result in less dense concentrations of space debris and decreased probabilities of puncture.

Using the data from this table, Whipple (Reference 6) predicts the probability of striking and penetrating a three-meter sphere with aluminum skin 1/8 inch thick which corresponds to a penetration by a meteor of the 13th visual magnitude. On this basis, the three-meter sphere should be punctured once in three weeks on the average. It should be pointed out that this high rate of risk is strictly an estimation and until empirical data are available these data should be applied with extreme caution.

FIELD DATA

Measurements obtained on the Explorer missile (Reference 8) and the Pioneer missile (Reference 9) provide some interesting values for comparison with previous estimates. Comparative data were obtained during Pioneer I and Pioneer II flights (Reference 9) wherein the number of impacts for two momentum levels were recorded on these lunar shots. The instrumentation was set to measure (1) low momentum impacts between $3 \times 10^{-4}$ and $10^{-2}$ gram-cm/sec and (2) high momentum impacts greater than $10^{-2}$ gram-cm/sec. These impact measurements were obtained over an area of 0.0381 square meter. The Pioneer I data show 11 low momentum strikes and one high momentum strike during a nine hour period. The Pioneer II data show different degrees of intensity for various recording periods. For example, during one period of receiver locked signal an unusually high density of 16 strikes was observed over a one minute period and during other recording intervals four strikes and no strikes were recorded. The momentum levels for these strikes were not reported in Reference 9. It is assumed that these strikes are in the low momentum range.

Meteorite impact data was telemetered during one of the Explorer flights. The sensitivity of the instrumentation was such that impacts equal to or greater than $10^{-9}$ grams at 30 km/sec would be recorded. To establish a common bond between Pioneer data and Explorer data, the impact sensitivity of the Explorer may be converted to a momentum value. Thus, the Explorer sensitivity of $10^{-9}$ grams at 30 km/sec becomes a momentum level equal to or greater than $3 \times 10^{-3}$ gram-cm/sec. This value falls within the low momentum range of the Pioneer data. The Explorer measurements were obtained over an area of 0.07 square meters. A total of 150 impacts were recorded on the Explorer during 90,000 seconds of good telemetry which is equivalent to $1.66 \times 10^{-3}$ impacts per second per 0.07 square meters or $2.38 \times 10^{-2}$ impacts per sec per square meter.

In order to directly compare the Pioneer data with the Explorer data, the Pioneer impacts are converted to impacts per second per square meter. Thus, the 11 strikes per nine hours per 0.0381 square meter and the 16 strikes per minute per 0.0381 square meter measured on Pioneer I and Pioneer II, respectively, are calculated to be $9 \times 10^{-13}$ and 7 impacts per second per square meter. In turn, these latter two values can be compared directly with
the $2.38 \times 10^{-2}$ impacts per second per square meter measured on the Explorer. The high value of 7 impacts per second per square meter of Pioneer II appears to be in disagreement with the Explorer and the Pioneer I data. Perhaps this high value may be attributed to the passing of a meteor shower or to some magnetic or gravitational effect tending to concentrate meteoric particles.

**INFERENCES ON PUNCTURE AND VIBRATION**

It can be seen that our present knowledge on material in space is seriously limited both by observational inaccuracies and by a lack of field data. Consideration of the potential hazards indicates a continuous risk from minute particles to large puncture type debris. Several investigators have separated space debris into the two categories of (1) puncture type elements and (2) dust particles. Various estimates have been made on the probabilities of puncture. The consensus of investigations neglects the puncture problem and appears to concentrate on the erosion of vehicle materials exposed to the final dust particles. The bulk of meteorite dust is estimated to fall in the range between 10 microns (micron = one millionth of a meter) to 300 microns in diameter with an average diameter somewhere between 200 to 300 microns.

The vibration effects produced by these hypervelocity impacts may be estimated only by intuitive analysis and certainly with no quantitative accuracy. A search of the literature has failed to display any available data that correlate meteoric impacts with vibratory response within space vehicles. Lacking these data, the next logical step is to investigate the possibility of analyzing hypervelocity impacts for the purpose of estimating resultant vibration excitations. Any assessment of induced vibrations caused by these space materials requires a thorough understanding of the complex mechanics associated with hypervelocity impact.

The physics involved with this phenomenon becomes extremely difficult to formulate. Velocities from 11 km/sec to 72 km/sec should be produced to simulate meteoric velocities. This range covers the values expected of meteors (or meteoroids) within the neighborhood of earth. However, attempts to investigate this impact problem in the laboratory have resulted in the attainment of velocities in the region of 6 km/sec (approximately 20,000 ft/sec) (Reference 10), which are well below the minimum desired velocity of 11 km/sec. Furthermore, laboratory tests using these velocities assume a stationary target, whereas to be realistic, the laboratory impact studies should include the added effect of the moving target. Thus, the transfer of momentum and/or energy should be increased almost proportionately by the additional velocity of the space vehicle. Selecting the Pioneer lunar probe as a typical case, the moving target should reach a velocity as great as 11 km/sec. On this basis, an optimum test facility would be capable of creating hypervelocity impacts proportional to particle velocities of 11-72 km/sec plus target velocities approaching 11 km/sec. Penetration data from the above experiments is available (Reference 10); however, an extrapolation of these results to the realm of cosmic velocities would be of very questionable validity.
Another approach which has been employed utilizes a "liquid model" to examine hypervelocity impacts (Reference II). This approach stems from the observation that when a high velocity projectile hits a target the pressure in the projectile at the start of the collision is several orders of magnitude (depending on the material and velocity) greater than the ultimate strength of the projectile material; under such conditions the materials must behave as though they had no shear or tensile strength at all, i.e., as fluids. Although some qualitative statements can be made from such studies, this approach has failed to yield a rigorous theoretical analysis of impacts at such velocities. Therefore, the depth of penetration or depth of surface mass loss by meteoroid impact is still a matter of speculation.

It might be mentioned here that use of the data of Table II and an elementary analysis yields time of impact of the order of microseconds. Although this fact is not to be taken literally, it can be used together with the shock response chart in Part II to give a measure of the vibration induced in the vehicle as a result of the impact.

The transfer of energy, momentum, or possibly combinations of both may accompany meteoritic impingement on space vehicles. At these high velocities the general rules of physics are no longer valid and prevent any quantitative prediction of vibration attributed to the meteorite environment. Many factors enter into an adequate definition of the hypervelocity impact process. Concurrent with the impact, various physical reactions occur in the projectile and the target material. Variants such as temperature, pressure, density, particle velocity, internal energy fields, viscosity, heat conduction, rate of impact, etc., add to the problem of solving hypervelocity mechanics and the prediction of vibration.

Considering the magnitude of meteorites which will not puncture a vehicle, together with the impact time, it is concluded that, in general, vibrations induced by extra-terrestrial materials will be negligible in magnitude and confined to a series of discontinuous impacts rather than a continuous rain. Certainly occasional meteor showers with masses greater than normal could create damaging structural vibrations. However, these encounters may be considered exceptions to the case and extremely difficult to predict. Furthermore, it is probable that meteorites capable of producing damaging structural vibration will create an extremely severe puncture problem so that the latter problem will occur first in time and be of paramount importance.
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ROCKET ENGINE COMBUSTION INSTABILITY

Combustion instability in a rocket engine is a potential source of considerable vibration. This vibration will endure as long as the rocket engine operates, without regard for the external ambient conditions. Thus, in outer space where most other sources of excitation have ceased to exist, operation of a rocket engine will continue to induce vibration. In general, the vibration environment will tend to be most severe at positions near the engine, and diminish in more remote locations due to the damping inherent in the vehicle structure. It should be emphasized that although the following discussion gives general relationship regarding these instabilities, there is a tremendous variability in the vibration characteristics of rocket engines of varying design. Hence, it is desirable that the designer obtain measured data pertaining to his specific design.

Liquid Rocket Engines

Two regimes of liquid rocket engine instability, directly associated with combustion phenomena of propellants in the thrust chamber, have been noted. The oscillations which occur at lower frequencies are known as "chugging," while higher frequency oscillations are termed "screaming." They will be treated separately in the discussion which follows.

Chugging

The phenomenon described as chugging is a low-frequency instability characterized by abrupt and severe variations in combustion intensity which result in loss of specific impulse. The severity is such that it can cause the distortion or rupture of the chamber or injector.

Chugging is attributed, by many authors, to hydrodynamic coupling between the combustion-chamber pressure and the flow rates of propellants in the feed lines. The instability arises from a phase difference between the oscillations of these two systems which can be visualized from the following analysis, originally presented in Reference 1. The propellant feed system and the combustion-chamber pressure are closely interdependent. This interdependence dictates that a decrease in chamber pressure below its equilibrium value will cause an increase in the propellant flow to restore equilibrium. In practice, however, the increase in propellant flow is not simultaneous with the decrease of chamber pressure. This delay results from the inertia of the fluid in the feed lines and is termed the inertia time lag. A second time lag, termed combustion time delay, is caused by the time required for injection, impingement, mixing, vaporizing, pre-ignition reactions, ignition, and combustion.

Following combustion, a third delay associated with the time required to charge the chamber with gas takes place before the required pressure rise can occur. This third and final delay is called the charging time lag. These time lags, between
the onset of increased propellant flow and the resulting increase in chamber pressure, allow an excessive amount of propellant to enter the chamber. Therefore, when the chamber pressure does rise, it exceeds the pressure required to re-establish equilibrium conditions. This overpressure then causes the propellant flow rate to drop below normal with a subsequent decrease in chamber pressure. Thus, the sustained chugging oscillations result if no devices are present to stabilize the system. Note that the coincidence of a mechanical resonance in the engine or its feed lines with the chugging frequency usually results in engine destruction.

Since chugging has been rather thoroughly investigated and is now readily eliminated in newly designed rocket engines, it is not expected to be a vibration source for operational rockets. The above discussion has been included in this report to provide the designer with an awareness and basic understanding of the chugging problem. Those who desire further information on this topic may refer to Reference 1.

Screaming

Screaming of a rocket engine is associated with acoustical resonances within the combustion chamber. Its onset is often characterized by an audible wailing sound (500-10,000 cps), a change in exhaust flame color toward blue, and oscillations of the shock positions in the exhaust wake (Reference 2). This form of instability exists in most high performance liquid rocket engines and, once initiated, will generally persist as long as the engine operates. Although screaming generates vibration excitation and results in increased heat transfer to the chamber surfaces (which may cause chamber, injector, or nozzle burnout failure), it provides some benefits. These benefits include an increase of specific impulse and improved efficiency in the fuel-oxidizer mixing process.

Screaming is considered to result from a coupling between one or more of the acoustical modes within the combustion chamber and the energy release from the combustion process. The occurrence of screaming in an engine design depends upon many factors, including the properties of the fuel, fuel-oxidizer mixture, chamber pressure, and chamber geometry. Consequently, investigations with a particular type of engine often discover regions of stability and instability, depending on the combination of these parameters.

The frequency associated with screaming oscillations usually corresponds to one or more of the normal acoustical modes of the chamber (Reference 3). These basic modes include the longitudinal, transverse, and radial resonances which are sketched for a cylindrical chamber in Figure 47. The frequencies for a cylindrical chamber (Reference 4) are given by

\[ f_{m,n,q} = \frac{a}{2} \left[ \left( \frac{c_{mn}}{R} \right)^2 + \left( \frac{m}{q} \right)^2 \right]^{\frac{1}{2}} \]
Figure 47. Normal Acoustical Modes for a Cylindrical Combustion Chamber

a. Longitudinal Mode
   \( m = n = 0 \)
   \( q = 1 \)

b. Radial Mode
   \( n = 1 \)
   \( m = q = 0 \)

c. Tangential, Circumferential, "Sloshing Mode", or Transverse Mode
   \( n = q = 0 \)
   \( m = 1 \)

d. Spinning Mode
where \( f \) = frequency, cps

\[ a = \text{velocity of sound in the chamber} \]

\[ R = \text{chamber radius} \]

\[ L = \text{chamber length} \]

\[ \alpha_{m,n} = \text{constant obtained from exact solution of the classical wave equation}, \]

\[ m, n, q = \text{integer wave numbers for the various modes}. \]

\[ m, n, q = 0, 1, 2... \infty \]

If two of the three wave numbers are 0, the oscillation corresponds to a pure fundamental acoustical mode. Hence, \( m = n = 0 \) and \( q = 1 \) corresponds to the fundamental longitudinal organ pipe mode where the wavelength is twice the chamber length. Note that the choked flow condition at the nozzle acts as a reflection surface. The other combination, \( m = q = 0 \), and \( n = 1 \) gives the fundamental radial mode, and \( n = q = 0 \), \( m = 1 \) gives the fundamental transverse mode. Values of \( \alpha_{mn} \) for the fundamental and higher modes are given below in Table III.

**TABLE III**

Characteristic Values of \( \alpha_{mn} \) for the Cylindrical Chambers (Reference 4)

<table>
<thead>
<tr>
<th>Values of ( m )</th>
<th>Values of ( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0000</td>
</tr>
<tr>
<td>1</td>
<td>0.5761</td>
</tr>
<tr>
<td>2</td>
<td>0.9722</td>
</tr>
<tr>
<td>3</td>
<td>1.3373</td>
</tr>
</tbody>
</table>

Although the velocity of sound is not constant throughout the combustion chamber, being higher in the regions of high combustion, the observed screaming frequencies are usually close to those calculated from the average velocity of sound in the chamber, which is given by

\[ a = 315.5 \left( \frac{T_c}{\bar{m}} \right)^{\frac{1}{2}} \text{ (ft/sec)} \]

where \( T_c \) is the chamber temperature (°R) and \( \bar{m} \) is the molecular weight of the combustion gases.
Thus, the expected frequencies from cylindrical combustion chambers can be calculated for a particular rocket if its chamber temperature, combustion gas molecular weight, and geometry are known.

Figure 4.8 gives the calculated range of frequencies for the fundamental modes as a function of chamber dimensions for a range of common propellants. This figure can be utilized for general orientation only and should not replace the more exact calculation.

A number of parameters must be considered to determine whether a rocket engine will scream in the longitudinal, the transverse, or a combination of modes. First, it appears that a given chamber tends to support the mode requiring the least amount of energy (e.g., the lowest frequency). From the equations it is seen that the longitudinal mode is the lowest mode for a chamber in which the length-to-diameter ratio exceeds 1.71. Thus, for cases where this length-to-diameter ratio is not exceeded, the first transverse mode is the lowest frequency mode for the chamber. This description, however, is an oversimplification and further considerations are necessary.

Consider the normal combustion chamber whose length is greater than 1.71 diameters. For a very low chamber pressure it may be found that no instabilities exist. Increasing the chamber pressure by the addition of greater amounts of propellant may result in the initiation of longitudinal oscillations. Further increasing the chamber pressure may provide a heat release rate sufficient to sustain a high frequency transverse mode, which will then be superimposed on the longitudinal wave. Forcing the chamber pressure still higher may cause the longitudinal wave to disappear entirely, leaving a pure transverse mode. Thus, as the energy available is increased, higher modes are seen to compete with the lower modes for prominence.

The amplitude of the pressure oscillation in a screaming thrust chamber is difficult to compute because it is affected by a multitude of parameters. The problem of analytic representation is further complicated by unknown local variations in chamber conditions. There are a number of agencies presently engaged in experimental research to further the state-of-the-art in this area.

A study was conducted by the National Advisory Committee for Aeronautics to determine the tendencies of various fuels to produce screaming (Reference 5). A 200-lb. thrust liquid-oxygen and fuel rocket engine was employed in this investigation. The fuels, in order of increasing screaming tendency, were (1) hydrazines (these did not scream at all), (2) branched-chain paraffins, aromatics and amines, and (3) straight-chain paraffins. This trend of increasing screaming tendency was noted to correlate with increasing evaporation ratio. In addition, the scream amplitude was observed to decrease slightly with increasing oxidant-fuel ratios greater than that required for peak thrust performance. However, the oscillatory pressure amplitudes were not repeatable for identical runs, indicating a rather complex mechanism.

Data from a number of experiments in rocket combustion instability (References 5 and 6) indicate that the peak-to-peak amplitude of the screaming pressures may
Figure 4.8. Calculated Range of Frequencies for the Fundamental Modes of a Closed-Closed Cylindrical Chamber as a Function of Chamber Dimensions.
reach 75 to 100% of the mean chamber pressure. This would indicate that the total longitudinal force (rms) on the rocket motor at the longitudinal screaming frequency could be as much as 35% of the rocket's average thrust. However, because of non-linear acoustical considerations associated with high amplitude sound waves, the wave shape of the pressure oscillation becomes very steep approaching more nearly a sawtooth wave than a sinusoidal wave. Hence, the maximum rms force at the fundamental longitudinal screaming frequency is more probably on the order of 25 to 30% of the thrust.

Similar magnitudes of pressure fluctuations may occur at the fundamental transverse mode. However, in this case of the net force on the motor will be proportional to the magnitude of the pressure and the area of the chamber over which it acts. However, if the transverse mode is characterized by a spinning action, as shown by dotted lines in Figure 47, the net force vector will be materially reduced. Consequently, although screaming in the transverse mode may result in high vibrations on the chamber walls which may prove destructive, the phase relationships of these vibrations over the entire chamber often reduce their importance as a source of vehicle vibration.

Solid Rocket Engines

Solid rocket motors are often subject to the screaming oscillations previously discussed for the liquid propellant engine. The frequencies of the various modes may be calculated in the same manner as for the liquid engines (see Reference 7 for additional discussion and references). However, in general the fundamental transverse mode predominates unless the rocket burns only from the end of the propellant grain, which will excite the longitudinal mode.

From the vibration viewpoint, the major difference in the screaming characteristics of liquid and solid rockets is the variation of the frequency of the solid rocket with time from rocket ignition which contrasts with the stable frequency characteristic of the liquid motors. This variation in frequency with time reflects the increased internal dimensions within the solid rocket's combustion area which result from the burning of the grain. Hence, as burning progresses, the frequency of the transverse mode decreases.

A recent experimental series of vibration studies of a small center burning rocket used for high altitude final stage boosts, conducted by NRL (References 8 and 9) has illustrated that this decaying frequency associated with the transverse mode persists during the major portion of the burning time and is replaced at the end of the run by a short burst of high-level vibratory energy at the frequency of the fundamental longitudinal mode. Analysis of the data indicated that the net rms force from this longitudinal mode was at least 25% of the rocket thrust. This is consistent with the maximum estimates previously made for the liquid engine.

It should be noted that the NRL experiments have shown that a considerable difference in the magnitude of screaming vibration exists between supposedly identical rockets. Furthermore, rockets of a design known to scream will on occasion not scream at all during firing. Hence, if a designer is to have reasonable assurance
of the vibrations resulting from screaming for a specific type of rocket motor, it appears necessary to study the results from several firings.

**Thrust Variations**

Thrust variation will be important: (1) for the configuration of the vehicle which places the exhaust stream aft of all vehicle structures, (2) for the interconnecting structure between engine and vehicle, and (3) for the time following the peak of the acoustic excitation from the exhaust. It seems desirable to hold the engine peak thrust variation to a limiting value, such as three per cent or less. New design projects should give high priority to determining this quantity and to engine or propellant redesign when the thrust variations are excessive.

The basic mechanism involved in thrust variation is probably rough burning. The extreme turbulence within the combustion chamber is a result of the variable intensity of the combustion process and a result of the influence of pressure and temperature fluctuations on the rate of burning. Since the degree of roughness will not repeat itself on successive runs of the same engine, it shows the sensitivity of the burning to the internal turbulence and to the fluctuations in pressure and temperature which follow from the near explosive nature of the propellants. When the thrust variations are of the order of the three per cent, discussed previously, the variations are probably not due to acoustic vibration within the chamber or to combustion instabilities, both of which are discrete in frequency. The Rocketdyne data (References 10 and 11) shows the thrust variations to be broadband. The integral of the pressure fluctuations on the head of the case should equal the thrust variations. A large ratio of burning surface to the size of the chamber head would appear to be an alleviating parameter. The flexibility of the chamber and the damping of the combustion chamber structure might enter to a small extent.

Force variation in interconnecting structure will be loosely termed "thrust variation" in many cases. The force variation in the interconnecting structure will not be the same from case to case when the stiffness of the structure is not equivalent nor when the stiffness and mass of the back-up structure are not equivalent. The thrust variation and the dynamics of the entire system act to determine the force variations in interconnecting structure. It will be likely that broad band data contains peaks at the natural frequencies of the complete dynamic system which will often invalidate the data unless it is carefully interpreted by a vibration specialist.

It should be noted that the explosive nature of the ignition of a solid or liquid rocket engine creates a rapid build-up in thrust, with approximately a 10% overshoot in the thrust relative to the steady state thrust magnitude. The initial time lapse required for the thrust to attain its steady state magnitude is on the order of 10 or 20 milliseconds for a number of rocket engines. This time interval is very difficult to control for any engine, and therefore it is usually specified in terms of a maximum possible time lapse. This maximum time interval is a function of the type of igniter and propellants used, and the combustion chamber design. This rapid thrust rise acts as a shock-type input to the vehicle structure, and as such, is a potential source of structural vibration.
At burnout, the thrust decay is much more gradual, requiring on the order of .5 to 3 seconds. Normal burnout is therefore not expected to be of concern to the vehicle structural vibration problem.

**Liquid Rocket Engine Vibration and Thrust Variations**

Several excellent examples of recent liquid rocket engine data concerning vibration and thrust variations reported in References 10 and 11 were reviewed for this report. The results from the preliminary flight rating test of the Rocketdyne B2C engine are presented in Tables IV-VII. Data were recorded in three directions at each of four points: (1) the top of the adaptor flange between the 7" expansion joint and the fuel turbopump inlet, (2) the lower pillow block of the #2 thrust chamber gimbal bearing, (3) the bottom channel band of the B-2 engine, #2 thrust chamber, and the bottom reinforcing band of the B-3 engine, #2 thrust chamber, and (4) the strut attachment supporting the lube oil tank. Gulton piezos were used whose characteristics ranged as high as 35,000 cps resonance frequency, a/g range from .5 to 4,000 g's with a useful frequency response from 20 to 12,000 cps. The instrumentation is shown in Figure 49.

Reference to the high response levels shows that the many instrumentation problems which were experienced were not unexpected. Some accelerometers were damaged beyond repair and a high maintenance schedule was required. Vibration levels at ignition and cutoff were 7 to 10 times larger than vibration levels during mainstage. The high levels tended to overdrive the tape while the low levels were below the system noise. The runs were analyzed on the Panoramic Sonic Analyzer and the Tektronix Oscilloscope. The analyzer provided a frequency spectrum from 40 to 20,000 cps. The values given in the tables are approximations from the analyzer and the oscilloscope at the dominant frequencies. When the data is summarized in so brief a fashion, data concerning the non-dominant frequencies are lost. Reasonable tests of the data were made concerning a possible spurious signal and concerning acoustic coupling.

The maximum values obtained were:

<table>
<thead>
<tr>
<th>Component</th>
<th>g rms</th>
<th>cps</th>
<th>g0-peak</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptor Flange to Fuel Pump Inlet</td>
<td>350</td>
<td>8000</td>
<td>850 vert.</td>
</tr>
<tr>
<td>Gimbal Bearing</td>
<td>150</td>
<td>1100</td>
<td>625 vert.</td>
</tr>
<tr>
<td>Thrust Chamber</td>
<td>550</td>
<td>2200</td>
<td>1850 vert.</td>
</tr>
<tr>
<td>Thrust Chamber</td>
<td>540</td>
<td>1200</td>
<td>2000 lat.</td>
</tr>
<tr>
<td>Lube Oil Tank</td>
<td>75</td>
<td>600</td>
<td>210 vert.</td>
</tr>
</tbody>
</table>

The time interval used to determine the peak value was 2.0 seconds for ignition and cut-off and a variable from five seconds to .5 millisecond for the mainstage.

The Rocketdyne S-3D engine has 150,000 pounds thrust and is used in Weapon System 315A, the Thor missile. The engine is attached to the vehicle structure at three attach points with a tubular truss interconnecting structure. The thrust variation (Figure 50) listed represents the maximum peak thrust variation during a time interval of .7 seconds, approximately ten seconds after ignition. The variations
### TABLE IV

**SUMMARY OF MAXIMUM ACCELERATION RESULTS**

**PFRT VIBRATION STUDY FOR THE B2C ROCKET ENGINE**

<table>
<thead>
<tr>
<th>Direction and Run Number</th>
<th>Panoramic Sonic Analyzer</th>
<th>Tektronix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predominant Frequencies (cps)</td>
<td>Max. &quot;g&quot; rms</td>
</tr>
<tr>
<td><strong>Vertical Plane</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ignition &amp; Cutoff</td>
<td>8000</td>
<td>176</td>
</tr>
<tr>
<td>Ignition</td>
<td>8000</td>
<td>350</td>
</tr>
<tr>
<td><strong>Lateral Plane</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mainstage &amp; Cutoff</td>
<td>8000</td>
<td>176</td>
</tr>
<tr>
<td>Cutoff</td>
<td>8000</td>
<td>147</td>
</tr>
<tr>
<td><strong>Longitudinal Plane</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ignition</td>
<td>4000-5500</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>8000</td>
<td>90</td>
</tr>
</tbody>
</table>
TABLE V
SUMMARY OF MAXIMUM ACCELERATION RESULTS
PFHT VIBRATION TEST FOR THE B2C ROCKET ENGINE

<table>
<thead>
<tr>
<th>Direction and Run Number</th>
<th>Panoramic Sonic Vibrations</th>
<th>Tektronix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequencies (cps)</td>
<td>Max. &quot;g&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>rms</td>
</tr>
<tr>
<td>Vertical Plane</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ignition</td>
<td>900</td>
<td>42</td>
</tr>
<tr>
<td>Mainstage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cutoff</td>
<td>1100</td>
<td>184</td>
</tr>
<tr>
<td>Cutoff</td>
<td>1100</td>
<td>150</td>
</tr>
<tr>
<td>Lateral Plane</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mainstage</td>
<td>1600-2200</td>
<td>3</td>
</tr>
<tr>
<td>Cutoff</td>
<td>1200</td>
<td>94</td>
</tr>
<tr>
<td>Cutoff</td>
<td>1100 1200-4000</td>
<td>56 19</td>
</tr>
<tr>
<td>Longitudinal Plane</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cutoff</td>
<td>50 500-2200 2500-2500</td>
<td>53 42 25</td>
</tr>
<tr>
<td>Ignition</td>
<td>40 60-200 1100</td>
<td>240 42</td>
</tr>
<tr>
<td>Cutoff</td>
<td>1100 2500</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>5500-2500</td>
<td>12</td>
</tr>
</tbody>
</table>
### TABLE VI

**SUMMARY OF MAXIMUM ACCELERATION RESULTS**

**PFRT VIBRATION TEST FOR THE B2C ROCKET ENGINE**

<table>
<thead>
<tr>
<th>Direction and Run Number</th>
<th>Panoramic Sonic Analyzer</th>
<th>Tektronix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predominant Frequencies (cps)</td>
<td>Max. &quot;g&quot; rms</td>
</tr>
<tr>
<td>Vertical Plane</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ignition</td>
<td>550</td>
<td>100</td>
</tr>
<tr>
<td>Cutoff</td>
<td>800</td>
<td>216</td>
</tr>
<tr>
<td></td>
<td>1200</td>
<td>270</td>
</tr>
<tr>
<td></td>
<td>1600-1800</td>
<td>216</td>
</tr>
<tr>
<td></td>
<td>2200</td>
<td>440</td>
</tr>
<tr>
<td>Cutoff</td>
<td>1100-2000</td>
<td>220-275</td>
</tr>
<tr>
<td></td>
<td>2200</td>
<td>550</td>
</tr>
<tr>
<td>Lateral Plane</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ignition &amp; Cutoff</td>
<td>800-1000</td>
<td>75</td>
</tr>
<tr>
<td>Cutoff</td>
<td>800</td>
<td>270</td>
</tr>
<tr>
<td></td>
<td>800-1100</td>
<td>320</td>
</tr>
<tr>
<td></td>
<td>1200</td>
<td>540</td>
</tr>
<tr>
<td>Ignition &amp; M. S.</td>
<td>500-1800</td>
<td>30-70</td>
</tr>
<tr>
<td>Longitudinal Plane</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ignition</td>
<td>500-2200</td>
<td>8-23</td>
</tr>
<tr>
<td>Cutoff</td>
<td>1200</td>
<td>460</td>
</tr>
<tr>
<td>Cutoff</td>
<td>1100</td>
<td>340</td>
</tr>
</tbody>
</table>
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### TABLE VII

**SUMMARY OF MAXIMUM ACCELERATION RESULTS**

**PFRT VIBRATION TEST FOR THE B2C ROCKET ENGINE**

**LUBE OIL TANK VIBRATIONS**

<table>
<thead>
<tr>
<th>Direction and Run Number</th>
<th>Panoramic Sonic Analyzer</th>
<th>Tektronix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predominant Frequencies (cps)</td>
<td>Max.$^<em>g^</em>$ rms</td>
</tr>
<tr>
<td>Vertical Plane</td>
<td>Ignition M.S. Cutoff</td>
<td>500-7000</td>
</tr>
<tr>
<td></td>
<td>M.S.</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td>M.S.</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1800</td>
</tr>
<tr>
<td>Lateral Plate</td>
<td>Ignition M.S. Cutoff</td>
<td>500-4500</td>
</tr>
<tr>
<td></td>
<td>M.S.</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td>M.S. Cutoff</td>
<td>400-4500</td>
</tr>
<tr>
<td>Longitudinal Plane</td>
<td>Ignition M.S. Cutoff</td>
<td>450-7000</td>
</tr>
<tr>
<td></td>
<td>M.S.</td>
<td>400</td>
</tr>
</tbody>
</table>

*No Records Available*
ORIENTATION OF ACCELEROMETERS LOCATED ON THE B2C ROCKET ENGINE

Figure 49. Sketch of Rocketdyne B2C Rocket Engine Vibration Instrumentation
Notes:

1. Maximum peak thrust variation occurring in .7 seconds of mainstage burning, 10 seconds following ignition.

2. Predominant frequencies were 500 and 650 cps.

3. No significantly greater thrust variation appeared to exist during ignition and cutoff.

Figure 50. Thrust Variation During Mainstage Burning -- S-3D Rocketdyne Engine 150,000 lbs. Static Thrust.
describe the mainstage burning and do not include the periods of ignition and cut-off. For thrust variations, the frequency range is 2 to 1250 cps. For all firings, the predominant frequencies were 500 and 650 cps. A low frequency instrumentation system covered thrust frequency bands of 0 to 200 cps. There were no predominating frequencies less than 40 cps. Frequencies between 40 and 80 were present during ignition and cut-off on one firing and are shown in Figure 51. The other twenty firings did not have frequencies less than 110 cps during ignition and the mainstage. Frequencies of 80, 100, and 1100 cps were present during cut-off at all three attachment points. A high frequency instrumentation system covered the band 250 to 10,000 cps. A rough combustion cut-off accelerometer monitors the engine operation over the frequency band 40 to 3,500 cps. The vibration on either side of the attachment points (engine side or upstream structure) was approximately equal in each case. The vibration data was taken at seven points: (1) The three attachment points, vertical direction, (2) lateral motion along the axis about which the missile pitches, (3) lateral motion along the axis about which the missile yaws, (4) lox injector flange, the vertical direction, (5) rough-combustion cut-off accelerometer on the head of the engine, vertical direction. The latter two pick-ups are very close and a photo suggests the two should read nearly equal amplitudes which is borne out by the majority of the data but not by the extreme values.

Maximum values recorded were

\[ \pm 4.7 \text{ per cent variation in total thrust} \]
\[ \pm 6.5 \text{ per cent variation at any one attachment point} \]

However, the arbitrary restriction to reading data at a point ten seconds following ignition was responsible for ignoring a thrust variation equal to twice the value used. For this one case, the maximum values are then.

\[ \pm 6 \text{ per cent vibration in total thrust} \]
\[ \pm 7.4 \text{ per cent variation at any one attachment point} \]

Maximum vibration acceleration \( g_{\text{rms}} \) in low frequency region less than 150 cps were

- \( 1.1 g_{\text{rms}}, \text{ignition}, 55 \text{ cps} \)
- \( 8.1 g_{\text{rms}}, \text{cut-off}, 100 \text{ cps} \)
- \( 6 g_{0-p}, \text{ignition} \)
- \( 30 g_{0-p}, \text{cut-off}. \text{See Figures 51 and 52.} \)

Maximum values of the high frequency vibrations (predominant frequencies 500 and 600 cps) were
Figure 51. Low Frequency Vibration of Attach Points - S-3D Rocketdyne Engine Frequency Analysis.
A very interesting example of direct vibration from solid rocket boosters is given in the following:

Early reliability failures on the Snark missile led to ground firings of the large solid-propellant booster rocket which are used to zero launch the missile. The missile is launched in horizontal flight at an acceleration of 4 g's under the combined 260,000-pound thrust of these two boosters. For these ground firings, the boosters were detached structurally from the missile to determine the importance of the acoustic environment. For the purposes of this report, an opportunity existed to determine if an increment in response were present which should be ascribed to thrust variations transmitted directly to structures. A drawing and some of the characteristics of the booster bottles are shown in Figure 92. The nozzle is canted down and away from the fuselage, with a 26-degree angle between the thrust centerline and the bottle centerline. A pick-up on basic structures at Fuselage Station 600 near the main guidance equipment rack is within a few feet of the nozzle. Instead of the vibration being lessened with bottles detached, it was increased by approximately 1/3 over the whole frequency spectrum, although the variation at individual 1/3 octave bands was large.

During the "acoustic firings" the missile and the rocket are within a few feet of the ground giving a ground plane effect which is not present in an actual launching. A 3 db increase in the environment is probable which yields, according to Figures 93 - 98, a 21 to 40 per cent increase in response acceleration depending on the frequency band. This coincidence of the two increments suggests there was no effect on the response created by thrust variations.

Assuming the increase in total response would have to be 10 to 15 per cent to be noticeable, the response due to thrust variation would need to be .3 to .57 of the response due to the acoustic environment because of the way in which random traces are added. The ability to detect small thrust variation by response comparisons is negligible.

An important deduction was responsible for identifying the domination of the Snark acoustic environment from some of the available oscillograph data. A nose pick-up at the instant of launch presented the data shown in Figure 58. Structural-borne vibration proceeds through structures at a speed which varies from 15,000 ft. per second for plane waves transmitted longitudinally in the material to only 2,400 ft. per second at 1,200 cps and 600 ft. per second at 100 cps for skin waves transmitted longitudinally in the cylindrical fuselage. The smooth build-up to 4 g's horizontal acceleration is shown on the Statham, identifying the instant of build-up.
Figure 52. Variation in Cutoff Vibration During Separate Firings at the Three Attach Points,
(S-3D Engine)
Figure 53. Vibration at the Attach Points in the Thrust Direction. Only the amplitudes of the most dominant frequencies are shown (S-3D Engine).
Figure 54. Vibration at the Attach Points Perpendicular to the Thrust Direction - S-3D
Figure 55. Vibration at the Attach Points Perpendicular to the Thrust Direction - S-3D Engine
Figure 56. Vibration at the Lox Injector in the Thrust Direction (S-3D Engine)
Figure 57. Vibration on the Head of the Combustion Chamber in the Thrust direction - S-3D Engine
1. Nozzle exit at Fuselage Station 61.0.

2. Structural born-vibrations at F.S. 21.0 arrives 0.03 seconds ahead of acoustic excitation.

3. Absence of shock associated with ignition and thrust build up is apparent.

h. Vibration component in longitudinal direction at F.S. 600 is equal during and after ignition and thrust build up.

Figure 58. Snark Launch Vibration Measurement During 1st 0.2 Secs, taken by a Trailing Wire.
of thrust, the point of maximum variation of thrust variation .03 seconds later and maximum thrust at .11 seconds. The piezos at fuselage station 240 show the structural borne vibration which precedes the arrival of the acoustic excitation to be a minor component of the order of 20 per cent of the response following the arrival of the airborne excitation. The manyfold increase in structural response following the arrival of the acoustic excitation provided the most important evidence of the domination of the acoustic environment. The ability of the structure at the nose of the fuselage to act as a measure of thrust variation is certainly limited, but it is reasonable to infer from the data that the Snark thrust variation is responsible for no more than 10 per cent of the total response.

A third feature from the Snark program to be related concerned the program to reduce booster excitation. One example was a reignition inhibitor, 2 per cent potassium sulfate, added to the booster propellant. Figure 59 shows the influence on the external microphone showing the greatest reduction compared to a firing without the inhibitor. Unfortunately, these gains in lowered external environment were not reflected in lowered response, possibly because the gain can be characterized as a low frequency gain where the slope of the response to environment, Figures 94, 99, and 100, is small. This failure of structural vibration to lessen following a sizable reduction in the environment is also reported in Reference 27. On the test stand a 30 to 40 per cent reduction in vibratory loads in the thrust direction for structure upstream of the isolation material was determined. Acceleration measurements on missile structures showed loads as high as ±27,000 pounds in the upstream structure. The peak vibratory load in the interconnecting structure was reduced to ±4,000 pounds for a later version of the same booster. This reduced level in a solid propellant booster of ±3 per cent of the total thrust corresponds to that shown in Figure 10 for a liquid rocket and also to the limiting value of allowable thrust variation in many liquid rocket engineering specifications.

The swiftness of the decay in time of structural response to an acoustic environment is shown in Figure 60 of the acceleration at fuselage station 204 in the Snark as a result of two influences of the increasing speed of the vehicle. First, the noise generation depends on the difference between the exhaust velocity and the vehicle velocity and second, the noise which reaches the vehicle from an aft source is diminished.

* Section III Part II Page 239
Advanced Propulsion Systems and Power Units for Space

There are a large number of devices which have been conceived for eventual use in space propulsion and/or providing auxiliary power for space vehicles. Many of these are classified as "exotic" systems and only a few are past the conceptual stage and transferred to the experimental research phase. However, it is possible to evaluate the potential utility of the majority of these conceptual devices for space flight and, in a limited way, to assess their potential as vibration sources.

Table VIII gives an overall view of the various types of propulsion units, which may become practical, together with their thrust weight ratio, specific impulse, advantages, disadvantages and possible applications. This material has been taken from Reference 12. In addition, the table gives the author's assessment of the categories of vibration sources which will accompany each type of propulsion engine together with an estimate of present knowledge of these problems.

It is clear from Table VIII that the major sources of vibratory energy from these propulsion engines will be from auxiliary electrical power generators, pumps, compressors, and smaller auxiliaries. Thus, for the majority of the proposed systems, vibratory problems will be of the conventional types associated with rotating machinery. However, for many of the electrical engines (Ion and Plasma Drives) the thrust will be either pulsed or follow a full wave rectified alternating current signal. The frequencies which will be encountered range from a few pulses per day to the order of 10,000 per second. Although the electric engines will be utilised (if they become practical in the distant future) primarily for very low thrust inter-space acceleration. Hence, the vibratory forces involved are expected to be small. It is expected that the thermal engines will be the mainstay of space research for the next decade at least, with a transition occurring from primary reliance on chemical fuels to reliance on nuclear fuels.

It should be noted that the thermal engines will all produce jet noise which will be important during the boost phase at vehicle velocities below Mach 1. Although the magnitude of this noise can be evaluated from Section II, the velocities expected for nuclear rockets utilizing hydrogen as a propellant are of the order of 20,000 feet per second. This is approximately three times exit velocities for conventional chemical rockets and, hence, prediction of noise should be supplemented by measurement at the earliest practicable date.

The source of power for auxiliary functions and propulsion on the space vehicle will depend upon the length of the mission and the total power requirements. In general, conventional rotating machinery is preferable for conversion of energy to electrical power at powers over 100 kilowatts, whereas direction conversion (solar cells, fuel cells, chemical batteries) are generally preferable for powers less than 1 kilowatt. For long duration, solar energy collectors appear desirable for powers less than 10 kilowatts, but at powers above 100 kilowatts nuclear heat sources have superiority. Thus, it is probable that all but the smallest unmanned probes will have turbine-generating machinery for electrical power and will also probably have numerous auxiliaries as part of a nuclear energy source.
<table>
<thead>
<tr>
<th>CLASS</th>
<th>TYPE</th>
<th>VIBRATORY POTENTIAL</th>
<th>THRUST WEIGHT RATIO</th>
<th>SPECIFIC IMPULSE (sec)</th>
<th>MAJOR ADVANTAGES</th>
<th>MAJOR DISADVANTAGES</th>
<th>MISSION APPLICATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal Engines</td>
<td>Jet engine</td>
<td>Good</td>
<td>&gt;1</td>
<td>1500</td>
<td>Well developed</td>
<td>High thrust</td>
<td>Surface, Interplanetary, Interstellar, Satellite, Maneuvering</td>
</tr>
<tr>
<td></td>
<td>Recombination engine</td>
<td>Fair</td>
<td>10^{-2}-10^{-4}</td>
<td>0.9</td>
<td>Energy &amp; propellant injection, must be</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemical Rocket</td>
<td>Fair</td>
<td>Noise in atmosphere; liquid propellant, machine; both motors have rough operating, steering &amp; other instabilities</td>
<td>240 (raw) to 480</td>
<td>2 to 1500</td>
<td>Well developed</td>
<td>Low specific impulse; fair reliability</td>
<td></td>
</tr>
<tr>
<td>Nuclear Heat Transfer</td>
<td>Fair</td>
<td>Turbopumps and auxiliary machinery; noise in atmosphere</td>
<td>300</td>
<td>Conceptual only; nuclear radiation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rocket</td>
<td>Poor</td>
<td>Turbopumps and auxiliary machinery; noise in atmosphere</td>
<td>10 to 3000</td>
<td>Conceptual only; nuclear radiation; cryogenic fuel storage problems</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consumable Rocket</td>
<td>Poor</td>
<td>Extreme shock environment</td>
<td>10 to 1000-3000</td>
<td>Conceptual only; conceptual only; high dose radiation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nuclear Bomb Propulsion</td>
<td>Poor</td>
<td>Large electrical generator and auxiliary machinery; noise in atmosphere</td>
<td>10^{-1} to 3000</td>
<td>High performance, high temperature, long distance, cheap fuel</td>
<td>Conceptual only; high dose radiation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plasma Jet</td>
<td>Poor</td>
<td>Electrical generator and aux.</td>
<td>10^{-3} to 2500</td>
<td>Short operating lifetime; high temperature reliability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electrical Engine</td>
<td>Ion drive</td>
<td>Poor</td>
<td>Large generator can operate off-grid; DC or AC; in latter case the thrust is modulated by the electrical frequency; also pumps and other aux.</td>
<td>10^{-3}-10^{-4} to 25,000</td>
<td>Erosion of electrodes, high cost, low reliability to be useful</td>
<td>(Unmanned)</td>
<td></td>
</tr>
<tr>
<td>Plasma Acceleration</td>
<td>Poor</td>
<td>Some devices are steady flow; however most are alternating with frequencies of 10,000 cps; large gen. and aux.</td>
<td>10^{-5} to 10^{-4} to 10,000</td>
<td>Not well understood</td>
<td>(Unmanned)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Solar Sail</td>
<td>Poor</td>
<td>Should require little aux. machinery</td>
<td>10^{-4} to 1e6</td>
<td>Energy absorbed from environment; may be sensitive to environment; net well known</td>
<td>(Unmanned)</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>
It should be emphasized again that control of the vibration for most of the auxiliary equipment discussed is in the hands of the designer. In addition, since the major source of vibratory energy from a majority of types of machinery under consideration is unbalanced, serious consideration should be given to the provision of portable balancing capability. This technique allows the ultimate in balance to be obtained by balancing the machine in its own bearings at its operating rpm, thus balancing out any manufacturing or assembly eccentricities.
AUXILIARY EQUIPMENT VIBRATION EXCITATION

Auxiliary equipment will be a source of vibration in space vehicles. This source of excitation will ordinarily be of secondary importance with the main power plant operating. However, its long time operation in a space environment can lead to fatigue problems in the immediate area of such equipment. It is also possible that the dominant vibration in the immediate area of the equipment would originate mechanically in the equipment even with the main power plant operating.

Mechanical vibration sources originate in the acceleration of moving parts and in the periodic variations of gas forces, electrical forces or other energy sources. Rotation alone serves to generate the sinusoidal forces coming from static or dynamic unbalance. The periodic nature of the inertia forces is apparent in eccentric parts, linkages, cams, wobble plates, and gear teeth. The fundamental frequency associated with the forces is that determined by the apparent frequency of the motion. Frequencies which are integral multiples of the fundamental frequencies are also present when the motion is not perfectly sinusoidal. These mechanical vibration forces act both as forces within the equipment and as external forces.

The band of frequencies over which the equipment operates should be compared to the various translational and rotational natural frequencies of the system. The natural frequencies are the resonant frequencies at which an applied periodic force creates relatively large response.

The ideal solution to the problem of vibrational forces is to design the equipment free of such forces. This freedom from vibration can never be completely accomplished as long as motion is present. Where these vibrational forces must exist due to the function of the equipment, the adjacent structure can be protected by vibration mountings which diminish the transmitted forces. The equipment may also benefit by the soft mounting if the lowered natural frequencies of the overall dynamical system are sufficiently removed from the exciting frequencies.

The many ways in which mechanical vibration is troublesome should be considered. The list includes wear out, malfunction, fatigue and comfort problems. Emphasis will be required on the fatigue problem. The performance demands on space systems will require relatively low structural weight and greater structural efficiency. The final limit in these attempts to obtain lower structural weight will be determined by fatigue. Detailed knowledge of the loading history will be required. It is interesting to note the rapidity with which large numbers of cycles are accumulated in certain fatigue problems. In cases where vibrations are induced by acoustic phenomena and high speed machinery a million cycles per hour are possible. The allowable stress for design purposes must be less than the endurance limit in these cases. In the acoustic fatigue problems the allowable rms stress level is only a small fraction of the endurance limit stress. New military specifications, Reference 13, will require vibration mapping of the expected vibration environment in the design stage. When this is done, one portion of the many inputs required for the fatigue analysis will be available.
The role of freeplay and tolerances defining bearings, hole sizes, and shafts, should be noted. The eccentricities which generate the mechanical vibration forces associated with rotating parts are the same order of magnitude as these tolerances. Freeplay at these rotation points will need careful control in many cases. In many cases design provision for portable balancing of the assembled machine running under its own power will give the minimum vibration.

The designer will find it desirable to use the specified vibration limit noted in the applicable equipment specification for use in calculating forces. Experience shows that equipment vibration is in the near proximity of these limits.

Self excited vibration instabilities also present complex mechanical vibration problems. In this case the oscillatory motion is sustained by a force which is created or controlled by the motion itself.

The study of several examples will be beneficial. The following problems demonstrate the ease with which an understanding of the forces and moments can be gained from calculations.

The engine installed in the Northrop T-38 airplane provides a suitable example for the calculation of normal vibratory forces and amplitude. The rigorous solution to this problem is quite complex but this presentation is in a simplified method to illustrate the ease with which analytical techniques can be applied to the problem of unbalanced rotating equipment.

The engine rotor has two main bearings; the aft bearing located at the turbine section and the forward bearing located toward the aft portion of the compressor section. This arrangement causes the forward portion of the compressor section to be cantilevered from the front bearing producing a critical speed at approximately \( 72\% \) of engine maximum speed. The acceleration measured at the front frame on one particular engine at this critical speed was 22 "g's" which can be considered roughly equivalent to a sinusoidal single amplitude of 1/06 inches. Other measurements are summarized in Figure 61.

If it is assumed that the engine centerline describes a conical shape with the apex of the cone in the vicinity of the main trunnion mounts, the force at the front vertical engine support may be approximately in the following simplified analysis.

The angular acceleration, \( \alpha \), of the complete engine projected in the vertical plane is:

\[
\alpha = \frac{a}{L} = \frac{22 \times 386 \text{ in/sec}^2}{42 \text{ in.}} = 202 \text{ rad/sec}^2
\]

where, \( a_n \) = vertical linear peak acceleration

\( L \) = distance from main trunnion mounts to front frame.
Notes: 1. All Readings at Military Power.

2. As a Measure of Service Acceptability, Periodic Vibration Measurements Were Made on the Bulk of the Early T-38 Engines. The Average Number of Readings Available Per Engine was Eleven (11), Varying from Three (3) to Twenty Nine (29). Readings were Taken in an Engine Test Stand and Part Installed in the T-38 Aircraft. Consecutive Readings in the Aircraft and in Test Stand Showed no Variation Due to Mounting. This Figure Presents the Range of those Readings.

3. Response Frequency was 275 cps Due to Compressor Unbalance.

Figure 61. Vibration Ranges on XJ85-5 Engines used in the T-38
The torque, $T$, required to produce the above angular acceleration is:

$$ T = I_p \alpha = 1040 \text{ lb-in-sec}^2 \times 202 \text{ rad/sec}^2 = 210,000 \text{ in-lbs.} $$

where, $I_p$ is the pitch moment of inertia of the complete engine about the axis through the main trunnions

$\alpha$ = angular acceleration

The force, $F$, exerted at the front support is:

$$ F = \frac{F}{r} = \frac{210,000 \text{ in-lb}}{30 \text{ in}} = 7,000 \text{ lb.} $$

where, $r$ = distance between the main trunnion mounts and the forward vertical engine support.

Since this force must come from the unbalanced rotor, the radius, $e$, of the circle described by the rotor center of gravity is:

$$ e = \frac{F}{\omega^2} = \frac{7000 \text{ lb}}{\frac{100 \text{ lb}}{386 \text{ in/sec}^2} \left(192 \times 2 \pi \right)^2 \text{ rad/sec}^2} = .0185 \text{ in} $$

It should be noted that an additional bearing has been incorporated in the latest engine design which has reduced this vibratory force considerably.

It should not be considered that troublesome vibrations must originate with masses as large as an engine rotor. On the contrary, small motors on rotary equipment with masses in the order of one or two pounds and an unbalanced measured in inch ounces can create a large oscillating force when the rotation speed is high. For example, consider an unbalanced rotor weighing two pounds having an unbalance of one inch ounce or an eccentricity of .031 inches. The oscillating force, $F$, at 10,000 RPM is:

$$ F = mr^2 = \frac{2 \text{ lb} \times .031 \text{ in}}{386 \text{ in/sec}^2} \left( \frac{10,000 \times 2 \pi}{60} \right)^2 \text{ rad}^2/\text{sec}^2 $$

$$ = 175 \text{ lb} $$
The magnitude of the oscillating force estimated in the above simplified manner tends to be high due to the assumption that all masses and attachments are rigid. They are of course elastic.

If the nature of the rotary equipment is such that it cannot be balanced, then an isolation system should be considered. The transmitted force, $F_{TR}$, through a single degree of freedom isolation system (i.e. center of gravity system) is:

$$\frac{F_{TR}}{F_0 \sin \omega t} = \sqrt{1 + \left(\frac{2 \frac{c}{c_c} \frac{\omega}{\omega_n}}{\omega_n^2 + \left(\frac{2 \frac{c}{c_c} \frac{\omega}{\omega_n}\right)^2}\right)}$$

where, $F_0 \sin \omega t =$ oscillating force of the unbalanced rotor.

$c/c_c =$ ratio of actual damping of the isolation system to a critically damped system.

$\omega =$ frequency of oscillating force.

$\omega_n =$ natural frequency of isolating system.

In order to accomplish any reduction in the transmitted force, the frequency ratio, $n$, of the forcing frequency to the natural frequency of the isolation system must be at least 1.5. As $n$ increases above 1.0, the transmitted force decreases. For example, an isolation system with ten percent of critical damping will transmit 34 percent of the oscillating force when $n$ is two, whereas when $n$ is six, the transmitted force is only three percent of the oscillating force.

High speed rotary equipment which is to be used in space vehicles should be controlled in regard to the vibratory forces originating within them. Some vendors have measured data which describe these forces. Care should be exercised that these data are applicable to the proposed equipment installation because the transmitted force is dependent upon the mounting system as well as the originating oscillating force.

Other rotary equipment is controlled by specification which limits the force or amplitude of motion of the rotary equipment. An example of this is the jet engine which is usually limited to five to eight mils double amplitude.

Another type of vibratory force originating within equipment is that of a self-excited nature. The oscillating force is not attributed to an unbalance but develops from the function of the equipment.

As an example, the following equation is derived from data taken from turbo-pumps used on current liquid fuel rockets. The energy inherent in the cavitation at the impeller blades is not of an alternating nature but is a relatively constant source of energy for the vibrating system. The vibration spectrum is typified by a relatively low level broad band random vibration upon which is superimposed spectral peaks at multiples of the impeller rotary speed. The overall root mean square
Vibration is roughly proportional to the thrust of the rocket motor being fed by the pump, Figure 62.

An approximate expression for the overall $g_{\text{rms}}$ accelerations originating at the pump is:

$$g_{\text{rms}} = 2.5 \times 10^{-5}T$$

where: $T$ is the thrust of the rocket motor.
Figure 62. Range of Turbopump Vibrations


The characteristics of the majority of the sources of vehicle vibration which have been discussed in this report depend on a myriad of design and mission parameters. Many will never be encountered except by vehicles with unusual design features or unusual mission profiles. Others, such as motor vibration and thrust variation, depend on specific hardware which is utilized. However, the launch noise and the boundary layer pressure fluctuations are common to all contemporary vehicles operating from earth.

Therefore, it is interesting to examine the characteristics of these two vibration sources in terms of a hypothetical vehicle and mission profile. Figure 63 illustrates a hypothetical three-stage vehicle intended to launch the third stage and payload into a recoverable orbit. Figure 64 gives a possible exit profile for this vehicle, specifying both altitude and velocity as a function of time from launch. Figure 65 gives a possible re-entry profile for the nose and first-stage section of the vehicle assuming a high drag device is used to decelerate this section during the re-entry. Note that this re-entry deceleration duration, approximately suitable for a manned re-entry, is on the order of ten times longer than in a ballistic re-entry.

Calculations have been made for the variation of rocket noise and boundary layer pressure fluctuations at two positions along the vehicle. For those calculations it was assumed that the vehicle was launched at sea level from a vertical position just above a flat ground plane.

The variation in over-all sound pressure level at the two positions during the initial launch period is illustrated in Figure 66a. As can be seen, the increase of rocket noise, resulting from the change in the directional radiation characteristics of the flow impinging on the ground plane, controls the noise exposure for the first 1.5 - 2 seconds of flight until the nozzles reach an altitude of the order of 50 nozzle diameters. By this time the noise exposure has been decreased to that anticipated directly forward of an unobstructed rocket flow. However, because the vehicle is in motion, the rocket noise continues to decrease. Note that the level at position A, which is well forward of position B, is considerably less than the level at position B.

Figure 66b, which has a more condensed time base, illustrates the continued decrease of rocket noise at both positions. However, this increase in vehicle velocity through the atmosphere brings an attendant increase in freestream dynamic pressure \( q_o \). Hence, as the \( q_o \) is increased, the boundary layer pressure fluctuations increase and begin to assume importance. Thus, at the end of the first ten seconds for this hypothetical vehicle and mission, the external noise ceases to decrease and begins to increase. In this example, the maximum over-all level of the boundary layer pressure fluctuation approximately equals the maximum launch noise at position B and exceeds the launch noise at position A. However, the relative magnitudes of the levels from the two sources will vary with many factors, including...
Figure 63. Sketch of Hypothetical Three-Stage Vehicle.
Figure 64. Exit Profile for Hypothetical Vehicle Showing Velocity and Altitude as a function of time.
(b) Re-entry

Figure 65. Re-Entry Profile for Hypothetical Vehicle Showing Velocity and Altitude as a Function of Time.
Figure 66. Estimated Variation in Overall Sound Pressure Level for two positions on Hypothetical Three-Stage Vehicle as a Function of Mission Time (from Figures 64 & 65).
position along the vehicle, mission profile, parameters of the boost rocket motor, and launch configuration.

Figure 66c illustrates the variation in over-all sound pressure level at position A throughout important portions of the mission when the vehicle is in the atmosphere. It is obvious that the maximum level during re-entry is on the order of 20 db less than that obtained during exit. However, calculations based on a possible ballistic re-entry where the maximum deceleration occurs at much lower altitude than in Figure 65 give exterior over-all levels on the order of 165 db, 35 db greater than illustrated in Figure 66c. Here it should be noted that this higher value will only result if the re-entry vehicle has a fully developed turbulent boundary layer.

Figure 67 gives a similar presentation of the variation of the level in several frequency bands at position A. As can be seen, the relative spectra are continuously changing during the flight. For this particular example, the middle frequency region is predominant during launch, the higher frequencies during exit and all frequencies are approximately equal during re-entry. It is noted that the calculation of the position A boundary layer pressure fluctuations assumed that the boundary layer was fully turbulent aft of the shoulder of the third stage, and that the flow external to this boundary layer had expanded to freestream condition aft of the shoulder.

Figure 68 gives a similar analysis of the variation with time of the spectra at position B prior to the first stage burnout. Comparison of the spectra of the boundary layer fluctuations at the two positions illustrates the greater relative energy at the lower frequencies at the aft position B. Typical mean square pressure spectra for this hypothetical vehicle at various mission phases are given for two positions in Figures 69 and 70.
Figure 67. Estimated Variation in Overall Sound Pressure Level and the Level in Three Octave Bands as a Function of Time (from Figure 66) at Position A on the First Stage of the Hypothetical Vehicle
Figure 68. Estimated Variation in Overall Sound Pressure Level and Level in Three Octave Bands as a Function of Time (from Figure 66) at Position B on the First Stage of the Hypothetical Vehicle.
Figure 69. Estimated Mean Square Pressure Per Cycle at Several Times During Mission for Position A.
Figure 70. Estimated Mean Square Pressure Per Cycle at Several Times During Mission for Position B.
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PART II
RESPONSE TO VIBRATIONS
I. INTRODUCTION

The prediction of the vibratory responses and stresses in aircraft and space vehicles resulting from the various sources discussed in Part I of this report is a most formidable task. When the exciting forces were primarily sinusoidal in nature, as is the case with propeller aircraft and helicopters, the problem of predicting response is somewhat simpler, if only for the fact that the number of possible major exciting frequencies is finite. However, for space vehicles and high performance aircraft, the major excitation results from jet or rocket noise, boundary layer and base pressure fluctuations and other phenomena which are characterized by continuous frequency spectra and random amplitudes. Furthermore, although structural fatigue is predominant at frequencies below 500 cps, equipment malfunction and electronic component fatigue extend the frequency range of concern to at least 10,000 cps. Hence, for many cases, the prediction of vibration response for advanced aircraft and space vehicles, must include concern for all frequencies below 10,000 cps.

The vibration of any portion of the vehicle resulting from a source of energy depends on characteristics of the source, the path between the source and the receiver and the characteristics of the receiver itself, as illustrated in the following sketch.

At low frequencies, the response of the entire vehicle is maximum at the basic body modes, and the magnitude of the response depends primarily upon the location relative to the body mode shape, the magnification factor for the mode, the magnitude of the forcing function over the entire vehicle. At higher frequencies the maximum responses occur at the resonances of the various panels and the magnitude of the response depends on the characteristics of the source, the panel, the transmission path between panel and receiver, and upon the receiver. At frequencies above the panel fundamental resonances the factors influencing response become very complex and the possibility of resonances along the path becomes sufficiently high as to suggest that the path be treated as a transmission line with lumped parameters which, in addition to source and receiver characteristics, determine the vibration response.

From this brief discussion, it is clear that a detailed stepwise approach for the prediction of vibration for any general case would be exceedingly complex and cumbersome. Further, it is clear that a practical analytical solution of the
vibration characteristics of a mechanical system must lie in judicious simplification of the system to a series of sub-systems whose solutions are known.

The following sections begin with an analysis of the simplest vibratory system—a single degree of freedom system. This discussion is followed by an examination of vibration response data obtained in both aircraft and missiles, illustrating broad trends in the data. Successive sections give the fundamental factors which must be considered in the analysis of the vibration of a system, and discuss the natural vibratory characteristics of mechanical systems encountered in aircraft and missiles and the fatigue which can result from excessive vibration.
II. PROPERTIES OF THE SINGLE DEGREE OF FREEDOM SYSTEM

As noted in the Introduction, the understanding and solution of the complex vibration phenomena in aircraft and missiles requires great sophistication in both the methods and concepts utilized by the engineer. Whereas, in the past the engineer was confronted with relatively well-behaved sinusoidal forcing functions resulting from rotating machinery, it is now necessary to be concerned with random forcing functions, space and time correlations, and the statistical properties of random phenomena. Furthermore, the responses to these random forcing functions are complicated by the properties of the missile structure, to the point where the resulting vibration almost defies analysis. However, as will be seen in subsequent sections, many complex problems can be approached analytically if the problem can be simplified to an extent that it becomes a series of smaller problems, each capable of direct solution.

The purpose of this section is to study the most fundamental vibratory system which is a basic building block in the analysis of more complex systems. This basic building block is the single degree of freedom system which, when idealized to a lumped parameter system, includes a spring, a viscous damper and a mass which is constrained to move in one coordinate. This constraint is essential if the idealized system is to have a single degree of freedom since each additional axis of linear motion or plane of rotation permitted adds an additional degree of freedom to the system. Although the restriction of motion to only one degree of freedom is unrealistic in many cases, it often serves in the estimate of the lowest resonant frequency of more complex systems. Consequently, since vibratory motion of a system generally has its maximum amplitude, and hence maximum stress within the system at its lowest resonant frequency, the single degree of freedom approach often has great practical utility.

A detailed discussion is given below of the vibration characteristics of this idealized lumped parameter single degree of freedom for transient excitation, forced sinusoidal excitation, sinusoidal foundation motion excitation, transmissibility between the mass and the foundation for sinusoidal excitation, followed by a discussion of the vibration characteristics for random excitation, and a discussion of the electrical analogies and impedance concepts often used to more easily understand this system. In order to show how continuously distributed systems can be analyzed by single degree of freedom concepts, a mathematical derivation of the most general single degree of freedom system equations is presented next, showing the equivalence to lumped parameter systems and introducing the concept of mode shape. Finally, for convenient reference, the mathematical steps used to solve the governing differential equation are given along with a summary of the various response functions obtained for several sinusoidal and random excitations of the system.
FREE VIBRATION AND TRANSIENT EXCITATION

The general equation for the lumped parameter single degree of freedom system of Figure 71 is developed directly from Newton's second law: Force equals mass times acceleration. Therefore, following References 1 and 2,

\[ m\ddot{x} + c\dot{x} + kx = F(t) \]  

where \( m \) = mass  
\( c \) = viscous damping constant  
\( k \) = spring constant  
\( F(t) \) = exciting force as a function of time  
and \( x, \dot{x}, \ddot{x} \) = displacement, velocity, and acceleration, respectively.

If the mass is displaced to the right of its equilibrium position by an amount \( x_0 \) and then released, its motion will be given by a solution of (1) as:

\[ x = x_0 e^{st} \]  

where \( s_1, s_2 = \frac{-c \pm \sqrt{k - \frac{c^2}{m} - \frac{2\epsilon}{m^2}}} {2m} \)  

and where the constants \( A \) and \( B \) are dependent on the initial conditions.

If the damping, \( c \), is zero, then (2) reduces to

\[ x = x_0 e^{i\omega n t} \]  

where \( \omega_n = \frac{k}{m} \) is the undamped natural frequency in radians per second.

The resulting motion is sinusoidal and, because \( c = 0 \), continues indefinitely as illustrated in Figure 72a. It should be noted that the undamped natural frequency
Force Excitation of a Single Degree of Freedom System

Figure 71
Figure 72. Vibration Response for Various Damping
can be simply obtained from energy considerations where the maximum potential energy
\[ \int_{x_0}^{\infty} kx_0^2 \, dx \] when the mass is at rest, equals the maximum kinetic energy,
\[ \int_{x_0}^{\infty} \frac{1}{2} m \dot{x}_0^2 \, dt \] when the mass passes through its equilibrium position. Since
\[ \dot{x}_0 = \omega x \] for sinusoidal motion, then \( \omega^2 = \frac{k}{m} \), as before. However, when \( \frac{\omega^2}{2m} \) is
greater than \( \frac{k}{m} \), both terms in the exponent of Eq. (2) are real and negative. There-fore, the motion is an exponential decay toward the equilibrium position. The amount of damping required to just prevent oscillatory motion or crossing of the \( x = 0 \) axis as shown in Figure 72b, is the value of \( c \) which makes the radical in (2) equal to zero. This value of damping, called the critical value of damping, \( c_c \), also is given by
\[ c_c = 2 \sqrt{mk} = 2\omega_n \] (5)
When the value of the damping constant is less than the critical value, the motion resulting from release from position \( x_0 \) is a damped cosine wave, as illustrated in Figure 72c. The damped natural frequency, \( \omega \), is less than the undamped natural frequency, as shown by
\[ \omega = \sqrt{\frac{k}{m} - \frac{c^2}{4m^2}} = \omega_n \sqrt{1 - \zeta^2}, \text{ where } \zeta = \frac{c}{c_c} \] (6)
The final motion, substituting (6) and \( \zeta = \frac{c}{c_c} = \frac{c}{2\omega_n} \) into (2) becomes
\[ x = x_0 e^{\left(-\zeta + \frac{1}{\sqrt{1-\zeta^2}}\right) \omega_n t} \] (7)
There are two limiting cases of transient excitation which can be easily visualized from the preceding discussion. The first case is the sudden application of a constant force, or a step forcing function, such as the sudden release of a missile at liftoff after the engines have come up to full thrust. The second case is the application of a force for a very short time, an impulsive force, such as the explosive separation of missile stages.
The maximum response of an undamped system to the sudden application of a steady force, \( F_0 \), can be seen easily from energy considerations. The net energy input accomplished by \( F_0 \) in Figure 73a occurs in the initial one-half cycle and equals \( F_0 x_m \). The potential energy stored in the system when the mass is brought to rest at \( x_m \) is
\[ \frac{1}{2} kx_m^2 \]
Response to Step and Impulse Forcing Functions

**Figure 73**
Hence, the maximum displacement of the mass is equal to \( \frac{2F_0}{k} \), or twice the static displacement which would result from a very slow application of \( F_0 \). For the damped system, it follows from (7):

\[
x = \frac{F_0}{k} \left[ 1 - e^{-3 w_n t} \sin qt \right]
\]

or

\[
x = \frac{F_0}{k} \left[ 1 - e^{-w_n t} \cos qt \right]
\]

It should be noted that the response is essentially unaltered if the total force is not applied instantaneously but is increased from 0 to \( F_0 \) in any time which is less than the time \( t_o \) required for a one-quarter cycle of the free vibration \( (t_o \leq \frac{T}{2}) \).

When the time required for the force to reach its constant value, \( F_0 \), exceeds one-quarter cycle, the maximum response is less than that given by (8). (See Reference 3 for several examples.)

The response to an impulse is illustrated in Figure 73b. The response equation is derived from (1) assuming that the momentum acquired by the system equals the impulse \( F_0 t_o \). The resulting motion (see Reference 4) is,

\[
x = \frac{F_0 t_o}{k} \left[ w_n e^{-3 w_n t} \sin qt \right]
\]

This solution is valid for any force input \( (F_0) \) whose duration is less than one-quarter cycle of the free vibration \( (t_o \leq \frac{T}{2}) \).

**FORCED SINUSOIDAL VIBRATION**

When the damped single degree of freedom system is driven by a sinusoidal forcing function, \( F(t) = F_0 \sin wt \), the response consists of two parts, an initial decaying transient response which depends upon the starting conditions, and a steady state or continuous forced vibration. The steady state motion is given by

\[
x = x_0 \sin(wt-\phi) = \frac{F_0}{k} |H(w)| \sin (wt-\phi)
\]

and

\[
\frac{x_0}{F_0 \frac{1}{k}} = \frac{x_0}{x_s} = \frac{1}{\left[ 1 - \left(\frac{w}{w_n}\right)^2 \right]^2 + 4 \left[ \frac{\zeta}{\sqrt{2}} \frac{w}{w_n} \right]^2}
\]
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where

\[ |H(w)| = \left[ \left| 1 - \left( \frac{w}{w_n}\right)^2 \right|^2 + 4 \Delta^2 \left( \frac{w}{w_b}\right)^2 \right]^{-1/2} \]

is the absolute value of the magnification factor,

\( \phi \) is the phase angle between the force and displacement,

\[ \phi = \tan^{-1} \frac{cw}{k-w^2} = \tan^{-1} \frac{\Delta^2 c}{w_n c_c^2} \]

\[ = \frac{\Delta^2 c}{\left( \frac{w}{w_n} \right)^2} \]

and \( x_s = \frac{F_0}{k} \) is the static displacement resulting from a static force equal to \( F_0 \).

The absolute value of the magnification factor is given for several damping ratios in Figure 74. It can be interpreted as either the ratio of the maximum spring force to the exciting force or as the ratio of the maximum displacement of the mass to the displacement which would result from a static force \( F_0 \). It is clear that very little magnification occurs when the frequency of the applied force is less than one-half of the undamped natural frequency. In this low frequency region, the system is stiffness-controlled; hence, the maximum spring force is approximately equal to and opposed by the driving force, \( F_0 = kx \), since the driving force and the displacement are in phase, as seen in Figure 75.

However, as the frequency of the exciting force approaches the natural frequency of the system, the spring force and the inertia force begin to cancel each other, and a very considerable magnification can occur, depending upon the damping. Note that the damped natural frequency, \( w_n \), is within one per cent of the undamped natural frequency for all damping ratios less than 0.14. At \( w = w_n \), the magnification factor is inversely proportional to twice the damping ratio, and its value is often denoted as \( Q \). Hence,

\[ Q = \frac{1}{2 \Delta} = \frac{1}{\frac{2c}{c_c}} = \frac{m w_n^2}{c} \]

For all lightly damped systems, \( Q \) is the maximum value of the magnification factor, as can be seen in Figure 74, and the motion at the natural frequency is controlled by the damping force \( (w_n c x_0 = F_0) \).

When the frequency of the driving force exceeds the undamped natural frequency, amplitude of the motion of the mass becomes, approximately, inversely proportional to the square of the forcing frequency and hence, decreases asymptotically as the forcing frequency increases. In this frequency region, the motion is inertia-controlled and the maximum inertial force of the mass is approximately equal to the driving force \( (m w^2_0 x_0 = F_0) \).
Figure 74. Resonant Amplification Factor
Figure 75. Phase Angle vs. Frequency Ratio

\[ \tan \phi = \frac{2 \omega_c \omega}{\omega_n^2} \left( 1 - \left( \frac{\omega}{\omega_n} \right)^2 \right) \]
It should be noted that the resonant amplitude for the lightly damped system can be readily calculated by equating the power input to the system with the power dissipated in damping. It can be shown that the power input (P₁) for a sinusoidal forcing function is given by
\[ P₁ = w \frac{F₀x₀}{2} \sin \phi, \text{ where at resonance, } \sin \phi = 1, \]
and the power dissipated in damping (P₀) is
\[ P₀ = \frac{c}{2} x₀^2 = \frac{mω²x₀^2}{2Q} \]
Hence,
\[ x₀ = \frac{F₀Q}{mw²} = \frac{F₀Q}{k} \]

MOTION EXCITATION

The preceding solutions of equation (1) have been concerned with the response of a single degree of freedom system attached to a rigid foundation excited by a force which drives the mass. However, when equipment are mounted on vibrating structure, the motion of the foundation provides the excitation and the force F(t) in equation (1) is provided by the inertia of the mass. If x₀ is the foundation displacement, x the magnitude of the mass displacement, and xₘ is the relative motion between the mass and the foundation, equation (1) becomes mẍₘ + cẍₘ + kxₘ = mx₀ and the solution for (x₀ = x₀ sin ωt) is:
\[ \frac{xₘ}{x₀} = \left[ \frac{(\frac{w}{ω_n})^2 \sin(ωt - \phi)}{\left[1 - (\frac{w}{ω_n})^2 + 4 \frac{c}{c_c} \left(\frac{w}{ω_n}\right)^2\right]} \right]^{1/2} = \frac{H(ω²)}{\sin(ωt - \phi)} \]

Note that this is identical with equation (10), except that F₀ has been replaced by the inertia force of the mass (mw²x₀). The ratio of the magnitude of the relative displacement to the foundation displacement, xₘ/x₀, is given in Figure 76 for several values of damping, and the phase relationships of Figure 75 also apply. At frequencies below resonance, the motions of the foundation and mass are in phase and for \[ \frac{w}{ω_n} < .5 \] the relative displacement is proportional to the foundation displacement.
Figure 76. Resonant Amplitude Factor for a Vibrating Beam

\[ \frac{x_f}{x_t} = \frac{(\omega_0 t)^s}{\left[\left(1 - (\frac{\omega_0}{\omega})^2\right)^{1/2} + \left(\frac{\omega_0}{\omega - \omega_0}\right)\right]} \]

Relative Frequency \( \left(\frac{\omega}{\omega_0}\right) \)
times the square of frequency, which is simply the acceleration of the foundation. This frequency region is utilized for the operation of most accelerometers.

At resonance the relative motion is 90 degrees ahead of the motion of the foundation and the magnitude of the relative motion is controlled by damping, equalling, for the lightly damped system, $Q x_f$, as before. Above resonance the relative motion leads the motion of the foundation by 180 degrees and the ratio \( \frac{X_t}{X_f} \) approaches unity. Hence, the mass remains nearly motionless in a fixed coordinate system. Both displacement and velocity vibration transducers, which operate on the seismic principle, are designed to operate in this frequency range above resonance. It might be noted that the amount of damping in the transducer determines its accuracy at frequencies near resonance.

**TRANSMISSIBILITY**

When a spring is used for the isolation of delicate equipment from vibrating structure, or the isolation of the foundation from vibrating machinery, it is desirable to determine the degree of isolation. One measure of the isolation provided between the foundation and the mass is known as the transmissibility. For motion excitation it is the ratio of the absolute displacement of the mass to the displacement of the foundation, whereas for force excitation it is the ratio of the force transmitted to the foundation divided by the external force driving the mass. Thus the transmissibility is given from (10) and (13) by:

\[
T = \left[ 1 + \frac{4}{c c_n} \left( \frac{w}{w_n} \right)^2 \right]^{1/2}
\]

This relationship is illustrated in Figure 77 for several values of damping. Note that in the stiffness-controlled range below the natural frequency, the transmissibility is approximately unity, indicating small isolation. Near resonance the transmissibility equals $Q$. In this region the motion, or the force, is amplified by the single degree of freedom system. However, above resonance the transmissibility decreases below unity becoming nearly proportional to \( \left( \frac{w_n}{w} \right)^2 \), and decreasing asymptotically to zero, indicating an increasing degree of isolation.

It should be emphasized that these relationships can be directly applied only to a single degree of freedom system. If the mass is free to move along another axis or to rotate in a plane, or if the foundation is flexible, additional degrees of freedom are added which influence the solution. These more complex situations are considered in later sections.
Figure 77. Transmissibility Relative frequency $\frac{\omega}{\omega_n}$
RANDOM EXCITATION

Many of the most severe vibration environments encountered in current aircraft and missiles result from noise generated aerodynamically by the interaction of the propulsion jet with the atmosphere and from pressure fluctuations in the turbulent boundary layer which surrounds the vehicle during flight. Both of these forcing functions contain energy at all frequencies throughout a relatively wide frequency range of at least several octaves and the amplitudes of both vary in a random fashion. It is therefore, instructive to examine the response of the single degree of freedom system to a random force or motion input, in addition to its response to a single transient and a sinusoidal input which have been considered.

It is usually assumed that the amplitude probability distribution in a random noise forcing function follows the normal or Gaussian probability law. This assumption has been generally supported by analysis of the two forcing functions mentioned above. Further, it is assumed that the random forcing function is both stationary and ergodic. The assumption of stationarity requires that the statistical properties of the function do not vary with time, so that any two samples taken from a single continuous record of the function must appear statistically equivalent. The assumption of ergodicity requires further that any sample taken from a single continuous record of the function be statistically equivalent to the entire record of the function. When these requirements are fulfilled, the average properties of each sample of any record are similar and do not vary with time. This permits the use of the time averages in lieu of the more awkward sample or ensemble averages. Further, fulfillment of these requirements enables use of Fourier transforms to relate the statistical auto-correlation of the forcing function with its frequency spectrum, as will be seen in later sections.

It should be noted that many of the random forcing functions which are encountered during launch and flight do vary with time and are, therefore, neither stationary nor ergodic. However, in many cases the time history function can be divided into several shorter time periods within which the function is reasonably stationary. When the length of these shorter time periods is not sufficiently large compared to the time period of the response, large variations can be expected between the responses at differing times, because the sample length is not sufficiently long to give the true averages. This factor is undoubtedly responsible for much of the variation that is often found in missile vibration data when comparisons are made between the vibrations of individual missiles, belonging to a group of similar missiles, occurring during similar flight periods.

When the force input to a linear single degree of freedom system is random the response is also random. If the force contains energy at all frequencies over a relatively wide frequency range which includes the resonant frequency of the system, the energy at frequencies near the resonant frequency will be magnified, as in Figure 74. Therefore, the response will appear to be approximately sinusoidal with an amplitude which varies randomly with time. Figure 78 illustrates a sample of the response of a panel to jet noise excitation. The instantaneous amplitudes are distributed normally about a zero mean. The normal probability density is shown at the bottom of Figure 78. The probability, or the proportion
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Figure 78
of time that $\frac{x}{x_T}$ is between $\frac{x_1}{x_T}$ and $\left(\frac{x_1}{x_T} + \Delta \frac{x}{x_T}\right)$ is the product of the probability density at $\frac{x_1}{x_T}$ and the interval $\Delta \frac{x}{x_T}$.

The probability density for the peak responses of the lightly damped single degree of freedom system are distributed in accordance with the Rayleigh distribution illustrated in the upper portion of Figure 78. Comparing these two probability density functions, it is clear that the probability of a zero instantaneous amplitude is higher than the probability of any other value as illustrated by the normal probability density function. However, it is improbable that the peak amplitude in any cycle equals zero, as illustrated by the Rayleigh probability density function where the most probable peak amplitude is seen to be the rms amplitude, $\frac{x_r}{x_T} = 1$.

The probability distribution functions for these two distributions are given in Figure 79. The probability distribution is the integral of the probability density and gives the probability that the amplitude ratio is less than or equal to any value of the ratio. Thus, for the normal distribution of amplitudes, it is equally probable that the instantaneous amplitude be positive or negative relative to the mean of zero. Further, 68% of the instantaneous amplitude are less than the root mean square value. For the Rayleigh distribution, 39% of the peak amplitudes are less than the rms amplitude, 50% are less than 1.18 times the rms value, 86% are below 2.0 times the rms value, and 99% are below 3.0 times the rms value. As can be seen in the sample response shown in Figure 78, the maximum peak amplitude occurred at the 99% level and three peaks equal or exceed the 95% level.

It should be noted that the Rayleigh distribution will be expected only in the single degree of freedom system. When additional degrees of freedom exist in the system, additional resonant frequencies will exist. The response will be more complex and the peak amplitudes will tend to be more normally distributed about the mean amplitude. However, when the response is analyzed through a filter with a narrow bandwidth, the peak amplitudes from the filter will tend toward the Rayleigh distribution.

It is clear that the distribution of amplitudes in a random forcing function or response can be conveniently described in terms of the root mean square amplitude. However, the importance of the distribution of amplitudes relative to the rms amplitude cannot be overemphasized for the vibration engineer. In comparison with the steady state sinusoidal case, this distribution adds another dimension to the analysis of vibration data, the evaluation of a vibration environment for either equipment or structure, and the selection of test methods for the determination of equipment or structural reliability. The necessity of this added dimension results directly from the fact that the majority of equipment malfunctions occur at the maximum peak amplitudes and, as will be seen later, a disproportionate amount of the fatigue damage to structure is caused by the relatively infrequent peaks.

In order to determine the response of the single degree of freedom system to a random forcing function, it is necessary to define the frequency distribution.
Normal: Ratio of instantaneous amplitude to rms amplitude.
Raleigh: Ratio of peak amplitude to rms amplitude.

Figure 79: Normal and Raleigh Probability Distribution Functions
as well as the amplitude distribution of the random input. It was noted in the discussion of forced sinusoidal vibration that the amplitude at resonance could be determined by equating the power input to the system with the power dissipated by damping within the system. Now the instantaneous power dissipated by damping equals the instantaneous damping force times the instantaneous velocity of the motion. Therefore, the average damping power \( P_d \) which is dissipated between time \( t_1 \) and \( t_2 \) is the integral of the instantaneous power during the time interval, divided by the duration of the interval, or

\[
P_d = \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} c \dot{x}^2 dt \tag{15}
\]

where \( c \dot{x} \) is the instantaneous damping force and \( \dot{x} \) is the instantaneous velocity.

Since \( c \) is a constant (when viscous damping can be assumed), the damping power equals \( c \) times the average or mean value of the square of the velocity during the time interval. Hence (15) could be written

\[
P_d = c \bar{\dot{x}}^2 \tag{16}
\]

where \( \bar{\dot{x}}^2 \) is the mean square velocity (or the square of the rms velocity). It is convenient to utilize the concept of damping power in the definition of the frequency distribution of the random forcing function or response. For example, consider a random forcing function which contains force components at all frequencies within the frequency region between \( f_1 \) and \( f_2 \), and which excites a single degree of freedom system consisting of only a viscous damper. If the damper were separated from the forcing function by a series of unity gain filters covering the frequency range between \( f_1 \) and \( f_2 \), each with bandwidth \( \Delta f \), the power dissipated in the damper resulting from the portion of the forcing function passed through the filter of frequency \( f_a \) is:

\[
\Delta P_a = c \Delta \bar{\dot{x}}_a^2 \tag{17}
\]

where \( \Delta \bar{\dot{x}}_a^2 \) is the mean square velocity resulting from the portion of the forcing function of bandwidth \( \Delta f \) centered on frequency \( f_a \).

The Power Spectral Density (PSD) is simply the damping power per cycle per second, or

\[
\text{PSD} = \frac{\Delta P_a}{\Delta f} = \frac{c \Delta \bar{\dot{x}}_a^2}{\Delta f} = c \bar{x}^2(f)
\]

and the total power \( P_d \) between frequencies \( f_1 \) and \( f_2 \) is the sum of the mean square velocity per cycle per second times the bandwidth \( \Delta f \) and the damping constant \( c \) throughout the frequency range.
Because of the convenience of the power spectral density approach, the term is often applied to accelerations or displacements as well as velocities. Further, when applied to these other quantities, it is tacitly assumed that the value of \( c \) is unity and the result becomes the power spectral density of the function (either in displacement, \( x \), or velocity, \( \dot{x} \), or acceleration, \( \ddot{x} \)). To avoid confusion, it is often preferred to speak of mean square (displacement, velocity, or acceleration, depending on the quantity used) per cycle per second rather than power spectral density. This distinction allows the reservation of the word "power" for actual mechanical power.

The response of a single degree of freedom system to an applied random forcing function which is characterized by a continuous distribution of mean square force per cycle per second, \( F^2(f) \), is given by the sum of the mean square responses associated with each narrow frequency band \( \Delta f \). However, since the response functions derived earlier for the sinusoidal case were given in terms of \( \omega \) in radians per second, it is desirable to use the mean square force per radian per second, which is \( \frac{F^2(f)}{2\pi} \) and the band width \( \Delta \omega \).

Then from (10) \( \overline{x^2}(f) = \frac{1}{2\pi} \frac{F^2(f)}{k^2} |H(\omega)|^2 \Delta \omega \) \hspace{1cm} (19)

and the total mean square response, \( \overline{x^2} \), is the sum of the responses in each \( \Delta \omega \), from \( \omega_1 \) to \( \omega_2 \):

\( \overline{x^2} = \frac{1}{2\pi} \sum_{\omega_1}^{\omega_2} \frac{F^2(f)}{k^2} |H(\omega)|^2 \Delta \omega \)

and when the forcing function is continuous throughout the resonant frequency range, it can be shown (see Reference 4) that the total mean square response is

\( \overline{x^2} = \frac{Q\omega_n}{4k^2} \left( \frac{\pi \frac{f_n}{Q}}{2\pi} \right) q^2 \frac{F^2(f)}{k^2} \) \hspace{1cm} (20)

where the response equals an effective bandwidth \( \frac{\pi f_n}{2Q} \) times \( Q^2 \) and times the mean square force per cycle per second divided by the square of the stiffness. It should be noted that the mean square resonant response to a random forcing function of constant \( F^2(f) \) differs from its mean square response to a sinusoidal forcing.
function of $F_n^2$, which coincides with the natural frequency and has the same magnitude as $F^2(t)$, simply by the effective response bandwidth $\frac{T}{2} \frac{1}{Q}$.

Hence, the mean square resonant response to a random forcing function is proportional to $Q$ times the mean square per cycle value of the forcing function, whereas in the sinusoidal case, the mean square response is $Q^2$ times the mean square value of the forcing function.

**DYNAMIC ANALOGIES**

The vibration characteristics of many complex mechanical systems can often be determined by applying electrical network theory to the interrelationships between the various mechanical elements rather than attempting the solution of the appropriate differential equations. The applicability of this technique results directly from the similarity between the basic differential equations for the electrical circuit and those for the mechanical system.

Figure 80 illustrates two types of electrical analogies for the single degree of freedom system. The impedance analogy, where the mechanical impedance is the ratio of the exciting force to the velocity of the mass, is seen to be equivalent to the electrical concept of impedance which is the ratio of voltage to current. The mobility analogy is the inverse of the impedance analogy and the mechanical mobility is the ratio of the velocity of the mass to the exciting force. For the majority of mechanical systems, the mobility analogy is far easier to apply than is the impedance analogy. This results directly from the ease of measuring velocities at various points in a mechanical system and voltages at various points in an electrical circuit. On the other hand, the impedance analogy requires measurement of mechanical force, which necessitates breaking into the system or circuit.

The use of these analogies permits both the direct calculation of response to applied force or motion through the standard electrical network solutions. However, in addition it offers the possibility of physically constructing an electrical analog of the mechanical system under study, and actually measuring the responses at desired points in the circuit to an applied electrical signal which simulates the expected mechanical exciting function.
Figure 80. Mechanical - Electrical Analogies for the Single Degree of Freedom System
MATHEMATICAL DERIVATION AND SUMMARY OF THE RESPONSES OF A SINGLE DEGREE OF FREEDOM SYSTEM

The discussions presented heretofore on the characteristics and responses of the single degree of freedom system have been somewhat intuitive in order to emphasize the physical concepts involved and to show the precise relationships between the various engineering parameters used in vibrations and their corresponding mathematical expressions. The vibration engineer's understanding of the characteristics of such systems, his ability to skillfully apply these concepts to solving actual vibration problems, and his understanding of the limitations of such systems and the restrictive assumptions often imposed, are enhanced by a knowledge of the mathematical steps used to derive the response solutions of the governing differential equations of motions, especially when random excitations and random responses occur. Also, a better understanding of the methods for solving more complex problems, which may be mathematically tractable, and the meanings of the various response functions obtained, can be gained from a knowledge of the mathematics of the most fundamental of vibration systems. In addition, the single degree of freedom system analyzed above was a lumped parameter system, consisting of a single lumped mass, a single lumped spring, and a linear viscous dashpot. It is desirable to broaden the discussion to include also continuous systems, such as beams, plates, shells, etc., which, in many cases, have responses which are characteristic of the response of a single degree of freedom lumped parameter system.

The present discussion is therefore concerned first with a presentation and discussion of the governing differential equations of the general single degree of freedom system; secondly, the derivation of the steady state solutions of these equations for periodic forcing functions; thirdly, the derivation of the expressions for the power spectral density (psd) functions of response in terms of the psd and cross-psd functions of the excitation, or forcing functions, and finally the derivation of expressions for the over-all rms response to Gaussian white noise excitation. The solutions of the various cases considered are presented in Table IX for convenient reference.

EQUIVALENCE OF LUMPED PARAMETER AND CONTINUOUSLY DISTRIBUTED SINGLE DEGREE OF FREEDOM SYSTEMS

The vibratory motion of any volume or mass of elastic material is classified as single degree of freedom type oscillation if the response of the material can be defined everywhere by the product of a time function, \( \varphi(t) \), and a space function, \( h(x,y,z) \), so that at any point \((x,y,z)\) in the material and at any time \(t\), the total oscillatory motion is expressible by the function \( H(x,y,z,t) \) where

\[
H(x,y,z,t) = \varphi(t) \cdot h(x,y,z)
\]  

(21)

The function \( h(x,y,z) \) is called the mode shape of the vibration and in general defines curves or surfaces of constant phase in the material, thus describing the relative phasing of the vibration at any two points in the material. If the material is a volume-type body, such as a block of rubber or a complex three-dimensional airframe, the function \( h \) will in general depend upon three coordinates, \( x, y, \) and \( z \). If the material is essentially two-dimensional, such as a flat plate
or curved shell, the function may depend only on \( x \) and \( y \), or \( r \) and \( \theta \) in polar coordinates. For such configurations as a bar vibrating longitudinally where the motion is rectilinear, the function may depend upon only one independent variable, say \( x \). The function \( \Phi(t) \) merely expresses the time variation of this mode shape at any point.

It is to be noted that the oscillatory motion may be quite general, and may consist of bending, twisting, and expansion or compression of the material simultaneously, so long as the net motions are defined by a \textit{single} mode shape and a \textit{single} time function. Such a general type motion is called a \textit{coupled} response, characterized by a coupled mode shape, consisting possibly of several distinct types of uncoupled motions, each having the same mode shape and frequency response characteristics. A two degree of freedom system is characterized as one requiring two mode shapes, \( h_1 \) and \( h_2 \), and two corresponding time functions, \( \Phi_1, \Phi_2 \), to completely define the motion so that

\[
H(x,y,z,t) = \Phi_1(t) \cdot h_1(x,y,z) + \Phi_2(t) \cdot h_2(x,y,z)
\]

Similarly for an \( n \)-degree of freedom system.

The governing differential equation for the undamped vibratory motion is easily obtained by use of Lagrange's equation of motion

\[
\frac{d}{dt} \left( \frac{\partial T}{\partial \dot{\Phi}} \right) + \frac{\partial V}{\partial \Phi} = \mathcal{F}(t)
\]

where
- \( T = \) total kinetic energy of the material
- \( V = \) total potential energy of the material
- \( \Phi = \) generalized coordinate
- \( \mathcal{F}(t) = \) generalized force acting on the material

The total kinetic energy is given by the expression

\[
T = \frac{1}{2} \int \dot{\Phi}^2(t) \cdot h^2(x,y,z) \cdot \rho(x,y,z) \cdot dx \ dy \ dz \ \text{Vol}.
\]

or

\[
T = \frac{1}{2} {\dot{\Phi}}^2(t) \ M
\]

\[
M = \int \text{Vol} \cdot h^2(x,y,z) \cdot \rho(x,y,z) \cdot dx \ dy \ dz = \text{generalized mass}
\]
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The equation for potential energy is in general not simply expressed as an integral over the volume, and it is sufficient here to express $V$ as

$$V = \frac{1}{2} \varphi^2(t) \cdot K$$ \hspace{1cm} (26)

where $K$ is the generalized stiffness of the material, found by integrating over the volume the product of the virtual displacements and the elastic forces which must be overcome in producing those displacements. The generalized force $\mathcal{F}(t)$ is expressed as

$$\mathcal{F}(t) = \int_{\text{Vol}} F(x,y,z,t) \cdot h(x,y,z) \cdot dx \; dy \; dz$$ \hspace{1cm} (27)

where $F(x,y,z,t)$ equals the applied force per unit volume acting at $(x,y,z)$. Substituting (24) and (26) into (23) gives immediately

$$M \ddot{\varphi}(t) + K \varphi(t) = \mathcal{F}(t)$$ \hspace{1cm} (28)

A dissipative term is generally introduced (for linear damping) by analogy with the differential equation for a lumped parameter single degree of freedom system. Thus,

$$M \ddot{\varphi}(t) + C \dot{\varphi}(t) + K \varphi(t) = \mathcal{F}(t)$$ \hspace{1cm} (29)

$M$ = generalized mass
$C$ = generalized damping = $2\zeta M \omega_0$
$K$ = generalized stiffness
$\mathcal{F}(t)$ = generalized force
\[\omega_0 = \text{natural frequency of the system} = \sqrt{\frac{K}{M}}\]

$\zeta = (\text{actual damping})/(\text{critical damping})$

Thus, (29) may be written as

$$\dot{\varphi}(t) + 2\zeta \omega_0 \dot{\varphi}(t) + \omega_0^2 \varphi(t) = \frac{\mathcal{F}(t)}{M}$$ \hspace{1cm} (30)
which is the standard equation defining the single degree of freedom system, and is seen to be equivalent to (1) when (5) and (6) are introduced.

It is of interest to note that if the density of the material is constant and the force applied per unit volume, \( F \), varies with time but is invariant spatially (i.e., \( F(x,y,z,t) = F(t) \)), then

\[
M = \rho \int_{\text{Vol.}} h^2(x,y,z) \, dx \, dy \, dz = m \frac{\int_{\text{Vol.}} h^2(x,y,z) \, dx \, dy \, dz}{\int_{\text{Vol.}} dx \, dy \, dz}
\]

\[
\mathcal{F}(t) = F(t) \int_{\text{Vol.}} h(x,y,z) \, dx \, dy \, dt = F_0(t) \frac{\int_{\text{Vol.}} h(x,y,z) \, dx \, dy \, dz}{\int_{\text{Vol.}} dx \, dy \, dz}
\]

where

\[
m = \rho \int_{\text{Vol.}} \, dx \, dy \, dz = \text{total mass of material}
\]

\[
F_0(t) = F(t) \int_{\text{Vol.}} \, dx \, dy \, dz = \text{total applied force acting on the material}
\]

so that

\[
\frac{\mathcal{F}(t)}{M} = \eta \frac{F_0(t)}{m}
\]

where

\[
\eta = \frac{\int_{\text{Vol.}} h(x,y,z) \, dx \, dy \, dz}{\int_{\text{Vol.}} h^2(x,y,z) \, dx \, dy \, dz} = \text{factor accounting for the fact that the system is continuously distributed.}
\]

Thus, (30) becomes, for a continuously distributed system of constant mass and applied force density:

\[
\ddot{\varphi}(t) + 2 \gamma \omega_0 \dot{\varphi}(t) + \omega_0^2 \varphi(t) = \frac{\eta}{m} F_0(t)
\]

(31)

For a lumped parameter system, such as that shown in Fig. 71, it is clear that \( \eta = 1.0 \) since \( h = 1.0 \).
Now that the equivalence between continuously distributed and lumped parameter single degree of freedom systems has been established, it is convenient in the mathematical solution of this equation to use the more standard terminology of the previous discussion; namely,

\[ m \ddot{x} + c \dot{x} + kx = F(t) \]  \hspace{1cm} (32)

where

\[ c = 2\mu \omega_m = J.C \text{ critical} \]

The solutions of this equation for various types of steady state excitation are derived below and presented in summary form in Table IX, using the terminology appearing in (1). It is important to note that these summarized response functions correspond to a lumped parameter system so that in applying these results to continuously distributed systems, the response functions must be multiplied by the factor \( n \) above.

DERIVATION AND SUMMARY OF RESPONSES OF THE LUMPED PARAMETER SINGLE DEGREE OF FREEDOM SYSTEM

Table IX presents a summary of steady state responses of the single degree of freedom system, shown in this table, to both sinusoidal and random excitations. Both the rms absolute response of the mass \( m \) and rms relative response of this mass with respect to the massless "base," or "foundation," are listed along with other important response parameters such as phase angle, probability density of the instantaneous amplitudes and peak amplitudes, average power developed in damping, work done in time \( \Delta t \), and the number of response cycles in time \( \Delta t \).

The rms responses to sinusoidal inputs are easily obtained from the differential equations presented in the table by substituting the following steady state excitation and response equations:

1. Sinusoidal \( F(t) \), with no base motion
   \[ F(t) = F_0 e^{i\omega t} \]
   \[ Y(t) = \dot{Y}(t) = \ddot{Y}(t) = 0 \]
   \[ x_{\text{rel.}} = x_{\text{abs}} = x_0 e^{i(\omega t + \phi)} \]
   \[ x_0 = i\omega \dot{x}_0 = -\omega^2 x_0 \]
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2. Sinusoidal \( \ddot{y}(t) \) with no applied force \( F(t) \)

\[
\ddot{y}(t) = y_0 \cdot e^{i \omega t}
\]

\( F(t) = 0 \)

\[
x_{\text{rel.}} = x_{\text{o rel.}} e^{i (\omega t + \phi)}
\]

\[
x_{\text{abs.}} = x_{\text{o abs.}} e^{i (\omega t + \phi)}
\]

3. Sinusoidal \( F(t) \) of frequency \( \omega_1 \), and \( Y(t) \) of frequency \( \omega_2 \)

\[
F(t) = F_0 e^{i \omega_1 t}
\]

\[
\ddot{y}_0 = \ddot{y}_0 e^{i (\omega_2 t - \beta)}
\]

\( \beta = \) phase angle of \( \ddot{y} \) relative to \( F(t) \)

\[
x_{\text{rel.}} = x_{\text{o rel.}} e^{i \omega_1 t}
\]

\[
x_{\text{abs.}} = x_{\text{o abs.}} e^{i \omega_1 t}
\]

The phase angles for this case and for the case where \( \omega_1 = \omega_2 = 0 \) were not determined.

For each of these inputs, solving for \( x_{\text{o rel.}} \) and \( x_{\text{o abs.}} \) produces complex algebraic expressions. These expressions are then used to determine the complex expressions for \( x_{\text{rel.}} \) and \( x_{\text{abs.}} \). The mean square value of the response is determined by averaging the square of the real parts of \( x_{\text{rel.}} \) and \( x_{\text{abs.}} \) over one, or several complete response cycles according to the equations:

\[
\overline{x_{\text{rel.}}^2} = \frac{1}{T} \int_0^T \left[ \text{Real} \left( x_{\text{rel.}} \right) \right]^2 dt
\]

\[
\overline{x_{\text{abs.}}^2} = \frac{1}{T} \int_0^T \left[ \text{Real} \left( x_{\text{abs.}} \right) \right]^2 dt
\]

The root mean square response magnitudes are then found by taking the square root of the mean square responses. Similarly, the rms response velocities and accelerations can be determined by averaging \( \left[ \text{Real} \left( \dot{x}_{\text{rel.}} \right) \right]^2 \), \( \left[ \text{Real} \left( \ddot{x}_{\text{rel.}} \right) \right]^2 \), etc.
\[
\overline{x^2}_{\text{rel.}} = \frac{1}{T} \int_0^T \left[ \text{Real} \left( \dot{x}_{\text{rel.}} \right) \right]^2 \, dt,
\overline{x^2}_{\text{abs.}} = \frac{1}{T} \int_0^T \left[ \text{Real} \left( \dot{x}_{\text{abs.}} \right) \right]^2 \, dt
\]

The average power developed by the damper is easily determined from the equation

\[
P_{\text{ave.}} = \frac{3}{8} \overline{x^2}_{\text{rel.}}
\]

and the work done in time \((\Delta t)\) is then

\[
\text{Work} = P_{\text{ave.}} \cdot (\Delta t)
\]

Note that \(\Delta t\) is assumed to be much greater than the period of the response.

For the cases of combined sinusoidal input \(F(t)\) and \(\ddot{Y}(t)\), the expressions are lengthy and these appear in the table below the array of response equations. In these equations, the Kronecker delta function is used and is defined as follows:

\[
\delta(\omega_2 - \omega_1) = 1, \quad \omega_2 = \omega_1
\]

\[
\delta(\omega_2 - \omega_1) = 0, \quad \omega_2 \neq \omega_1
\]

The rms responses of the SDF system, shown in Table IX, to random Gaussian white noise type force and base accelerations, are easily constructed. First consider the relative deflection \(x_r\) of the mass \(m\) with respect to the massless base, or foundation. The differential equation of motion governing this response is

\[
m \ddot{x}_r + c \dot{x}_r + k x_r = F(t) - m \ddot{Y}(t)
\]

or

\[
\ddot{x}_r + 2 \Omega x_r + \omega_0^2 x_r = \frac{F(t)}{m} - \ddot{Y}(t)
\]

The steady state solution of this equation (33) is given by the equation

\[
x_r(t) = \frac{1}{2\pi} \int_0^t e^{-i\Omega(t-\tau)} \sin \sigma^*(t-\tau) \left( \frac{F(\tau)}{m} - \ddot{Y}(\tau) \right) \, d\tau
\]

(34)
where
\[ \sigma = \omega_0 \sqrt{1 - \xi^2} = \text{damped natural frequency} \]

This equation (34) can be written in the following more convenient form, preparatory to taking the Fourier transform of the equation:

\[
x_r(t) = \int_0^t h(t-u) \left[ \frac{F(u)}{K} - \ddot{Y}(u) \right] \, du
\]

\[ (35) \]

\[ h(t) = \frac{\omega_0}{\sqrt{1 - \xi^2}} e^{-\xi \omega_0 t} \sin \omega_0 t \]

(36)

Denoting the Fourier transforms of the quantities, \( x_r(t) \), \( h(t) \), \( F(t) \), and \( Y(t) \) by \( X_r(\omega) \), \( H(\omega) \), \( F(\omega) \), \( Y(\omega) \) and applying the Fourier convolution theorem, the associated Fourier transform of equation (35) is:

\[
X_r(\omega) = \left[ \frac{F(\omega)}{K} - \ddot{Y}(\omega) \right] H(\omega)
\]

where the Fourier transform of \( h(t) \), Eq. (36), is

\[
H(\omega) = \frac{1}{\left[ 1 - \left( \frac{\omega}{\omega_0} \right)^2 \right]^{1/4} + \frac{1}{Q^2} \left( \frac{\omega}{\omega_0} \right)^2} \quad ; \quad Q = \frac{1}{2 \xi}
\]

(37)

The power spectral density \( \Phi X_r(\omega) \) of the relative response is defined by the equation:

\[
\Phi X_r = \lim_{T \to \infty} \frac{\left| X_r(\omega) \right|^2}{T} = \lim_{T \to \infty} \frac{X_r(\omega) \cdot X_r^*(\omega)}{T}
\]

where

\[ X_r^*(\omega) = \text{complex conjugate of } X_r(\omega). \]

Now \( X_r(\omega) \) and \( X_r^*(\omega) \) are given by the equations:
\[
X_r(\omega) = \left[ \frac{F(\omega)}{K} - \frac{\ddot{Y}(\omega)}{\omega_o^2} \right] \cdot H(\omega)
\]

\[
X^*_r(\omega) = \left[ \frac{F^*(\omega)}{K} - \frac{\ddot{Y}^*(\omega)}{\omega_o^2} \right] \cdot H^*(\omega)
\]

so that

\[
\left| X_r(\omega) \right|^2 = \left[ \frac{-\hat{\omega}(\omega) F^*(\omega)}{K^2} + \frac{\ddot{\hat{\omega}}(\omega) \ddot{Y}(\omega)}{\omega_o^4} - \frac{F^*(\omega) \ddot{Y}(\omega)}{K\omega_o^2} - \frac{F(\omega) \ddot{Y}^*(\omega)}{K\omega_o^2} \right] H(\omega) H^*(\omega)
\]

\[
= \left[ \frac{\left| F(\omega) \right|^2}{K^2} + \frac{\left| \ddot{Y}(\omega) \right|^2}{\omega_o^4} - \frac{F^*(\omega) \ddot{Y}(\omega)}{K\omega_o^2} - \frac{F(\omega) \ddot{Y}^*(\omega)}{K\omega_o^2} \right] \left| H(\omega) \right|^2
\]

Dividing (38) through by the time duration, \( T \), and performing the limiting process, \( (T \to \infty) \) gives the equation

\[
\hat{\Phi}_X(\omega) = \left[ \frac{1}{K^2} \hat{\Phi}_F(\omega) + \frac{1}{\omega_o^4} \hat{\Phi}_Y(\omega) - \frac{\hat{\Phi}_F \ddot{Y}(\omega) + \hat{\Phi}_Y \ddot{Y}^*(\omega)}{K\omega_o^2} \right] \left| H(\omega) \right|^2
\]

where

\[
\hat{\Phi}_X(\omega) = \text{PSD of the relative response}
\]

\[
\hat{\Phi}_F(\omega) = \text{PSD of the force input}
\]

\[
\hat{\Phi}_Y(\omega) = \text{PSD of the base acceleration input}
\]

\[
\hat{\Phi}_F \ddot{Y}(\omega), \hat{\Phi}_Y \ddot{Y}^*(\omega) = \text{cross PSD functions of the force and acceleration inputs}
\]

Note that if \( F(t) \) and \( \ddot{Y}(t) \) are completely uncorrelated, then these cross PSD functions (defined more precisely in Section IV) are equal to zero.

The mean square relative displacement response, \( \bar{x_r^2} \), to random excitation is defined by the equation

\[
\bar{x_r^2} = \int_0^\infty \hat{\Phi}_X(\omega) \cdot df = \frac{1}{2\pi} \int_0^\infty \hat{\Phi}_X(\omega) \cdot d\omega
\]
where all PSD functions are in terms of "per cps" units. Substituting the above expression \((39)\) for \(\Phi X_r(\omega)\) in this integral and taking the square root of the mean square displacement response gives the rms relationships shown in Table IX.

The rms relative velocity and acceleration response can be obtained by replacing \(\Phi X_r(\omega)\) by \(\Phi \dot{X}_r(\omega)\) and \(\Phi \ddot{X}_r(\omega)\) according to the following relations:

\[
\Phi \ddot{X}_r(\omega) = \omega^2 \Phi \dot{X}_r = \omega^4 \Phi X_r
\]

Performing the integration over the entire frequency band as before gives the results shown.

The absolute response is easily determined from the following equation:

\[
X_{\text{abs.}}(t) = X_r(t) + \gamma(t)
\]

\[
= X_r(t) - \frac{\ddot{\gamma}(t)}{\omega^2}
\]

the Fourier transform of which is

\[
X_{\text{abs.}}(\omega) = X_r(\omega) - \frac{1}{\omega^2} \ddot{\gamma}(\omega)
\]

and hence

\[
\Phi X_{\text{abs.}}(\omega) = \Phi X_r(\omega) - \frac{1}{\omega^2} \Phi \ddot{\gamma}(\omega).
\]

Substituting for \(\Phi X_r(\omega)\) gives the PSD of the absolute response, the equations for which are as follows:

\[
\Phi X_{\text{abs.}}(\omega) = \left[ \frac{1}{k^2} \Phi F(\omega) + \frac{1}{\omega a^4} \Phi \dot{Y}(\omega) - \frac{\Phi \dot{Y}(\omega) + \Phi \ddot{Y}(\omega)}{\omega d_o^2} \right] |H(\omega)|^2 - \frac{1}{\omega^2} \Phi \ddot{Y}(\omega)
\]

The PSD functions \(\Phi \dot{X}_{\text{abs.}}(\omega)\) and \(\Phi \ddot{X}_{\text{abs.}}(\omega)\) are then determined according to the relations:

\[
\Phi \dot{X}_{\text{abs.}}(\omega) = \omega^2 \Phi \dot{X}_{\text{abs.}}(\omega) = \omega^4 \Phi \dot{X}_{\text{abs.}}(\omega).
\]

As before, integration of the entire frequency band gives the results shown in Table IX.
The rms responses for a constant spectral base velocity $\Phi Y(\omega)$ and a constant spectral base deflection $\Phi Y(\omega)$ can be derived from the preceding equations by the use of the following relationships:

$$
\Phi Y(\omega) = \omega^2 \Phi Y(\omega) = \omega^4 \Phi Y(\omega)
$$
$$
\dot{\Phi} Y(\omega) = -j\omega \Phi Y(\omega) = -\omega^2 \Phi Y(\omega)
$$
$$
\ddot{\Phi} Y(\omega) = j\omega \Phi Y(\omega) = -\omega^2 \Phi Y(\omega).
$$

In order to obtain the rms response to either a random force excitation or a random base excitation, it is merely necessary to drop the PSD functions, for which there is no corresponding excitation, in the general expression derived above.

It is noted that in performing the above integrations, the integrals $I_4, I_3, \ldots, I_8$, defined in Table IX, must be evaluated. Unfortunately, all of these integrals, except $I_0, I_1,$ and $I_2$, are infinite for the frequency range from $\omega = 0$ to $\omega = \infty$. Upper and lower cutoff frequencies, $\omega_U$ and $\omega_L$, for the excitation spectra $\Phi_F$, $\Phi_Y$, and $\Phi_Y$, are therefore defined in order to obtain more practical finite responses for the SDF system. The approximate expressions for these integrals are presented in Table IX, and, whereas the solutions of the integrals are exact for $I_3, I_1, I_0, I_1, I_2, I_3,$ and $I_5$, the solutions are only approximate for $I_4, I_2, I_4, I_6,$ and $I_8$, the latter being obtained by contour integration. For the approximate solutions, it was assumed that the cutoff frequencies were well outside of the bandwidth of the SDF system, say by 2 to 4 bandwidths. The higher the $Q$ of the system (i.e., the lower the damping), the better these approximations become. Approximate and simpler expressions for these integrals can be obtained by imposing the assumption that the excitation spectra are constant in the neighborhood of the system natural frequency and zero elsewhere, thus eliminating (approximately) the effect of either $\omega_L$ or $\omega_U$.

In order that the expressions appearing in Table IX may be more readily used in engineering, a consistent set of units, or dimensions, for all quantities in the table is presented below.

- $m$ : lb-sec$^2$/in
- $c$ : lb-sec/in
- $k$ : lb/in
- $F_0$ : lb
- $\dot{X}$ : in
- $\ddot{X}, \ddot{Y}$ : in/sec

193
\( \chi, \dot{\chi}, \gamma : \text{in/sec}^2 \)
\( \omega : \text{rad/sec} \)
\( \text{Work} : \text{lb-in} \)
\( \text{Power} : \text{lb-in/sec} \)
\( \Phi_F : \text{lb}^2/\text{cps} \)
\( \Phi \ddot{Y} : (\text{in/sec}^2)^2/\text{cps} \)
\( \Phi \dot{Y} : (\text{in/sec})^2/\text{cps} \)
\( \Phi Y : \text{in}^2/\text{cps} \)
\( \Phi^\prime F, \Phi^\prime Y : (\text{lb-in/sec}^2)/\text{cps} \)
\( \Phi YF, \Phi FY : (\text{lb-in/sec})/\text{cps} \)
\( \Phi^\prime YF, \Phi^\prime FY : (\text{lb-in})/\text{cps} \)
<table>
<thead>
<tr>
<th>EXCITATION SPECTRUM</th>
<th>RESPONSE PARAMETERS</th>
<th>AMPLITUDE RESPONSE</th>
<th>PEAK RESPONSE AMPLITUDE PROBABILITY DENSITY FUNCTION</th>
<th>AVERAGE POWER DISSIPATED</th>
<th>WORK DONE IN TIME (t)</th>
<th>NUMBER OF RESPONSE CYCLES IN TIME (t)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMS ABS. RESPONSE</td>
<td>RMS REL. RESPONSE</td>
<td>RMS ABS. RESPONSE</td>
<td>RMS REL. RESPONSE</td>
<td>RMS REL. RESPONSE</td>
<td>RMS ABS. RESPONSE</td>
</tr>
<tr>
<td>DISPLACEMENT</td>
<td>1/\sqrt{2\pi} x</td>
<td>1/\sqrt{2\pi} x</td>
<td>1/\sqrt{2\pi} x</td>
<td>1/\sqrt{2\pi} x</td>
<td>1/\sqrt{2\pi} x</td>
<td>1/\sqrt{2\pi} x</td>
</tr>
<tr>
<td>PHASE ANGLE</td>
<td>-\phi</td>
<td>1/\square{x}</td>
<td>1/\square{x}</td>
<td>1/\square{x}</td>
<td>1/\square{x}</td>
<td>1/\square{x}</td>
</tr>
<tr>
<td>VELOCITY</td>
<td>\omega^2 x</td>
<td>\omega^2 x</td>
<td>\omega^2 x</td>
<td>\omega^2 x</td>
<td>\omega^2 x</td>
<td>\omega^2 x</td>
</tr>
<tr>
<td>PHASE ANGLE</td>
<td>\pi/2 - \phi</td>
<td>1/\square{x}</td>
<td>1/\square{x}</td>
<td>1/\square{x}</td>
<td>1/\square{x}</td>
<td>1/\square{x}</td>
</tr>
<tr>
<td>ACCELERATION</td>
<td>\omega^2 x</td>
<td>\omega^2 x</td>
<td>\omega^2 x</td>
<td>\omega^2 x</td>
<td>\omega^2 x</td>
<td>\omega^2 x</td>
</tr>
<tr>
<td>PHASE ANGLE</td>
<td>\pi - \phi</td>
<td>1/\square{x}</td>
<td>1/\square{x}</td>
<td>1/\square{x}</td>
<td>1/\square{x}</td>
<td>1/\square{x}</td>
</tr>
<tr>
<td>RESPONSE AMPLITUDE PROBABILITY DENSITY FUNCTION</td>
<td>1</td>
<td>X_o - peak response displacement, either relative (REL) or absolute (ABS)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
x(t) = a(t) + b(t) + c(t) + d(t) + e(t) + f(t) + g(t) + h(t) + i(t) + j(t) + k(t) + l(t) + m(t) + n(t) + o(t) + p(t) + q(t) + r(t) + s(t) + t(t) + u(t) + v(t) + w(t) + x(t) + y(t) + z(t)
\]
<table>
<thead>
<tr>
<th>COMBINED SINUSOIDAL INPUTS</th>
<th>GAUSSIAN WHITE FORCES</th>
<th>GAUSSIAN WHITE FORCES</th>
<th>GAUSSIAN WHITE FORCES</th>
<th>GAUSSIAN WHITE FORCES</th>
<th>COMBINED GAUSSIAN FORCES</th>
<th>WHITE NOISE FORCES</th>
</tr>
</thead>
<tbody>
<tr>
<td>FORCE F(t); u(t)</td>
<td>NOISE FORCE ( F(t); u(t) )</td>
<td>NOISE ACCELERATION ( \ddot{Y}(t); (F(t); u(t)) )</td>
<td>NOISE VELOCITY ( \dot{Y}(t); F(t); u(t) )</td>
<td>NOISE DISPLACEMENT ( Y(t); (F(t); u(t)) )</td>
<td>FORCE F(t); ( F(t); u(t) )</td>
<td>NOISE VELOCITY ( \dot{Y}(t); (F(t); u(t)) )</td>
</tr>
<tr>
<td>RMS ABS. RESPONSE</td>
<td>RMS ABS. RESPONSE</td>
<td>RMS ABS. RESPONSE</td>
<td>RMS ABS. RESPONSE</td>
<td>RMS ABS. RESPONSE</td>
<td>RMS ABS. RESPONSE</td>
<td>RMS ABS. RESPONSE</td>
</tr>
<tr>
<td>( \theta )</td>
<td>( \theta )</td>
<td>( \theta )</td>
<td>( \theta )</td>
<td>( \theta )</td>
<td>( \theta )</td>
<td>( \theta )</td>
</tr>
</tbody>
</table>

- RMS REL. RESPONSE
- RESPONSE RESPONSE RESPONSE RESPONSE RESPONSE RESPONSE

\( \frac{k}{w_0} \)
\( \frac{1}{w_0} \)
\( \frac{k(t)}{w_0} \)
\( \frac{1}{w_0} \)
\( \frac{k(t)}{w_0} \)
\( \frac{1}{w_0} \)
\( \frac{k(t)}{w_0} \)

\( \frac{k}{w_0^2} \)
\( \frac{1}{w_0^2} \)
\( \frac{k(t)}{w_0^2} \)
\( \frac{1}{w_0^2} \)
\( \frac{k(t)}{w_0^2} \)
\( \frac{1}{w_0^2} \)
\( \frac{k(t)}{w_0^2} \)
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III. SUMMARY OF VIBRATION DATA FROM JET AIRCRAFT AND MISSILES

INTRODUCTION

The vibration engineer's "right arm" is most often his "data" which he has collected from his own experiments and from the experiments of others. This reliance on data does not necessarily imply a distrust of calculation or theory, rather it signifies the necessity for a reference frame which can be used to place the results of analytical endeavors in a proper order of magnitude. Further, this data supplies the necessary empirical constants for the analytical equations and is often useful in providing a first guess or estimate of the probable vibration environment for a new and untried aircraft or space vehicle.

This section is concerned with the vibration data which have been measured on a variety of aircraft and missiles and which have been made available to the authors by the efforts of engineers of both industry and government laboratories. It is well known that the majority of measured data are never published but, rather, due to the urgency of each successive project, lie in the rear of desk drawers and in the minds of individual engineers. This unfortunate situation is particularly prevalent in the vibration field because the majority of vibration engineers are primarily responsible for the solution of immediate and pressing problems. Therefore, once the data, which have been obtained in the analysis of a problem together with the analytical calculations which assist in obtaining solutions, have served their foremost purpose, they often become dormant, and known only to those who performed the actual work. However, if vibration analysis is to progress as a science, at the rate demanded by the new challenges which face the vibration engineer, much greater dissemination of data, together with pertinent analysis of its import, is required.

The purpose of this section is the presentation of vibration data, the comparison of data obtained in different classes of vehicles and different flight phases, and an analysis of the broad trends which can be of assistance in the prediction of vibration environments. However, before discussing the data themselves, it is necessary to consider some of the circumstances regarding the measurements and analysis.
ORIGIN OF VIBRATION DATA

The nature and quality of reported vibration data is profoundly influenced by the techniques employed in selecting, locating and mounting the vibration transducers, and by the recording and analysis of the data, in addition to the procedures utilized in designing and specifying the test conditions. These many requirements regarding measurement procedures are not always simultaneously attainable and consequently, much data must be obtained under less than desirable circumstances.

Historically, the methods of obtaining and analyzing vibration data have revolved about available instrumentation and the nature of individual problems. Prior to the 1930's most data were acquired by mechanical gadgets such as vibrating reeds, direct mechanical oscillographs and light beam indicators. As the electronic capabilities increased, the multi-channel ink and photographic oscillographs gained favor, tracing the amplified electronic signal generated in strain gauge accelerometers and moving coil velocity pickups. The analysis of these oscillograms was simple for relatively pure sinusoids but became rather tedious when visual and mechanical methods were required to obtain a Fourier analysis of a complex trace composed of many sinusoids. However, although the electrical output of the transducers was occasionally recorded on film soundtracks, as in the Mirrograph or on record disks, it was not until the development of magnetic tape, that the oscillograph had a serious competitor. It is fortunate that magnetic tape development preceded today's random vibration phenomena, for it is difficult to imagine the analysis of random vibration without sophisticated electronic filters, distribution analyzers, correlators, and the many associated graphic recording devices.

There are many factors which determine the selection of the transducers which are installed in aircraft or space vehicles to determine the vibration environment. These factors include, besides availability: frequency range, vibration sensitivity, weight, linearity, etc. The locations of the transducers are determined by the type of information desired, the availability of space, recording or telemetering channels, convenience of mounting, and a host of other practical considerations. The validity and applicability of the recorded data clearly depend upon the proper consideration of all of these factors and the thorough calibration of the entire system to insure that the final data has been appropriately corrected.

In this sequence of over-all system calibration, it is often tacitly assumed that the electrical signal from the transducer, after correction for the various transducer response characteristics, represents the vibration environment at the locations of the transducer. The validity of this assumption depends upon the vibratory characteristics of the bracket or structure on which the transducer is mounted. Naturally, when a transducer weighing only a few ounces or less is firmly attached to a piece of heavy machinery, the transducer mass cannot influence the machine's vibration. Further, since it is well known that even this lightweight transducer should not be mounted on a lightweight panel because it might influence the panel's vibration, the extremely lightweight strain gauge is often more appropriate.
Although for many practical situations these rough rules of thumb give adequate guidance, the problems in the provisions of suitable mounting for pickups on lightweight structure can be quite subtle. These subtleties result from the desire to extend the frequency range of vibration data to several thousand cycles per second, and at the same time utilize a transducer whose mass can resonate in this frequency range on its bracket or with a portion of the lightweight structure to which it is supposedly attached. These often unexpected mechanical mounting resonances, if not determined prior to the measurement, can cause large distortions in the final data and its interpretation.

The seriousness of possible mounting resonances is illustrated in Figure 3b, where most significant vibration amplitudes appearing in the reduced acceleration data are shown to result from resonances of the transducers on the mounting bracket. The corrections which were applied to the data by Blake (Reference 1) resulted from his method for finding the natural vibration characteristics of the "installed" transducer. His technique consists of the application of a standardized shock to the case of the transducer by a small portable shock device. The device produces a known force for the pulse time which can be varied between 10 and 30 milliseconds. An analysis of the resulting transient output from the transducer defines the transducer-mount transfer function, including a definition of the generalized mass of the local structure.

A paper by Boulton (Reference 2) on the measurement of rocket thrust variations to frequencies of 4,000 cps is another fine example of the explicitness needed in differentiating between the casual output of a pickup and the desired quantity. In this case it was shown how the thrust variations over a broad frequency band were obtained from a strain gauge located at a point in the interconnecting structure between the rocket and its base. The entire dynamic system was analyzed and revised to finally yield a design for the interconnecting and base structure with sufficient stiffness to provide meaningful high frequency data. The upper limiting frequency of this system was defined by calibration and analysis, and its natural frequencies were never in danger of being interpreted as excitation frequencies. The resulting mechanical system allowed only one natural frequency in the band of interest and the response was quite flat except for the one sharp resonance.

Although a detailed discussion of vibration measurement and analysis procedure is beyond the scope of this section (see for example References 3 and 4 for additional discussion), the discussion of the data which follows must be preceded by brief consideration of the filter bandwidths employed in the data analysis and the final form of data presentation.

In the past, the form of data presentation has been predicated on the type of transducer and the analysis procedure. Therefore, most early vibration data are reported in terms of the displacement of the motion which was the quantity most often obtained from mechanical vibration pickup. This trend continued, even with the development of velocity transducers and electronic recording oscillographs, often by employing electronic integration of the transducer output, so that the
Figure 61. Example of Missile Vibration Data Without and With Correction for Bracket Resonance from Blake, Ref. 1.
recording was made directly in terms of displacement. Various methods were utilized in the description of the displacement trace, double amplitude, peak-to-peak amplitude, single amplitude, etc. These descriptions were very usable for sinusoidal and complex sinusoidal motion and were directly available to the engineer who analyzed the oscillogram.

However, the use of displacement as the primary quantity for final data presentation has been gradually superseded in the aircraft and missile industry by the use of quantities related to the acceleration of the motion. This transition appears to result from the widespread popularity of accelerometers for most measurements which involve an extended frequency range. Accelerometer data which are readout from oscillograms, usually previously filtered through electronic filters, are most often reported as peak acceleration ratio in a/g units, mean peak and, occasionally, in the terms of the peak distribution. However, acceleration data which are readout on vacuum tube voltmeters are given as root mean square or mean square per cycle, and in some cases a complete distribution of either the instantaneous amplitudes or the peak amplitudes are given.

Obviously, there are a multitude of quantities which can be utilized for data presentation. Unfortunately, few of these quantities can sufficiently specify the actual vibration to enable accurate comparison with other vibration data which are presented in other terms, except where actual statistical distributions are presented.

Furthermore, the form of data presentation and its interpretation is intimately linked with the bandwidth of the filter utilized during analysis. Filter bandwidth is particularly important when data are reported in terms of "Power Spectral Density," which has become a popular practice. In most cases "Power Spectral Density" refers to mean square acceleration per cycle; however, it may refer to velocity or displacement, as discussed in Section II. The spectral density concept is very convenient in defining random processes, as will be seen in Section IV where the mathematical implications of this concept are made clear. However, when data are reduced to mean square values per cycle, the usual data reduction procedure is the measurement of the mean square or root mean square amplitude in a finite bandwidth and the reduction of this mean square value to the "per cycle" basis by dividing by the bandwidth. This simple arithmetic procedure may be very misleading if the filter bandwidth is too wide for the phenomenon under analysis. Since data are often analyzed in either octave, one-half, one-third and one-sixth octave bandwidths, as well as 100 cps, 50 cps, 20 cps, 5 cps and 2 cps bandwidths, etc., many problems may occur.

The potential difficulties can be readily seen in the example of Figure 82, which was taken from reference 5. Here, a recorded signal from an accelerometer is analyzed by three filters, each having differing bandwidths; one cps, one octave, and 100 cps. In each case the data have been converted to mean square acceleration ratio per cycle (Power Spectral Density). The actual acceleration consists of several interrelated sinusoidal components, superimposed on a continuous random acceleration, and is accurately portrayed by the one cycle bandwidth filter.
Acceleration level per cycle per second

\[ 10 \log \left( \frac{a}{g} \right)^2 - 10 \log \Delta f \] in dB re \( 10^{-6} \) g

Figure 22. Comparison of Analysis of a Spectrum with Filters having Different Frequency Bandwidths and Reduction to a Per-cycle Basis.
However, when either the octave band or 100 cps bandwidth levels are reduced to mean square acceleration ratio per cycle, they indicate an amplitude intermediate between the actual continuous random mean square acceleration per cycle and the mean square amplitude of the sinusoidal components. For the 100 cps bandwidth filter, this discrepancy is most severe at the low frequencies and less severe at the high frequencies. The converse is true for the octave bandwidth. Now, it is recognized that the example shows sinusoids, rather than resonant peaks of random vibration, superimposed on the continuous random level. However, the problem of analysis bandwidth is similar for both cases.

Another illustration of this situation can be seen in Figure 83 which gives the mean square acceleration ratio for the data of Figure 82 as directly measured by the filter prior to dividing by the bandwidth. It is clear that large discrepancies between the various results still exist, although the one-sixth octave appears to give a usable, or interpretable, result with this particular spectrum and at the higher frequencies the 100 cps bandwidth becomes fairly accurate.

Although the purpose of this discussion is to illustrate the analysis problem, rather than to discuss its solution in the necessary detail, a few general comments are appropriate. First, the use of a broad band filter for final analysis of vibratory phenomena is justified only when similar data have been found to have continuous spectra, or when the actual vibration amplitudes are too small to be of concern. If neither of these criteria is met, it is normally preferable to sample the vibration recordings, with filters whose bandwidths is of the order of, or less than, the bandwidths of the vibration phenomena, to distinguish discrete frequency components, resonant peaks excited by random forcing functions, and continuous random vibration. Second, it appears misleading to reduce data analyzed through the wide band filters to a spectral density basis unless, and only unless, the vibration is known to be of a continuous spectral distribution. Third, it is advisable to determine the distribution of peaks for all important frequency regions in the vibration spectra, such as the resonance peaks, since the availability of a distribution enables comparison of data which are read out in differing fashions as, for example, an oscillograph and a voltmeter, and is of importance for both the fatigue and equipment malfunction problem areas.

The various major difficulties which arise in the comparison of vibration data taken by several organizations, assuming all data have been corrected for the usual response factors, stem directly from the three problem areas discussed in this sub-section. In fact, comparison of much of the valuable data presently available is only possible when the data are transferred to an arbitrary standardized presentation form. For this standardization certain ground rules were followed which were felt to introduce the least error in determining and comparing the various empirical trends. The data which are available had been reduced by filters of one-half octave, 100 cps bandwidth and a series of smaller bandwidths ranging down to 2 cps. The results were reported as displacement or acceleration in terms of mean square per cycle, rms for the bandwidth, mean peak, etc. Statistical distributions of either peak amplitude or instantaneous amplitude were also occasionally presented.
Figure 83. Comparison of the Analysis of a Spectrum with Filters Having differing Frequency Bandwidths, and presentation of the Data as the Mean Square Amplitude for the Total Bandwidth.
To obtain standardization, all acceleration data were converted to the rms amplitude for the original bandwidth. Where the analysis bandwidth was narrower than the bandwidth of the resonance phenomena, the energy under the particular resonance was summed and the result reduced to the rms amplitude which is associated with the single resonance. Sinusoids, where identifiable, were considered separately as appropriate to each of the summary figures. Where only the maximum mean square amplitudes per cycle of resonant peaks were reported, the rms value for the total resonant vibration associated with each peak was estimated over the resonance bandwidth associated with a Q of 15, which seems typical of many missile structures. Where mean peak data were given for the value of resonance vibration it was assumed that the resonant peak amplitudes would follow a Rayleigh peak distribution and the rms amplitude was computed by dividing the mean peak amplitude by 1.19.

VIBRATION IN JET AIRCRAFT

Although the major emphasis throughout this report is on space vehicles, the examination of empirical vibration data for the space vehicle is assisted by direct comparison with the more familiar aircraft vibration environment. For this reason, the summary of aircraft vibration presented by Crede and Lunney (Reference 6) is duplicated here. The data have been converted from displacement amplitude, as given originally, to root mean square acceleration ratio to be consistent with other data in this section.

Figure 84 gives the summary of jet fighter data which were gathered at various flight conditions and from many locations on structures in the respective aircraft. Although the details regarding each of these data are not precisely known (see Reference 6), they are considered representative of the vibration environment in the conventional jet fighter aircraft.

It is interesting to note that the median line fitted to the data almost represents a line of constant velocity, which is proportional to the acceleration divided by the frequency. Further, when these data were examined to determine the median and the 85% limit, it was found that their logs are almost distributed normally, whereas the distribution of the linear amplitudes was very skewed. It might be presumed that that data were acquired from several transducers randomly located on each aircraft, and recorded at random portions of the flight profile. It may be also assumed that the maximum amplitudes represent the more severe flight conditions, say takeoff, jet noise and maximum dynamic pressure (q) flight, and the lower amplitudes represent less severe flight conditions. The tendency in the data toward a log normal distribution suggests that the duration of the more severe vibration occupies a significantly shorter period of time during a typical mission than does the duration of the lower amplitude vibrations. This might be anticipated from direct observation during flight, and it is similar to the log normal distributions found in gust fatigue problems.

Figure 85 gives similar data from Crede and Lunney for the B47 and B52 aircraft. As can be seen from the medians for these two aircraft, the B52 vibration environment is significantly higher than that measured for the B47. Although this difference may result from the positions of the transducers, which are not known.
Figure 84. Acceleration in Jet Fighter Aircraft (After Crede & Lunney, Ref. 6).
Figure 85. Acceleration in Jet Bomber Aircraft (After Grade and Lunney, Ref. 6).
to the authors, it may also be the logical result of the higher noise exposure of
the B52, particularly in the near field of the engines under the wing, and from the
higher maximum flight performance for the B52. Again, the data for each of these
aircraft tend to follow the log normal distribution and appear to represent, more
nearly, constant velocity amplitude rather than constant acceleration or displace-
ment.

VIBRATION IN MISSILES

The vibration environment in a missile varies rapidly with time during a typical
flight profile. This rapid variation can be illustrated by the continuous record-
ing of the noise in a forward compartment of a small ground-to-ground missile. It
might be noted that a recording of noise is illustrated rather than a recording of
vibration simply because of the availability of the former.

Figure 86 from Reference 7 illustrates the several phases of noise or vibration
environment which are usually found in missile flight data. The rocket noise at
launch provides a high level of vehicle response, which decreases rapidly as the
vehicle leaves the pad and accelerates. However, as vehicle velocity increases,
the pressure fluctuations in the turbulent boundary layer increases, the pressure
in magnitude and the vehicle response begins to increase. The transients shown on
the graphic level recording represent a shock as the vehicle velocity exceeded Mach 1
and a second shock when the sustainer engine was ignited. As can be seen, the
response continued to increase until the maximum dynamic pressure was reached, at
which time in the flight profile the boundary layer pressure fluctuations are
maximum. As the vehicle continued to accelerate into less dense atmosphere, the
q decreased, as did the response. However, when the vehicle descended into more
dense atmosphere in the terminal portion of the flight, the vehicle q and response
both increased.

It was evident from Figure 86 that the two most severe vibration environments are a
result of rocket noise at launch, and aerodynamic phenomena at maximum q. The
relative severity of these two forcing functions and their responses in a specific
vehicle depends on many factors, including the flight profile and the launch con-
figurations, as discussed in Part I of this report. It should be noted that, for
some vehicle types, other forcing functions may also be of comparative severity.

The quest for missile vibration data which has general application toward empirical
correlation studies is very laborious and difficult. This difficulty results from
the problems encountered by vibration engineers in industry when they are forced to
compete with other important groups for the assignment of telemetering channels.
In most cases, this competition severely limits the number of transducers which can
be utilized and requires commutation of the various transducers. Furthermore, these
limitations require that potential problem areas and important equipment receive
priority for transducer locations, so that ideal surveys, which phase vibration at
various structural locations throughout the vehicle, are seldom realized.

Figure 87 presents data obtained at the launch of rocket powered ballistic missiles
from transducers located on structure in the middle and forward positions of the
Figure 86. Graphic Level Recording of Variation of Overall Noise Level Inside Forward Compartment of a Small Missile During its Flight.
Figure 87. Missile Launch Accelerations Obtained on Structure in Forward Half of Vehicle.
vehicles. The data were obtained from References 8 - 23, which include five missiles which have gross launch weights less than 15,000 lbs., and three missiles which have gross launch weights in the 100,000 - 300,000 lb. range. The lightweight vehicles are denoted by open symbols and the heavier missiles by the solid symbols. It is evident from the figure that the vibration amplitudes in the heavy missiles are on the order of 20 to 25% of the amplitudes measured in the lightweight vehicles.

Figure 88 gives similar data for the vibration at maximum q flight phase for six missiles, four of which are lightweight and two of which are in the heavyweight class. Again, it is clear that the vibration of the heavy missile is significantly lower than the vibration of the light missiles. It is noted that the vibrations given in the figure are thought to result only from pressure fluctuations in the boundary layer along the vehicle's skin. Thus, the figure does not include the data from a missile which responded to the high turbulence created by the wakes of its dive brakes or another vehicle which was excited by base pressure fluctuations. These two known special cases of aerodynamic excitation are discussed in Part I.

Figure 89 presents available data for vibration of missile structure located near the engine. There is a rather large scatter in the data, but no consistent division is seen between light and heavy missiles. Rather, it appears that much of the data represents high level vibration and a smaller proportion of the data represents lower level vibration. This is not at all unexpected because of the large variability in structure for the various locations, as well as the variability of the vibratory energy output of different types of rocket engines.

Figure 90 summarizes the data obtained on four pieces of equipment, two of which are located in each of two types of the heavy missiles. The range of data represents many repeat flights with the transducers located at the same positions. In general, the vibration appeared to be sinusoidal at several harmonically related frequencies which were generated by the particular equipment. Obviously, these data represent specific cases and are included here only because of the large amount of data measured on each of these equipments, and to give a feeling for the amplitudes which might be encountered on or near equipment vibratory sources. However, the prediction of vibration near any equipment vibratory source should be predicated on measurements of the specific type of equipment.

COMPARISON OF AIRCRAFT AND MISSILE VIBRATION TRENDS

In each of the figures in the preceding discussion of aircraft and missile vibration a median curve was fitted to the data. These curves, taken from Figures 84, 85, 86, 87, and 88, are summarized in Figure 91. As was shown in the original data figure, the median of the data for the B52 exceeds that for the B47, whereas the median for the jet fighter vibration data lies between the medians of the two bombers. The medians for light missile launch and maximum q flight are generally higher than those for the aircraft, whereas the medians for the heavy missiles are significantly lower and are of the same order as the jet fighter and B47 vibration. Note that the vibration on structure located near the rocket engine is considerably higher. Thus, this figure clearly demonstrates that the severe portions of the
Figure 88. Missile Flight Accelerations on Structure in Forward Half of Vehicle and Obtained Near Maximum Dynamic Pressure, Flight Phase.
Figure 89. Missile Flight Accelerations on Structure Adjacent to Rocket Engine.
Figure 90. Range of Accelerations for Four Types of Self-Excited Missile Equipment.
Figure 91. Summary of Median Curves for Aircraft and Missile Accelerations
vibration environment in the light missiles generally exceeded those experienced in high performance jet aircraft. However, the vibrations in the heavy missiles of the ICBM and ICBM category, have been generally of the same order as those of the aircraft.

It should be noted again that the relative severity of launch and maximum q flight phase vibration depends upon both the flight profile and the launch configuration. For example, all of launch data result from surface launches rather than silo launches. A comparison of the surface launch noise environment with the silo launch noise environment based on the information in Part I, Section II, indicates that the magnitude of vibration might be on the order to 3 to 5 times greater in a silo than on the surface. Thus, the silo launch vibration equipment for heavy missiles might be expected to approach the surface launch vibration environment in the light missiles.

The median curves in Figure 91 indicate that the aircraft acceleration data increase proportionately with increasing frequency. This indicates that the median vibration has essentially constant velocity, regardless of frequency. This constant velocity characteristic has considerable implication if one considers the total rms vibration over the entire bandwidth of the measurement. For example, when the aircraft data are recorded in terms of acceleration, the total acceleration measured by a meter over the entire bandwidth is predominantly determined by the high accelerations which occur at the higher frequencies. Thus, the total rms acceleration for a measurement will be significantly higher if the upper limit of the measurement is 1000 cps rather than, say, 500 cps. On the other hand, since the vibration is characterized by constant velocity, a meter reading of total velocity over the entire bandwidth from a signal proportional to velocity, would be less affected by the high frequency cutoff of the measurement system than would the total measured rms acceleration. Consequently, comparisons of total velocities over the measurement bandwidth for different aircraft tend to be more meaningful than comparisons of total acceleration. However, the missile vibration seems to increase with increasing frequency at a rate intermediate between constant acceleration and constant velocity. Hence, use of acceleration as the final form of data presentation tends to emphasize the amplitudes at high frequencies, whereas use of velocity would similarly emphasize the lower frequencies.
EMPIRICAL PREDICTION OF VEHICLE VIBRATION

The ultimate objective of this report is to assist the engineer in his understanding of the phenomena which are responsible for, or control, the vibration in a space vehicle, and to assist him in the prediction of the resulting vibration environment. As is the case in many young technologies, where the state of the art is not sufficiently complete to enable direct analytical solutions of specific problems, or when the analytical approach involves excessive complexity, it is desirable to attempt to derive direct empirical correlations which may be utilized as predictive tools and which define apparent trends.

The success of these empirical correlations generally depends upon the degree with which the correlating parameters represent the actual physical phenomena under study, and their actual scaling laws. In addition, the development of an empirical correlation which will stand the test of time often depends upon the relationship between the presently available range of each of the parameters and the range of the parameters which will eventually be encountered. For example, empirical correlation of jet noise from data which represents only a small range of jet velocities would, in all probability, not result in a proper scaling law for the velocity parameter, and in consequence, be a very inaccurate predictive tool for velocities which differ significantly from those considered. The preceding cautionary factors represent the basic hazards of the empirical approach, and suggest that empirical correlations be re-examined constantly to assure that they remain consistent with advances in the general "state of the art."

Direct Correlation of Noise and Adjacent Structural Vibration in Aircraft

One approach to the correlation of vibration response of aircraft with external noise has been previously suggested by Convair (References 24-26). This correlation was obtained by directly comparing the external sound pressure level on the B-58, resulting from jet engine noise, to the vibratory response of adjacent internal structure. Thus, vibration measurements in the nose of the aircraft were compared directly to sound pressure levels measured on the external skin of the nose section, and vibration measurements in the aft end of the aircraft were compared to sound pressure levels measured on the external skin of the aft skin, etc. Since the external noise environment on the B-58, and other types of jet aircraft, varies considerably from the relatively low noise levels forward to the very high levels toward the aft end, a comparison of this type includes a range of external noise levels of the order of approximately 30 db.

As an example of this direct approach, consider the noise exposure of the Snark missile illustrated in Figure 92. The external noise level at launch results from two rocket boosters which are mounted beside the fuselage and exhaust alongside the after portion of the fuselage. As can be seen from the octave band sound pressure levels (spl), the noise environment at the fuselage stations aft of the nozzles is very high.

It might be noted that the Snark noise environment is the most severe of any aircraft type missile and is certainly comparable to the most severe environment that
Figure 92: Internal and External Acoustic Environment of the Snark Missile
would be expected for any ballistic missile utilizing present engine and launch concepts. Of course, this severity results from the positioning of the nozzles alongside the fuselage, rather than at the aft end. Incidentally, this location was not selected in ignorance of potential noise problems, but rather as a necessary location for boosters which were added to a weapon system to give it a zero launch capability after the airframe had been designed for conventional takeoff. Therefore, the location of the boosters and their thrust axes were determined by the center of gravity and aerodynamic characteristics of an existing airframe. The ensuing severe acoustic environment resulted in a very extensive test program which has been described in References 27 and 28.

At the time when this work was undertaken, it was not universally recognized that the vibration response at launch was the result of the external noise rather than the result of vibration transmitted directly to the structure from the engine or booster. Consequently, one of the more interesting phases of the Snark test program was the comparison of vibration response for two series of restrained firings, one series with the boosters normally attached to the airframe, and the second series with the boosters completely detached, but in their normal position relative to the airframe. The tests conclusively proved that the vibration response resulted from acoustic excitation only, and that response to direct engine vibration was not significant in comparison. It might also be noted that the noise reductions shown on Figure 92 in the forward compartments, which have no internal acoustical absorption, are typical for a lightweight external skin (.19 in. magnesium). The higher reductions illustrated for the after compartments are the result of added internal acoustical absorption material.

If the response of the internal structure is directly proportional to the adjacent external noise field, it should be possible to obtain the constant of proportionality by comparing the responses measured near a given station with the external noise at that station. Furthermore, if the structure is similar throughout the fuselage, it would be expected that the constant relating external noise with adjacent response would be unchanged as a function of position and, hence, noise level along the fuselage, as proposed by Convair.

This comparison has been made for several frequency bands, including the overall noise and vibration levels and five octave frequency bands in Figure 93 through 98. Note that the slight differences in noise level represent different firings, whereas each group of data associated with a given noise level represents a specific fuselage station. In addition, the acceleration data include transducers oriented in various directions, but all attached to actual airframe structure.

As might be expected, the data exhibit considerable scatter, so that it is possible only to estimate a trend line through the points. However, more significant than the scatter is the slope of the trend line. Note that if the acceleration amplitude increases by a factor of ten for an increase of 20 db sound pressure level, a direct linear relationship exists between the internal structural vibration amplitude and the adjacent external sound pressure amplitude. In this event, the trend line through the data gives the constant of proportionality between external sound and internal vibration.
Figure 93. Correlation Between the Vibration Level and the External Acoustic Excitation of the Snark Missile - OAL Levels.
Figure 94. Correlation Between the Vibration Level and the External Acoustic Excitation of the Shark Missile - 20-75 cps Octave Band.
Figure 95. Correlation Between the Vibration Level and the External Acoustic Excitation of the Snark Missile - 75-150 cps Octave Band.
Figure 96. Correlation Between the Vibration Level and the External Excitation of the Shark Missile - 150-300 cps Octave Band
Figure 97. Correlation Between the Vibration Level and the External Acoustic Excitation of the Snark Missile - 300-600 cps Octave Band.
Figure 98. Correlation Between the Vibration Level and the External Acoustic Excitation of the Snark Missile – 600-1200 cps Octave Band.
However, if the trend line has a slope of less than unity, as is the case of the low frequency data for the Snark in Figures 93 through 95 and for the low frequency Convair data in Figure 99, a direct linear relationship between internal vibration and adjacent external sound pressure cannot be proved by the correlation. Several factors might, individually or collectively, be responsible for slopes less than unity. These factors include:

(a) Structure borne transmission of vibration from high external noise level areas to those of lower external noise level.

(b) Non-uniform structure throughout the fuselage (which undoubtedly contributes to scatter.

(c) Non-linear response of the structure.

(d) Unfortunate selection of transducer location with respect to modal response.

Before considering any of these factors in more detail, it is helpful to examine the slopes of the trend curves as a function of frequency. Figure 100 summarizes the results of this type of direct correlation for four aircraft-type structures, including the B-56 of Reference 29 together with Snark, B-58, and B-52. The upper portion of the figure gives the slopes of the trend curves and the lower portion of the figure gives the average rms acceleration for each octave band when the adjacent external octave band sound pressure level is 150 db. It is clear from Figure 100 that some correlation between adjacent external noise may exist above 150 cps for the Snark and at the higher frequencies for the other aircraft where the slopes of the trend curves approach unity. Since a large number of randomly selected transducer locations are included in the various surveys, it is doubtful that the accidental location of transducers with respect to the various vibration modes accounts for the lower slopes at the lower frequencies. Similarly, since several experiments give the same general conclusion with regard to the trend curves, it is not felt that structural non-uniformity is a particular factor in the determination of the slope of the trend curve, although it undoubtedly is a most significant factor in the scatter of the individual data.

The role of nonlinear behavior in the structure cannot be evaluated with respect to the trend curves from the available data. However, it is considered to be less important than the fact that the response at any general position in the structure is given by the sum of the noise energy transmitted directly to adjacent structure, plus the noise energy received at more remote locations and transmitted as vibratory energy through the structure to the position. Thus, at higher frequencies better correlation would be expected between adjacent acoustical excitation and response because the vibrational energy transmitted through the structure from remote locations has been attenuated and makes only a minor contribution. Conversely, at low frequencies the vibrational energy transmitted from the areas which have the highest external noise levels to those with lower external noise levels would be expected to exceed the local excitation. This general result might be anticipated since the attenuation of vibratory energy transmitted by bending waves
Figure 99. Sound Pressure Level vs. RMS Acceleration for Two Frequency Bands.
(a) Comparison of Slopes of Trend Curves

(b) Comparison of Absolute Values at 150 db

Figure 100. Summary of Aircraft Empirical Correlation of External Noise with Acceleration of Adjacent Structure.
along the fuselage is essentially constant per wavelength, as shown in Section IV from measured Snark data. Thus, the high frequency energy suffers considerably more attenuation than does low frequency energy when both are transmitted for the same distance through the fuselage.

It is felt that the results of this direct correlation technique are encouraging in the higher frequency range where a measure of correlation is achieved. Furthermore, the results point toward a method of summing the contribution to the response from local external excitation and remote external excitation. However, in the lower frequency range the results are essentially negative. Consequently, any application of these results in the prediction of aircraft vibration should proceed with great caution.

Correlation of Ballistic Missile Launch Noise and Response

The vibration data given in Figures 87 and 88 for structure forward of the engine area of ballistic missiles during both launch and maximum dynamic pressure flight, consistently showed that the vibration environment of the large and heavy missiles was significantly less than the vibration of the smaller and lighter missiles. This suggests that the next generation of space vehicle launch platforms which are anticipated to be considerably larger than the present ICBM's, might have even less severe vibration. On the other hand, changes in launch configuration, engine parameters, or maximum q could result in increases. It is, therefore, desirable to determine an empirical relationship between the response and the forcing function, appropriately modified by the vehicle’s structural parameters.

It is believed that an empirical correlation can be found by equating the available energy of the forcing function with the mechanical energy of the resulting vibration. It is fundamental that these two quantities are related since all of the incident acoustical energy which is absorbed by the vehicle must result in vibration and be dissipated through damping. Unfortunately, the results of this approach have been inconclusive, probably indicating insufficient sophistication in the definition of one or more of the pertinent parameters.

However, an alternative approach to the correlation of the launch acoustical forcing with vehicle response appears to give encouraging results, and will be discussed in detail. As will be shown in subsequent sections, complicated (and even simple) structure has many resonances, distributed throughout the frequency range, which occur at frequencies above its fundamental resonance frequency. Consequently, the response of structure to a random forcing function, which has energy approximately equally distributed over a broad frequency range, exhibits many resonant peaks. Similarly, the majority of the missile launch data in Figure 87 is representative of the vibration amplitudes associated with one or more of the many resonances which occur in the missile.

It is well known that the natural vibration characteristics of many complex structures can be approximated by individual consideration of each resonance or mode of vibration, assuming it to be essentially unaffected by, or decoupled from, any other mode. The response of the vehicle in any one of these modes can be obtained
from expressions similar to those developed for the single degree of freedom if an appropriate definition can be obtained for the amount of the total mass which is involved in actual vibratory motion, and for the effective or "generalized force" on the vehicle. Viewed in this perspective, the total response of the vehicle at any location is simply the sum of the contributions from all of the vehicle's vibratory modes.

In Section II it was stated that the mean square displacement response of a single degree of freedom system to a continuous random forcing function was given by:

$$\bar{x}^2 = \frac{Q}{4k^2} w_n P^2(f)$$

where

- \(\bar{x}^2\) is the mean square displacement,
- \(Q\) is one divided by twice the damping ratio,
- \(w_n\) is the natural frequency in radians/second
- \(P^2(f)\) is the mean square force per cycle per second, and
- \(k\) is the stiffness of the system.

The mean square acceleration ratio \(\frac{\bar{a}^2}{g}\) associated with this response can be readily derived from (1) to give:

$$\frac{\bar{a}^2}{g} = \frac{w_n Q}{4W^2} F^2(f)$$

where

- \(W\) is the weight of the mass.

In order to apply this simple concept of the single degree of freedom system to the empirical correlation of multi-mode missile vibration, it is necessary to consider the relationship between the generalized force and generalized mass of the vehicle with the single forcing function and single mass in the single degree of freedom solution. As shown in Section IV, the generalized force on a panel in a space vehicle resulting from acoustic excitation depends, in addition to the actual magnitude of the sound pressure, primarily upon the spatial correlation of the sound pressure, or the distances over which the pressure is in phase, in relationship to the distance between nodes in the panel's bending response. It is also known that when acoustic phenomena are similar, except for a scale factor, their spatial correlations are similar when compared on a wave number basis. Here the nondimensional wave number \(k*\) is equal to the number of radians per unit distance \((\frac{\lambda}{\lambda_c} = k*)\) times
a distance characteristic of the size of the object or missile. Here, $k^*$ equals the wave number $(1/\lambda, \lambda = \text{wave length}), w$ equals the frequency, $(\text{rad/sec}),$ and $a_0$ equals the speed of sound. For the purpose of this correlation, $r$ is defined as the radius of the vehicle, and it is assumed that the spatial correlation is essentially similar at launch for geometrically similar vehicles and similar launch configurations when compared at equal values of $k^*r$.

Continuing with the panel, the natural frequency of any mode of two geometrically similar panels varies inversely with the ratio of the panel dimensions (or the scale factor). Consequently, since the distance between nodes on the panel varies directly with the scale factor, the relationship between the scaled spatial correlation of the sound pressure and the scaled shape of the bending panel remain unaltered when compared on a constant $kr$ basis. It can also be shown that the generalized mass of the scaled panel would be the same proportion of the total mass for the same mode of vibration. Hence, it would be expected that any empirical correlation for geometrically similar structures would be a function of $(k^*r)$ and that for this purpose, (2) should be written

$$\left(\frac{d}{d'}\right)^2 = \frac{\beta^2 G \cdot P^2(r)}{\lambda m^2}$$

where $\beta^2$ represents the constant of proportionality for all factors in Eq. (2) and is a function of $(k^*r)$.

It is clear that both the damping in the structure and the type of structure will affect any correlation of response with forcing function, as both additional damping or additional stiffness in a specific vehicle will reduce the response for a fixed forcing function. Therefore, in absence of sufficient data describing these two factors for the various missiles of Figure 87, a constant $Q$ of 15 was assumed for all missiles and all natural frequencies. The missile weight $(W)$ was taken as the gross launch weight, but the stiffness variable remains in the correlation as an additional unknown.

The forcing functions were calculated for surface launch of each of the eight missiles represented in Figure 87, utilizing Figures 8 and 13 from Part I, together with the appropriate engine parameters. The actual value of mean square force per cps was obtained by integrating the predicted mean square pressure per cps over the entire vehicle to determine the average mean square pressure per cps on the vehicle and multiplying this result by the square of the vehicle's surface area. It is obvious that this quantity cannot represent the true generalised force on the vehicle, but it should be proportional to the generalised force for constant values of $k^*r$. Eq. (3) was then solved for $g$ for each of the $(\frac{d}{d'})$ data points in Figure 87.

The results are given as a function of $k^*r$ in Figure 101 and as a function of frequency in Figure 102. The correlation appears only slightly better when compared with wave number rather than frequency, but certainly cannot lead to a definite preference.
Figure 10.1: Variation of the Parameter \( \beta \) with \( k \) for the Data of Figure 9.7, where 

\[
\frac{A(g)}{v^2} = \frac{\beta}{\sqrt{\Delta g}}
\]
Figure 102. Variations of the Parameter $\beta$ with Frequency for the Data of Figure 87

where 

$$\beta = \frac{4 \left( \frac{R}{g} \right)^2 w^2}{\nu \Omega \overline{r^2(r)}}$$
Figure 103. Cumulative distribution of data from figure 101 for KR ≥ 1.
Considering Figure 101, \( \beta \) appears to be almost constant, slowly decreasing with increase wave number. The standard deviation of 20 log \( \beta \) is approximately 6 db, which indicates that 68% of the values of \( \beta \) are between 0.5 and 2.0, as seen in the histogram of Figure 103. Although it would be desirable to effect a reduction in the scatter of the values for \( \beta \), it is actually somewhat surprising that the scatter is so small when all the assumptions are considered. Several comments are pertinent, including:

First, it is improbable that all of these missiles are dynamically similar, since a wide variety of structural design concepts are represented.

Second, the forcing functions have been estimated through necessity, as insufficient measured launch noise data has been made available. While it might be thought that the use of an estimator rather than measured data would help to insure consistency, the estimation did not consider minor and largely unknown variations in rocket deflectors and other configuration details.

Third, it was assumed that \( Q \) has a constant value of 15 for all missiles and all frequencies where \( Q \) probably varies between one-half and twice this value.

Fourth, it is well known that the launch noise environment has a relatively short duration and that the response cannot always be considered stationary from the statistical viewpoint. Consequently, variation in response can be expected at the same location for different launches or short duration engine runups.

Fifth, the scatter at various transducer locations and various flights of one missile is seen to be almost as great as the total scatter in the figure.

When these and other factors are considered, the results of this correlation are encouraging. Perhaps the most startling result is the fact that the mean value of \( \beta \) is approximately one, as in the single degree of freedom case. This indicates that the ratio of generalized force to generalized mass remains constant with wave number, and that the method of obtaining the forcing function fortuitously gives the ratio exactly equivalent to the single degree of freedom case.

It would be highly desirable to test this empirical correlation with additional data and, wherever possible, substitute measurement for calculation and assumption. It would be desirable also to test an extension of these concepts to the maximum dynamic pressure portion of flight; however, the necessary flight parameters were not available for such an extension. In lieu of this test, it appears that the value of \( \beta \) in Figure 101 could be utilized, together with the boundary layer pressure fluctuation forcing function in Section III of Part I, to estimate this response.

As a final note on the broad trend exhibited between vibration amplitude and weight of missile, the data obtained in the calculations indicated that the mean square acceleration at a constant value of \( kr \) varies roughly inversely with the square of the radius of the missile, or inversely with the two-thirds power of the gross weight. This relationship, illustrated in Figure 104, is subject to innumerable
restrictions and should be interpreted only in this vein. For example, a change in launch configuration to a silo might bring a five-fold increase in the vibration, or less, depending upon the acoustical treatment in the silo. Also, a change in the thrust-weight ratio, mass-stiffness ratio, damping, type of rocket stream, etc., can each affect this generalization, and should be interpreted analytically with Figure 10 as a possible guide or reference.
Figure 103a. Approximate Trend for Surface Launch Acceleration as a Function of Gross Launch Weight Based on Present Vehicles and Engines.
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IV GENERAL CONCEPTUAL APPROACH TO STRUCTURAL VIBRATIONS

INTRODUCTION

The purpose of any investigation of the structural vibration of space vehicles is ultimately to determine the reliability of the structure and the on-board equipment through the prediction of fatigue life and load carrying capacity of the structural elements and the ability of equipment to properly function under the induced vibration. Both engineering analysis and direct testing are used to supply the needed information to determine this reliability. Analysis is generally used where relatively simple mathematical models of the structure and the applied forces provide sufficiently accurate results. Tests are used where such ideal models fail to account for certain significant parameters which involve complexities in the structure and the vibration stimulus. It is generally more desirable to have analysis and test complement each other by providing an independent check over common areas. This adds to the reliability, and often to the accuracy of the data obtained. Analysis further provides a basic insight into the physical character of a given problem area, thus providing a basis for developing still better prediction methods and also providing for the improvement of testing procedures. It is felt, therefore, that the breadth of prediction by analytical techniques should be increased to account more accurately for the various parameters affecting structural response.

It is intended in this chapter to consider the structural response problem from a conceptual approach, and thereby to show what information generally is required to predict response and to present in a broad form the equations that should be used to obtain this result. A flow diagram has been constructed in Figure 104 which contains, in block form, a summary of the specific type of data that would be available at each step of an ideal vibration analysis. Also included in this diagram are the symbols chosen to represent each block of data and the general relationships which exist between the various groups of data.

For most engineering vibration problems, a complete knowledge and description of the source of excitation, the applied force, and the structural mobility will not be available, nor will the actual mathematical relationships be as simple as those shown—these may not even be defined mathematically. However, the diagram and the discussion have been made sufficiently general to cover most of the significant vibration problems of concern, and they are further made fairly complete so as to permit a better assessment of how far some present analyses are forced to deviate from an accurate prediction method.

A short discussion of excitation sources is given which essentially discusses the distinction between the actual disturbance source and the applied forces and pressures acting on the structure, showing the need, in some problem areas, for defining a transfer function relating these two. This is felt to be important since during flight the characteristics of the mechanism of transfer may change. A discussion is then given of the forcing function used to define these applied forces and pressures. Since these forces are generally random in nature, the statistical
Figure 104. General Vibration Flow Diagram From the Source of Excitation to Final Response.
properties of the forcing function are discussed in detail in order to show generally what information is required to define the forces and how this information may be obtained. The physical interpretations of the various statistical parameters used, such as power spectral density functions, mean square averages, auto- and cross-correlation functions, are discussed which lead to a derivation of the equations for the time correlation coefficient. The next discussion considers the interpretations of space-time correlation coefficients for fluctuating pressures over the surface of the vehicle. Equations are then presented for the generalised force input to the structure in terms of these space-time correlation coefficients which lead naturally to the definition and equation for the commonly used quantity called joint acceptance. The joint acceptance of a panel acoustically excited is presented. Once the applied forces are fully defined, it is possible to discuss the mobility of the structure to these forces and the general problem of determining structural response, which discussion is presented next. In order to bring these various concepts into focus on an actual problem, the vibrations of a panel to far-field acoustic excitation are discussed along with a derivation of the governing equations. The discussion in this section is then concluded with the presentation of a special case of the two degree of freedom problem—resonance-on-resonance.

EXCITATION SOURCES

Vibration excitation sources and their characteristics are discussed in detail in Part I report and are considered here only in a general fashion to show their role in the over-all vibration problem and to indicate possible areas of difficulty.

These sources of excitation can be divided into four major categories: acoustic noise, various types of aerodynamic disturbances, free atmospheric disturbances, and mechanical disturbances. Each of these categories consists of essentially different types of disturbances which create a wide variety of forces on the structure, and may include localized forces acting at fixed points, pressure disturbances over areas of the structure ranging from the relatively small to those of the entire vehicle external skin, and forces and pressures which are essentially stationary (spatially) or propagating over the structure.

Excitation sources are often defined by quasi-source parameters which do not always define the actual source phenomenon, but which partly describe the effects which these stimuli create on the structure. As an example, rocket engine acoustic excitation is often defined in terms of the distribution of sound pressure level over the skin. Also, rocket engine combustion instabilities are defined in terms of the force acting on some structural link attached to the engine.

Figure 104 shows a more detailed breakdown of the process which actually occurs. The phenomena causing the excitation are generally located either in the medium surrounding the vehicle or within on-board equipment and thus seldom occur directly on the structure. A propagation, or transfer, is required between the source and the structure in order for these to produce actual forces on the structure. The parameters presently being used to define a number of sources must therefore account for both of these effects. When more detailed information and a better understanding of the excitation sources are available, it may ultimately be desirable, where
practical, to separate the source parameters from the propagation or transfer parameters. As shown in Figure 104, \( \Phi_E \) symbolizes very generally the function or functions which define the actual source, and \( T_{E,F} \) represents the function, or functions which transfer the disturbance, defined by \( \Phi_E \), to forces on the structure.

It is usually assumed that the various sources of excitation can be considered as independent in predicting structural response. However, for similar types of sources, such as aerodynamic sources, coupling may occur which, because of nonlinearities, will produce a combined source whose characteristics are different from those of the original sources. For example, coupling may occur between attached shock waves, boundary layer disturbances, base pressure fluctuations, and acoustic noise. For refined predictions, such coupling effects may be of considerable interest.

The response of certain structural elements of the vehicle constitutes a second type of coupling which can alter the characteristics of the excitation source. This coupling is shown symbolically in Figure 104. Burning instabilities of liquid rocket engines, for example, may induce excitation of the fuel feed lines which in turn cause pressure fluctuations in the combustion chamber. Mechanically-induced vibrations originating within certain equipment items will feed back through the equipment and may, under some circumstances, alter the internal unbalanced forces causing the response. Skin panel response to boundary layer disturbances form another example of this type of coupling by altering the shape and thickness of the boundary layer and also by producing additional pressure fluctuations which travel downstream to further alter the boundary layer.

Response of the structure is also important in the production of new sources of excitation. The additional sources may in some cases be of secondary importance such as the acoustic noise generated within the closed pressurized vehicle by skin response to external acoustic excitation. On the other hand, response of the entire structure to free atmospheric disturbances can produce significant aerodynamic forces resulting from angle of attack changes which clearly are not part of the original source of excitation.

It is desirable therefore to isolate the source parameters from those of the propagation or excitation-to-force transfer parameters, and also to determine the source-to-source coupling, the response-to-source coupling, and the response-to-source initiation parameters. This may be very difficult to do at the present time and for many types of excitation and structures this may never be feasible. However, conceptually this does represent a more systematic approach to the over-all description of what is generally classified as excitation sources.

Since the sources of excitation often consist of random-type phenomena, the description of \( \Phi_E \) must be statistical. For these cases, the transfer function, \( T_{E,F} \), must carry the excitation statistical parameters over to the statistical description of the applied random forces. Since the statistical definitions used for different types of sources vary widely and since these are discussed in generalities in the Part I report, they are not discussed here.
The purpose of Part I of this report, in addition to the general description of various sources of excitation, was to define as well as possible the actual applied forces on the structure. The present section is chiefly concerned with the parameters used to define the general force function, the statistical description of random forces, and possible response-to-force coupling that may occur.

The general forcing function, denoted by $\Phi_F$, is shown in Figure 10 as the product of the excitation function, $E$, and the excitation-to-force transfer function, $T_{EF}$. This is a symbolic equation which merely indicates the combined effect of these two functions, and will not always be mathematically separable into the product form, except for very special cases.

The parameters used to define the general force function, $\Phi_F$, are spatial distribution over the structure (including position, $x$, and direction, $\psi$), and the distribution with respect to time, $t$, of the oscillatory force (or pressure) amplitude, $F$, frequency, $\omega$, and phasing, $\phi$. $\Phi_F$ may therefore be represented as

$$\Phi_F(x, \psi, F, t, \omega, \phi)$$

The actual form used for $\Phi_F$, in practice may vary, depending upon the definable properties of the applied force. If the applied force is random, $\Phi_F$ may be in the form of some statistical average such as the power spectral density function or correlation function. If the force amplitude, $F$, is definable in terms of position, $x$, direction, $\psi$, and time, $t$, then the more convenient mathematical form can be used,

$$F(x, \psi, t)$$

where the frequency, $\omega$, and the phasing, $\phi$, are implicit properties of this function.

The force function, $\Phi_F$, may be well defined in terms of each of the above parameters, such as that shown in the following diagram, and expressed by the accompanying equation:

$$F(x, \psi, t) = \sum_{n=1}^{n} A_n(x, \psi) \cdot \cos (\omega_n t + \phi_n)$$

$A_n(x, \psi) = \text{known functions of position, } x, \text{ and direction, } \psi.$
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If the force acts at a discrete set of points on the structure, then the functions, \( A_n(x, V) \), will be discrete in the variables \( x \) and \( V \). Such a force distribution may be due to the internally-generated vibrations of on-board equipment mounted at multiple attach points. If the force acting is in the form of a pressure over an area, then \( A_n(x, V) \) will be continuous functions of \( x \) and \( V \).

Generally, however, the force function is not well defined, and it is often known to be random in one or more of the parameters, since the excitation source phenomena causing the forces are usually random in nature. Random forces, or force components, are definable only in terms of the statistical averages of estimated or measurable properties of the force, such as the mean, mean square, correlation functions, and power spectral density functions. Well defined forces do not, in themselves, present any difficulty in the vibration response problem, and can usually be treated separately from the random forces. The remainder of this section is therefore concerned with the statistical description of applied random forces and/or pressures. The form of the force function, \( F(x, y, t) \), that is used in the following discussion is \( F(x, y, t) \) and other forms are presented in the terms of this one.

The force amplitude, \( F(x, y, t) \), may have a random variation with respect to time, \( t \), and with respect to its spatial distribution over the structure in terms of position \( x \) and direction, \( y \). Numerous examples of random variation with time and position exist among the various acoustic and aerodynamically generated forces acting on the vehicle surface. Random variation with direction, \( y \), is not so common, since fluid media applied pressures act normal to the surface skin. If, however, the pressures are integrated over the surface to produce a net force, as in the case of lift and drag due to atmospheric gusts, the resulting force vector may have a random variation with direction. The statistical description of \( F(x, y, t) \) must therefore consist of both time and space averages.

At the present time, only the first few time and space averages are used because of the limited quantity of accurate data available for a statistical analysis. A complete description of \( F(x, y, t) \) can be given, however, only when all of the corresponding joint probability distribution functions and their dependence upon time are known. It would seem that such a complete description of random force functions will never be attained under any circumstances and fortunately, for practical engineering applications this will be unnecessary. However, improvements can and should be made to advance the state-of-the-art by investigating more statistical averages than are presently used. Justification for this lies in the fact that the accurate prediction of structural fatigue life depends upon the accuracy of response predictions, which can be made with no greater degree of certainty than that of the information used to describe the stimulus.

**Statistical Properties of the Random Force, \( F(t) \)**

Of the statistical averages presently used, the most common are concerned with the amplitude, \( F(t) \), of an oscillatory, unidirectional random force acting at a fixed point, and which contains a continuous spectrum of frequencies with arbitrary phasing. Although the statistical averages are difficult and time consuming to obtain in practice (unless electronic computing devices are used), the necessary expressions and concepts are easily established.
Statistical averages must be determined from a sample of data obtained from repeated experiments or trials of the same random process. For the case being discussed, these sample data would consist of a set of N records, $F_k(t)$, $k = 1, 2, 3, \ldots, N$, obtained from measurements of $F(t)$ at some fixed point, $x$, and direction, $\psi$, on the vehicle over the same time period for repeated flights of the same type vehicle. For example, a flush-mounted microphone located at a given position on the vehicle skin could record the amplitude variation of sound pressure level at $x$ during numerous launchings or flights. Different vehicles (even the same type of vehicle in design and performance) will have slightly different characteristics and will often be launched under varying conditions of thrust, trajectory, weather, etc. The characteristics of the random process causing $F(t)$ will thus change from record to record and it may be impossible to obtain two records of the same random process. Unless the variation between the different records is very significant, the individual random processes occurring during each flight could be thought of as being part of a more general random process whose variation is sufficiently broad to include the variations between the different force amplitude–time records.

By knowing the time scale equivalence between the various $F_k(t)$ records, and by aligning these time coordinates along a vertical scale, the force amplitudes, $F_k(t)$, as shown below in Figure 105, constitute an "ensemble." This ensemble statistically represents the random process which characterizes $F(t)$.

![Figure 105: An Ensemble of Measured Time Histories of Force](image-url)
Unless the simplifying assumptions of stationarity and ergodicity (discussed below) are imposed on this random process, the statistical averages of \( F(t) \) will vary with time and hence must be determined from this ensemble by averaging over the amplitudes \( F_k(t) \) for each fixed time, \( t_i \), say \( t_1, t_2, t_3, \ldots \). The mathematical expressions for the mean, mean square, standard deviation, autocorrelation function, and power spectral density function are listed below for a general nonstationary, non-ergodic force function \( F(t) \). These expressions are given for the exact case in terms of known probability density functions, \( P_F(z) \), and for the approximate case where these are not known. The symbol \( E[A] \) is used here to denote the expected or mean value of the random variable, \( A \).

- **Mean:**
  \[
  E[F(t_1)] = \overline{F(t_1)} = \int_{-\infty}^{\infty} z \cdot P_F(z, t_1) \cdot dz \approx \frac{1}{N} \sum_{k=1}^{N} F_k(t_1)
  \]

- **Mean Square:**
  \[
  E[F^2(t_1)] = \overline{F^2(t_1)} = \int_{-\infty}^{\infty} z^2 \cdot P_F(z, t_1) \cdot dz \approx \frac{1}{N} \sum_{k=1}^{N} F_k^2(t_1)
  \]

- **Standard Deviation:**
  \[
  \sigma(t_1) = \sqrt{\overline{F^2(t_1)} - \overline{F(t_1)}^2}
  \]

- **Autocorrelation:**
  \[
  E[F(t_1) \cdot F(t_2)] = \overline{F(t_1) \cdot F(t_2)} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} z_1 \cdot z_2 \cdot P_F(z_1, t_1; z_2, t_2) \cdot dz_1 \cdot dz_2 \approx \frac{1}{N} \sum_{k=1}^{N} F_k(t_1) \cdot F_k(t_2)
  \]

- **Power Spectral Density:**
  \[
  S_F(\omega) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} F(t) \cdot F(t+\tau) dt \cdot d\tau,
  \]
  where \( t_1 \) corresponds to \( t \), and \( t_2 \) corresponds to \( t+\tau \).

\( P_F(z, t_1) \) is the probability density function for the amplitude, \( F(t) \), at time \( t = t_1 \), and equals the probability that at \( t = t_1 \) the amplitude \( F \) lies in the interval \( z < F < z + dz \)
$P_F(z_1, t_1; z_2, t_2)$ is the joint probability density function for $F(t)$, which equals the probability that $F$ lies in both of the intervals,

$$z_1 < F < z_1 + dz \quad \text{at} \quad t = t_1$$

$$z_2 < F < z_2 + dz \quad \text{at} \quad t = t_2$$

The $P_F(\cdot)$ functions are obtained by sampling the various $F_k(t)$ records for fixed values of $t = t_i$, and constructing the usual relative frequency-of-occurrence graphs. Such a graph is shown in Figure 106 below for approximating $P_F(z, t_1)$.

The joint probability density function, $P_F(z_1, t_1; z_2, t_2)$, is a function of two variables, $z_1$ and $z_2$, and hence is geometrically described by a surface. This surface is approximated in the same manner as the curve shown above, except that the increment $\Delta F$ must be replaced by the area increment $\{\Delta F, \Delta F'\}$ as shown in Figure 107.

The larger the data sample size, $N$, and the smaller the amplitude intervals tested (i.e., the smaller the $\Delta F$ or the smaller the $\Delta F$, $\Delta F'$ area) the more accurately the force probability density functions can be determined.
It is clear from the above discussion how the higher order ensemble statistical averages of \( F(t) \) can be obtained. The mathematical expressions for a few of these are:

\[
E \left[ F^n(t_1) \right] = \int_{-\infty}^{\infty} z^n \cdot P_F(z, t_1) \cdot dz = \frac{1}{N} \sum_{k=1}^{N} F^n_k(t_1), \quad n = 1, 2, 3, 4, \ldots
\]

\[
E \left[ F^n(t_1) \cdot F^m(t_j) \right] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} z_1^n \cdot z_2^m \cdot P_F(z_1, t_1; z_2, t_j) \cdot dz_1 \cdot dz_2
\]

\[
\approx \frac{1}{N} \sum_{k=1}^{N} F^n(t_1) \cdot F^m(t_j), \quad n, m = 1, 2, 3, 4, \ldots
\]

\[
E \left[ F^n(t_1) \cdot F^m(t_j) \cdot F^r(t_g) \right] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} z_1^n \cdot z_2^m \cdot z_3^r \cdot P_F(z_1, t_1; z_2, t_j; z_3, t_g) \cdot dz_1 \cdot dz_2 \cdot dz_3
\]

\[
\approx \frac{1}{N} \sum_{k=1}^{N} F^n_k(t_1) \cdot F^m_k(t_j) \cdot F^r_k(t_g), \quad n, m, r = 1, 2, 3, 4, \ldots
\]
A very simple interpretation of these probability density functions can be given which shows how the statistical properties of \( F(t) \) are defined in increasing detail with a knowledge about the higher order joint probability density functions, Reference 1. The following diagram illustrates the probability, \( \mathbb{P}_F(F_1, t_i) \cdot \Delta F_1 \), that \( F(t) \) passes through the narrow slit, \( (F_1, F_1 + \Delta F_1) \) at \( t = t_i \). For a complete description of \( F(t) \), this information will be known for each value of \( t \).

The next diagram illustrates the probability that \( F(t) \) passes through two slits, \( (F_1, F_1 + \Delta F_1), (F_2, F_2 + \Delta F_2) \) at \( t = t_1 \) and \( t = t_2 \) respectively.

Similarly, for the third order joint probability density function.
The more joint probability density functions that are evaluated and the more combina-
tions of times used in this evaluation, the more accurately \( \Phi_F \) will be defined.

In order to simplify the problem of obtaining the above ensemble statistical
averages, it is often assumed that the random process which it characterizes is
stationary. This implies that the averages are invariant with respect to time. Thus, the ensemble mean, \( \bar{F}(t) \), and mean square, \( \bar{F}^2(t) \), may be determined at any
time, \( t \). All of the force amplitudes, \( F_k(t) \), used to obtain these averages must
correspond to the same value of \( T \). The autocorrelation function which generally
depends upon two values of \( t \), say \( t_i \) and \( t_j \), will now depend only upon the time
difference, \( \tau \), between \( t_i \) and \( t_j \). The mathematical expressions for the first few
statistical averages, shown above, reduce to the following simpler forms for a
stationary random process:

Letting \( t_0 \) be equal to any time,

Mean: \( \text{E}[F] = \bar{F} = \int_{-\infty}^{\infty} s \cdot F_F(s, t_0) \cdot ds \approx \frac{1}{N} \sum_{k=1}^{N} F_k(t_0) \)

Mean Square: \( \text{E}[F^2] = \bar{F}^2 = \int_{-\infty}^{\infty} s^2 \cdot F_F(s, t_0) \cdot ds \approx \frac{1}{N} \sum_{k=1}^{N} F_k^2(t_0) \)

Standard Deviation: \( \sigma = \sqrt{\bar{F}^2 - \bar{F}^2} \)

Autocorrelation: \( \text{E}[F(t_0)F(t_0+\tau)] = R_F(\tau) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} z_1 \cdot z_2 \cdot F_F(z_1, t_0; z_2, t_0+\tau) \cdot \)

\( dz_1 \cdot dz_2 \approx \frac{1}{N} \sum_{k=1}^{N} F_k(t_0) \cdot F_k(t_0+\tau) \)

Power Spectral Density: \( S_F(\omega) = 2 \int_{-\infty}^{\infty} e^{-i\omega \tau} \cdot R_F(\tau) \cdot d\tau \)

The more familiar symbol, \( R_F(\tau) \), is used here for the autocorrelation function
in place of \( F(t_0) \cdot F(t_0+\tau) \). Since the autocorrelation function, \( R_F(\tau) \), of the
stationary random process is independent of time, \( t \), the time integral found in the
expression for power spectral density, page 248, becomes:
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\[
\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} F(t) \cdot F(t + \tau) \cdot dt = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} R_F(\tau) \cdot dt = R_F(\tau),
\]

thus giving the much simpler expression for power spectral density shown here.

With the assumption of stationarity, the higher order statistical averages shown on page 249 become:

\[
E[F^n] = \int_{-\infty}^{\infty} z^n \cdot F_F(z, t_0) \cdot dz \approx \frac{1}{N} \sum_{k=1}^{N} F_k^n(t_o), \quad n = 1, 2, 3, 4, \ldots
\]

\[
E[F^n(t_0) \cdot F^m(t_0 + \tau)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} z_1^n z_2^m F_F(z_1, t_0; z_2, t_0 + \tau) \cdot dz_1 dz_2
\]

\[
\approx \frac{1}{N} \sum_{k=1}^{N} F_k^n(t_o) F_k^m(t_o + \tau), \quad n, m = 1, 2, 3, 4, \ldots
\]

\[
E[F^n(t_o) \cdot F^m(t_o + \tau_1) \cdot F^r(t_o + \tau_2)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} z_1^n z_2^m z_3^r F_F(z_1, t_0; z_2, t_0 + \tau_1; z_3, t_0 + \tau_2) \cdot dz_1 dz_2 dz_3
\]

\[
\approx \frac{1}{N} \sum_{k=1}^{N} F_k^n(t_o) F_k^m(t_o + \tau_1) F_k^r(t_o + \tau_2), \quad n, m, r = 1, 2, 3, 4, \ldots
\]

If the ensemble is composed of time records of \(F(t)\) which are sufficiently long, the ensemble statistical averages may change significantly with time, such as that shown in Figure 108 for a single time record. The random process associated with this \(F(t)\) is clearly nonstationary, however, it may be segmented into time intervals, \((0, t_1), (t_1, t_2), (t_2, \ldots)\), such that during each interval the random process can be assumed stationary. Stationary statistical averages can then be determined for each segment. Only one record of the ensemble is shown here, but it is assumed that this one is typical of most of the \(F_k(t)\) records in the ensemble, with respect to the locations.
of the ends of the stationary segments. If this record is not typical of all but a negligibly small number of the N ensemble records, then considerable error may be introduced by assuming stationarity over these segments.

A further simplifying assumption is usually made—that the random process which characterizes \( F(t) \) is ergodic. The combined assumptions of stationarity and ergodicity imply, in addition to the invariance of the ensemble statistical averages with time, that any one of the \( F_k(t) \) samples of \( F(t) \) is statistically equivalent to the entire ensemble. Thus, the statistical averages defining the random force function, \( F(t) \), may be obtained by timewise integrations, thereby eliminating the immediate requirement for the probability density functions. The mathematical expressions for the statistical averages then become:

**Mean:**
\[
E[F] = \bar{F} = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} F(t) \, dt
\]

**Mean Square:**
\[
E[F^2] = \overline{F^2} = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} F^2(t) \, dt
\]

**Autocorrelation:**
\[
E[F(t) \cdot F(t+\tau)] = R_F(\tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} F(t) \cdot F(t+\tau) \, dt
\]

**Power Spectral Density:**
\[
S_F(\omega) = 4 \int_{0}^{\infty} R_F(\tau) \cdot e^{-i\omega\tau} \, d\tau
\]

Figure 108: Time Record of a Nonstationary Random Force Function
The higher order statistical averages can also be obtained from time averages under
the assumptions of stationarity and ergodicity. Expressions for these are given
below:

\[ E[F^n(t)] = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} F^n(t) \cdot dt \]

\[ E[F^n(t) \cdot F^m(t+\tau)] = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} F^n(t) \cdot F^m(t+\tau) \cdot dt \]

\[ E[F^n(t) \cdot F^m(t+\tau_1) \cdot F^p(t+\tau_2)] = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} F^n(t) \cdot F^m(t+\tau_1) \cdot F^p(t+\tau_2) \cdot dt \]

(etc.)

where \( n, m, \ldots = 1, 2, 3, 4, \ldots \)

Although the probability density functions are not required in obtaining the statistical
averages of \( F(t) \) for a stationary and ergodic random process, these functions
are of importance, as discussed in Section II, and should be determined. A method
has already been outlined for approximating these functions from ensemble samplings.
Time averages are often used when an adequate and representative ensemble is not
available. Hence, when the assumptions of stationarity and ergodicity are imposed,
the probability density functions may have to be obtained from a single time record
of \( F(t) \). The diagram presented in Figure 106 for approximating \( P_F(z,t) \) is still
valid, except that \( P_F(z,t) \) becomes \( P_F(z) \), and the data sample would consist of say
\( N \) values, \( F(t_k), (k = 1, 2, \ldots, N) \), of \( F(t) \) measured at even intervals of time as
shown in Figure 10 below. It is important that \( \Delta t \) be sufficiently small to ensure

\[ F(t) \]

\[ \Delta t \]

\[ t \]

Figure 109: Amplitude Sampling of \( F(t) \) at Even Intervals of Time.

that the highest frequency amplitude variations are weighted equally with those of
the lower frequencies. Bendat, Reference 2, indicates that at least two sample
readings per cycle should be made for the highest frequencies and that 10 to 20
sample readings per cycle might be practical estimates. The joint probability
density functions, \( P_F(z_1, t; z_2, t + \tau) \) would be calculated as indicated in Figure 107 except that the data samples would consist of pairs of readings in Figure 109, each element of any pair being spaced at \( \tau \) = time apart. A different distribution conceivably could be obtained for each different \( \tau \). It is now quite clear how any higher order joint probability density functions can be obtained for a single record, \( F(t) \), in view of the expressions presented on pages 252 and 253.

The mathematics required to establish the expressions which have been presented thus far for the statistical averages of \( F(t) \) and the intricate mathematical implications of the above assumptions, such as ergodicity, are beyond the scope of this report. Detailed derivations and descriptions of these are presented in a number of textbooks on the statistical analysis of random processes, such as References 1, 2, 3, and these should be consulted for more detailed information. Only a few brief comments are made here concerning the practical engineering aspects of the statistical description of \( F(t) \) in terms of the above mathematical expressions.

All of the above expressions for time averages involve integrations over negative time and, because of the limiting process, require infinitely long records. These restrictions are of a theoretical nature and although these will never be satisfied in practice, they may be closely approximated. Stationarity of the random process assumes, by definition, that the effects of all starting transients can be neglected and hence, that the process has always occurred with no changes in its statistical properties (i.e., it began at \( t = -\infty \)). Also, the exact statistical averages of the random process can only be obtained if the sample size is infinite, which necessitates infinitely long records. For practical applications, this type of precision is unwarranted and sufficiently accurate results can be obtained for finite, but large, data samplings. All of the above analytical expressions for time averages may therefore be replaced by expressions of the form

\[
\frac{1}{T_2 - T_1} \int_{T_1}^{T_2} \{ \} \, dt
\]

Some degree of non-stationarity exists in most random processes which have a physical origin, so that ensemble averages should be used in determining the statistical properties of \( F(t) \). This, however, is undesirable at the present time for a number of reasons. First, the quantity of data generally available for statistical analysis, in practice, is often meager and of limited accuracy. This is due, in part, to the difficulties encountered in duplicating any given random process, which thus restricts the number of ensemble sample records that accurately represent the particular random process being investigated. It is important to note that even though numerous records and/or long time records may be available, they may contain spurious information introduced by the influence of other random or non-random physical processes.

Secondly, when adequate and accurate representative samplings are available, the data reduction can be a heavy task. As shown above, it is necessary to obtain statistical averages for many times, \( t_1, t_2, t_3, \ldots \) (theoretically an infinite
number) and all combinations of these times, \((t_1, t_2), (t_1, t_3), (t_2, t_3), \ldots, (t_1, t_2, t_3), (t_1, t_3, t_4), \ldots\), etc. It would thus certainly be necessary to use high speed digital computers if a statistical analysis of any quality were to be made.

Finally, there is a great desire on the part of analysts to take full advantage of the simpler time averaging expressions which are valid for stationary and ergodic random processes. Analog computing techniques are readily available, and relatively easy to program, which can efficiently determine at least the first few, and most important, statistical averages. The assumptions of stationarity and ergodicity are therefore widely used with segmented time records, as a first approximation of the statistical averages.

The following block diagrams show the simple procedure for obtaining the mean, mean square, autocorrelation function, and power spectral density function for a single time record \(F(t)\) by means of electronic analog techniques. The function \(F(t)\) must be fed into the circuitry from magnetic tape.

**Figure 110: Block Diagrams of Electronic Analog Circuits for Computing Statistical Averages**
In practice, the length of the time records of $F(t)$ may be relatively short, and in real time may contain only one second or less of recorded data. In order to increase the sample size, the ends of the magnetic tape may be joined, forming a loop, which can then be repeatedly analyzed electronically many times as a continuous uninter-
rupted $F(t)$ signal. This effectively increases the time duration of the random process and assumes that the process is stationary.

If a number of representative samples of $F(t)$ are available, and if electronic analog techniques are to be employed, the statistical averages may be evaluated as time averages for each record and the set of statistical results obtained from all of the samples may then be further averaged as an ensemble. For example, if the mean value, $F_k$, has been determined for each of $N$ records ($k = 1, 2, 3, \ldots, N$), by the expression,

$$ F_k = \frac{1}{T} \int_0^T F_k(t) \cdot dt $$

the ensemble mean $\overline{F}$, of all the $N$ records is given by the expression,

$$ \overline{F} = \frac{1}{N} \sum_{k=1}^{N} F_k $$

Similarly for the mean square, and autocorrelation function:

$$ \overline{F^2} = \frac{1}{T} \int_0^T F_k^2(t) \cdot dt $$

$$ R_F(\tau) = \frac{1}{T} \int_0^T F_k(t) \cdot F_k(t+\tau) \cdot dt $$

$$ \overline{F^2} = \frac{1}{N} \sum_{k=1}^{N} \overline{F_k^2} $$

$$ R_F(\tau) = \frac{1}{N} \sum_{k=1}^{N} R_{F_k}(\tau) $$

The ensemble power spectral density function would then be most conveniently determined from the resultant autocorrelation function $R_F(\tau)$ using the expression

$$ S_F(\omega) = 4 \int_0^{\infty} R_F(\tau) \cdot e^{-i\omega\tau} \cdot d\tau $$
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If in future analyses, computing equipment and programs become available to determine both ensemble and time averages for segmented records, the choice of the proper method to use should be based upon the number of samples available and the length of these samples. Bendat, Reference 2, indicates that many samples of short records are more efficiently analyzed by ensemble techniques, with time averages employed for a small number of long records.

Interpretation of the Statistical Averages of F(t)

It should be noted that all of the above expressions for the mean, mean square, and autocorrelation function are independent of frequency, and therefore represent the statistical averages of F(t) over all frequencies that are contained in F(t). This type of information is of limited value as it does not show the relative importance of possible high amplitude persisting frequency components of F(t), nor the general distribution of power throughout the frequency range of F(t). Since structural response is strongly dependent upon the frequency of excitation, it is necessary to determine these statistical averages for certain discrete frequencies and frequency bands. The power spectral density function for example is one of the statistical averages used to describe the mean square of F(t) in terms of its frequency components. In the following discussion of the properties of the statistical averages of F(t), particular attention will be given to spectral characteristics of these averages.

The components of F(t) contained within certain frequency bands or at discrete frequencies are obtained in practice by filtering techniques. If F(t) is stored on magnetic tape, it can be passed through a set of electrical filters which transmit only those frequencies within the bandwidth of the filter. The action of these filters is closely associated with the Fourier series and Fourier transform which display the theoretical frequency components of a function. The convenient mathematical forms provided by Fourier methods are very useful in explaining the actual frequency content of F(t) and in the interpretation of results obtained by filtering. It is important to consider briefly the spectral properties of F(t) itself and the problem of filtering before considering the spectral properties of the statistical averages of F(t). It is not intended that the following discussion be mathematically rigorous or sufficiently precise to include all possible types of functions. The arguments presented are directed towards the practical aspects of the problem.

Consider first that the function F(t) is well defined of period 2T and contains a finite number of constant peak amplitude frequency components which remain unchanged for all time (i.e., from t = -∞ to t = +∞). Such a function is stationary and can be expressed by the finite Fourier series,

\[
F(t) = \frac{a_0}{2} + \sum_{n=1}^{N} \left( a_n \sin \omega_n t + b_n \cos \omega_n t \right) = a_0 + \sum_{n=1}^{N} c_n \cos(\omega_n t - \phi_n)
\]

\[
c_n = \sqrt{a_n^2 + b_n^2} = \text{peak amplitude of the } n\text{-th frequency component; } a_0 = \frac{a_0}{2}
\]
\[ \phi_n = \tan^{-1}(b_n/a_n) \] = phase angle of the n-th frequency component

\[ a_n = \frac{1}{T} \int_{-T}^{T} F(t) \cdot \cos \omega_n t \cdot dt \]
\[ b_n = \frac{1}{T} \int_{-T}^{T} F(t) \cdot \sin \omega_n t \cdot dt \]

\[ \omega_n = n \omega_0, \quad \omega_0 = \frac{2\pi}{2T} = \text{basic Fourier frequency} \]

All of the \( a_n \)'s, \( b_n \)'s, and \( c_n \)'s will be zero except for those which correspond to values of \( \omega_n \) which appear as discrete frequencies in \( F(t) \). Figure 111 shows an example of such a function for three frequency components.

\[ F(t) = c_1 \sin \frac{\pi}{T} t + c_2 \sin \frac{2\pi}{T} t + c_3 \sin \frac{3\pi}{T} t \]

Figure 111: Periodic Time Function with Three Sinusoidal Components
The amplitudes of the various frequency components are easily obtained for an \( F(t) \), known to contain only discrete frequencies, by electrically filtering \( F(t) \) through a variable frequency band pass filter of bandwidth \( \Delta \omega_b \). The block diagram in Figure 110 shows the essential equipment required for this process and Figure 112 shows a plot of the typical characteristics of such a filter relative to some center band frequency \( \omega_c \).

The amplitude of each filtered frequency component of \( F(t) \) is given by the product,

\[
c_n (\text{filtered}) = A(\omega_c, \omega_n) \cdot c_n
\]

Thus each unfiltered amplitude, \( c_n \), may be obtained by sweeping \( \omega_c \) through the entire frequency range of interest so that \( \omega_c \) is made to coincide, one at a time, with each of the frequencies, \( \omega_n \). If the bandwidth is sufficiently narrow, only one frequency component will be transmitted to the recorder for each fixed \( \omega_c \), and the filtered wave in each case will be a pure sinusoid of constant peak amplitude. If, however, more than one frequency component is transmitted as shown in Figure 113, the filtered wave will be modulated as shown in Figure 114 and the individual amplitudes of the unfiltered wave may be more difficult to obtain. It may therefore be desirable to use narrower bandwidth filters in order to separate close frequencies. A lower practical limit to the bandwidth does exist, but these limitations are not discussed here.
Finally, the information obtained by filtering out the discrete frequency components of \( F(t) \) can be presented in the form of a bar graph, as in Figure 115. It is to be noted that only the component amplitudes, \( c_n \), are shown, as phase data are generally not obtained in present data reduction systems. For many dynamic problems, it is important that the phasing be known, and in the future it will be desirable to measure this quantity. This phasing, for a periodic function, can be obtained from the above time integrations for \( a_n \) and \( b_n \).
The above finite Fourier series can be extended to include functions, having period $2T$, which contain an infinite number of frequencies which are all multiples of the basic frequency, $\pi/T$. Such a function and corresponding amplitude bar graph are shown in Figure 116 below.

![Figure 116: Time Function, F(t), and a Bar Graph of the Discrete Frequency Components of F(t).]

Generally, the function $F(t)$ is random and has no finite period (i.e., $T \to \infty$). This is true for both stationary and nonstationary random functions. Such functions cannot be represented by the Fourier series as they contain a continuous band of frequencies which are not multiples of some basic frequency. (For an infinite period, this basic frequency is zero.) The spectral characteristics of the function must be described by either its Fourier transform or by its power spectral density function, but not both. It is assumed here that neither the transform nor the spectrum function are trivially zero or infinite in amplitude.

Following the approach used by Bendat, Reference 2, the above Fourier series ($N \to \infty$) can be rewritten in the complex form

$$F(t) = \sum_{n=-\infty}^{\infty} A_n \cdot e^{i\omega_n t}$$

$$A_n = \frac{\omega_0}{2\pi} \int_{-T}^{T} F(t) \cdot e^{-i\omega_n t} \cdot dt = \frac{1}{2}(a_n - ib_n), \quad n \neq 0$$
\[ a_n = \frac{a_0}{2}, \quad \left| a_n \right|^2 = \frac{1}{2} c_n^2 \]

where \( a_0 \) is shown in Figure 116 above and equals \( \pi/T \), where \( F(t) \) is of period \( 2T \).

As the period \( T \) approaches infinity, \( T \to \infty \), the basic frequency, \( \omega_0 \), approaches zero, which shows that more and more frequencies are contained in \( F(t) \). Thus, the coefficient \( a_n \), and hence \( a_n \) and \( b_n \), approach zero, which implies that the amplitudes, \( c_n \), of the individual frequency components also approach zero. However, as \( T \to \infty \), the ratio \( a_n/\omega_0 \) becomes the Fourier transform,

\[
\operatorname{lim}_{\omega_0 \to 0} \frac{a_n}{\omega_0} = \frac{1}{2\pi} \int_{-\infty}^{\infty} F(t) \cdot e^{-i\omega t} \cdot dt = \mathcal{F}_F(\omega)
\]

The Fourier transform of \( F(t) \), when it exists, may therefore be used to describe the frequency characteristics of nonperiodic functions. This transform exists for a limited case of nonstationary functions, where the total energy associated with these functions is finite. Typical examples of these functions are isolated pulses of various shapes, or a finite train of pulses. Examples of the Fourier transform for three types of pulses are presented in Figure 117 below.

Figure 117: Finite Isolated Pulses and Their Fourier Transforms
If \( F(t) \) contains a sinusoidal component of nonzero amplitude at some frequency, \( \omega \), then the Fourier transform, \( \mathcal{F}(\omega) \), will exhibit an infinite spike at \( \omega \).

For stationary non-periodic random processes, the total energy associated with \( F(t) \) is infinite and the above Fourier transform is also infinite. In this case the spectral properties of \( F(t) \) are displayed by the use of the power spectral density function, \( S_p(\omega) \). Formally, this function is defined as

\[
S_p(\omega) = \lim_{T \to \infty} \frac{\left| \mathcal{F}_F(\omega) \right|^2}{T}
\]

Although \( |\mathcal{F}_F(\omega)| \) is infinite, this ratio exists and is finite (for non-periodic \( F(t) \)). If \( F(t) \) contains a sinusoidal component at frequency, \( \omega \), then \( S_p(\omega) \) will exhibit an infinite spike at that frequency. It should be noted that for non-stationary functions where the Fourier transform exists, the power spectral density function will be zero except for periodic components where it will exhibit infinite spikes. Since well-defined oscillatory functions contain periodicities, it is not possible to show a diagram of some analytical function and its corresponding power spectral density. Such spectrums must be determined from a statistical analysis of a recorded function resulting from some physical random phenomenon. The power spectral function is further discussed below.

It is now clear that the filtering techniques used for functions which contain a continuous band of frequencies must be altered somewhat from those discussed above for periodic functions. Because the amplitude of each frequency component is zero, for such functions (except for additional discrete sinusoids), it is necessary to filter a narrow band of frequencies and determine the statistical averages of the amplitude of the filtered signal over all frequencies in that narrow band. Since it is more desirable to use electrical filters, with the function, \( F(t) \), stored on magnetic tape, the time averages associated with stationary and ergodic processes are preferred over ensemble averages because of available electronic analog methods for determining these averages. From the above discussion, it is seen that the non-stationary functions which are of practical interest (i.e., those containing a finite amount of energy) are transients that appear in the form of isolated pulses and shocks. These are difficult to filter because of the small sample sizes available—usually one or two records which are small fractions of a second in length. The following discussion of the statistical averages of the frequency components of \( F(t) \) will then be confined to stationary and ergodic random process, or those processes for which the assumptions of stationary and ergodicity closely approximate the actual conditions.

It has been observed that in many random processes occurring in nature, the mean value of the oscillating amplitude of a random variable, say \( F(t) \), is approximately equal to zero. Also, the time variation of the amplitudes of the individual frequency components of \( F(t) \) will have a near zero mean value. The assumption that the mean is zero therefore is widely used in practice. Whether or not this assumption is valid naturally depends upon the random variable being considered. For example, the distribution of the amplitude peaks of \( F(t) \) may be Rayleigh, which cannot have a
zero mean as shown on page 176.

The mean square value, $F^2$, of $F(t)$ has a special physical interpretation that is fundamental in spectral analyses. The instantaneous power developed by a resistor, $R$, in an electrical network equals $I^2R$ or $E^2/R$, where $E$ is the voltage drop across the resistor and $I$ is the resistor current. Analogously, the instantaneous power, $F(t)$, dissipated in a structure having viscous damping, $c$, and vibratory velocity, $v$, equals $cv^2$ or $AF^2(t)$, where $A$ is a constant of proportionality. The average power, $P_{ave}$, is the time average (mean) of the instantaneous power,

$$P_{ave} = \frac{1}{T} \int_{-T}^{T} F(t) \cdot dt = \frac{A}{T} \int_{-T}^{T} F^2(t) \cdot dt$$

and hence is proportional to the mean square value, $F^2$, of $F(t)$.

$$P_{ave} = A \overline{F^2}$$

That is, a knowledge of over-all mean square value of the applied force $F(t)$ indicates the amount of power being dissipated in a linear structure, to within a constant of proportionality.

In order to broaden the use of the power concept so that the techniques which have been developed for its application can be extended to include random variables for which true damping power does not exist, the proportionality constant, $A$, is dropped and the mean square value of the random variable is called the total average power of the variable. As mentioned in Section II, it may be more appropriate for such cases to retain the “mean square” terminology. Both of these will be used here in order to avoid possible confusion with existing terminology used in the referenced literature.

The mean square value is particularly useful in dealing with near discrete frequency, random amplitude, components of $F(t)$. For the well-behaved periodic function, the discrete frequency components have constant peak amplitudes and can be defined by a bar graph of $c_n$ versus frequency. For a near discrete frequency with random amplitude, it is not practical to determine all of the many Fourier coefficients, $c_n$, required to define this component. Instead, a narrow band filter is used to obtain these near discrete components and the mean square value of the amplitude of each such frequency is obtained and presented in the form of a bar graph as shown in Figure 11B.
Figure 118: Bar Graph of the Mean Square Amplitudes of Discrete Frequency Components of F(t).

The equivalent sinusoidal amplitude in terms of the Fourier coefficients is given by the relation

\[
\Delta F^2(\omega_n) = \frac{1}{2} c_n^2 = \text{mean square value of a true sinusoid with amplitude equal to } c_n.
\]

The total average power, \( P_{\text{ave}} \), for all of the near discrete components, is equal to the arithmetic sum of the power, \( \Delta P(\omega_n) \), of each component.

\[
P_{\text{ave}} = \sum_n \Delta P(\omega_n) = \sum_n \Delta F^2(\omega_n)
\]

The above bar graph of the mean square value of the individual frequency components is similar to that of Figure 115 where the Fourier amplitude coefficients are displayed for each sinusoidal component of F(t). Just as did these Fourier coefficients, the mean square value of each frequency component, and hence the power in each component, decreases to zero when the number of frequencies contained in F(t) increases to a continuous band of frequencies. This assumes, of course, that no finite amplitude discrete frequencies are present. In order to eliminate this difficulty, it is usual to consider the mean square value over a finite frequency range of continuous frequency components, and to divide this quantity by the frequency band. In the limit, as the frequency band decreases to zero, this ratio becomes a mean square density function with respect to frequency and is usually called the power spectral density function, \( S_p(\omega) \). Mathematically expressed:

\[
S_p(\omega) = \lim_{\Delta \omega \to 0} \frac{\Delta F^2(\Delta \omega)}{\Delta \omega} = \lim_{\Delta \omega \to 0} \frac{P_{\text{ave}}(\Delta \omega)}{\Delta \omega}
\]
\[ \overline{F^2(\Delta \omega)} = \text{mean square amplitude over all frequencies in } \Delta \omega \]

\[ P_{\text{ave}}(\Delta \omega) = \text{total average power over all frequencies in } \Delta \omega \]

The total average power contained in all frequency components in \( F(t) \) is therefore given by the equation

\[ P_{\text{ave}} = \overline{F^2} = \int_{0}^{\infty} S_F(\omega) \cdot d\omega \]

The physical interpretation of the mean square statistical average of \( F(t) \) is now evident in terms of the definition of power presented above.

The power spectral density function, \( S_F(\omega) \), is also related to the autocorrelation function, \( R_F(\tau) \), as shown in the previous expressions for the statistical averages. For a stationary and ergodic process, reciprocal relations exist in terms of the Fourier transform. These convenient mathematical relations are as follows:

\[ S_F(\omega) = 4 \int_{0}^{\infty} R_F(\tau) \cdot e^{-i\omega\tau} \cdot d\tau \]

\[ R_F(\tau) = \frac{1}{2\pi} \int_{0}^{\infty} S_F(\omega) \cdot e^{i\omega\tau} \cdot d\omega \]

The relationships are not easily explained by physical arguments and are not discussed further in this report.

The autocorrelation function, \( R_F(\tau) \), of a single time function, \( F(t) \) also has a special interpretation which is important in determining response of the structure. Basically, this function shows quantitatively the agreement between the function \( F(t) \) at time \( t \) and at time \( t + \tau \) (i.e., between the functions \( F(t) \) and \( F(t + \tau) \)). When \( \tau = 0 \), the two functions are in perfect agreement at every point and the correlation between the two is as large as possible. Thus,

\[ \left| R_F(0) \right| \geq \left| R_F(\tau) \right| \]

It is to be noted that \( R_F(0) \) is equal to the mean square value, \( \overline{F^2} \), of \( F(t) \). A correlation coefficient, \( \rho_F(\tau) \), is a convenient measure of the relative correlation of \( F(t) \) with itself. This coefficient is defined here as follows:
Thus, \( C_F(\tau) \) may have any value between 0 and 1. \( C_F(\tau) = 1 \) indicates perfect correlation, \( C_F(\tau) = 0 \) indicates no correlation, and values of \( C_F(\tau) \) between 0 and 1 indicate partial correlation.

The validity of this concept of correlation is easily shown by considering a simple sine wave of the form,

\[ F(t) = C \cdot \sin(\omega t + \phi) \]

The correlation coefficient, \( C_F(\tau) \), for this case is,

\[
C_F(\tau) = \frac{\frac{1}{T} \int_{-T}^{T} \sin(\omega t + \phi) \cdot \sin(\omega t + \omega \tau + \phi) \cdot dt}{\frac{1}{T} \int_{-T}^{T} \sin^2(\omega t + \phi) \cdot dt}
\]

\[
= \left| \frac{\frac{1}{2} \frac{c^2 \cos \omega \tau}{c^2}} \right| = \left| \cos \omega \tau \right|
\]

A plot of \( C_F(\tau) \) is presented in Figure 119, and it will be valuable to compare this ideal coefficient with those obtained in practice for random functions.

Figure 119: Time-Correlation Coefficient for a Pure Sinusoidal Function

269
In contrast to a well-behaved periodic function, the correlation coefficient for random "white noise" is zero for all $\tau > 0$.

As a final property of the correlation function, $R_F(\tau)$, to be considered here, it is not difficult to show mathematically or physically that the correlation function is symmetric with respect to $\tau = 0$, i.e.,

$$R_F(\tau) = \frac{1}{T} \int_{-T}^{T} F(t) \cdot F(t + \tau) \cdot dt$$

$$= \frac{1}{T} \int_{-T}^{T} F(s - \tau) \cdot F(s) \cdot ds$$

$$= R_F(-\tau).$$
**Space-Time Correlations**

In addition to the time averages of a force acting at a fixed point, spatial averages are required to completely define, statistically, the applied forces on the structure. Only one spatial average seems to have significant physical interpretation -- the space correlation function, \( R_F(x) \). This function and the time correlation function \( R_F(\tau) \) are very important to the description of the generalised force i.e., the effective force felt by the structure. When space correlations must be considered, \( R_F(\tau) \) and \( R_F(x) \) are generally not separable, except in elementary cases, and must be considered as a single, space-time correlation function, \( R_F(x, \tau) \). It is also possible to have a three parameter correlation function, \( R_F(x, \psi, \tau) \), which involves the direction, \( \psi \), of the applied force, but this is generally not of interest since for those forces which require description by correlation functions, the direction of the force will be known.

The direction, \( \psi \), is defined as the direction of a force acting at a point and should therefore not be confused with angular coordinates used to describe the position, \( \xi \). Thus, for example, it is possible to have time correlation at a fixed point, space-time linear correlation on the surface of a missile parallel to the centerline axis of the missile, and space-time angular correlation around the circumference of the missile, the latter two correlations being defined by \( R_F(\xi, \psi, \tau) \).

Space-time correlations arise when dealing with random acoustic or hydrodynamic pressure waves which are propagated over the surface skin of a vehicle. Although these pressure fluctuations are of a random nature, it has been observed that for short periods of time and for short distances over the surface, the pressure waves exhibit a certain degree of regularity in phasing within narrow frequency bands. At a given point on the surface, the pressure fluctuations occurring at one time are nearly in phase with those occurring at a short \( \tau \)-time earlier or later. This phasing steadily changes with time, in keeping with the random nature of the excitation phenomenon, but the change is sufficiently slow to permit these fluctuations to appear steady and unchanging for this short time. For \( \tau = 0 \) the correlation is perfect, and for \( \tau \) very nearly equal to zero the correlation coefficient may be relatively high. As the time difference, \( \tau \), increases, the shift in phasing increases and the correlation drops off, eventually to zero. The rate at which the correlation decreases depends upon the rate at which the phasing changes. For a theoretical "white noise" type fluctuation, the correlation drops immediately to zero for any time difference \( \tau > 0 \).

The same observations have been made spatially by comparing the pressure fluctuations at two points on the structure. When the separation distance between the points is small, the propagating waves will move from one point to the next with relatively little change so that the relative phase between the waves at the two points will be small. As the separation distance increases, the phase shift increases and the correlation decreases. Considering both space and time, it would seem that if \( \tau \) were the time required for a wave to move between the two points the correlation of the force, \( F(\xi_1, \tau) \), at the one point and the force, \( F(\xi_2, \tau) \) at the second point would be highest for small distances of separation.
The distance over which the propagating pressures are essentially in phase is called the correlation length. This length is a function first of the direction between the two points in relation to the direction of propagation over the surface, and secondly of the angle of incidence of the wave fronts relative to the surface. If the correlation length is determined for every direction through a given point on the surface, it is possible to define a correlation area, as shown in Figure 120. The shape of this correlation area is therefore dependent upon the direction at which the wave fronts impinge on the surface.

Figure 120: Correlation Length and Correlation Area on Vehicle Surface Associated with Surface Pressure Fluctuations

Figure 121 shows a cross section of the vehicle with a pressure wave incidence angle of $\theta$. In flight this angle will be approximately 90 degrees for all wave fronts, but may have a smaller angle when the missile is sitting on the launch pad and the acoustic waves are generated away from the base of the vehicle. It is to be noted in Figure 120 that the correlation length is greater around the circumference of the surface. This is the condition which should exist in flight, where $\theta \approx 90$ degrees, indicating that the phase distortion along the wave front is less than that which occurs in the direction of propagation.

Figure 121: Propagations of Acoustical Pressure Waves Over Surface of a Missile
The time-correlation functions obtained in practice will differ from the simple periodic case shown in Figure 119. The first zero point in the curve of Figure 119 corresponds to a 180 degree phase shift of the sine wave and thereafter the correlation coefficient returns to unity when the phasing reaches 360 degrees. Figure 122 below shows a typical correlation coefficient obtained for a random acoustic pressure fluctuation. The first zero point in this case also corresponds to a 180 degree phase shift, but thereafter increases to only small values, indicating that the phasing never returns to the initial state, at $\gamma = 0$, and the phase difference steadily changes as $\gamma$ increases for random forces and pressures so that the correlation diminishes to zero.

![Figure 122: Typical Time-Correlation Coefficient Obtained in Practice](image)

The curve in Figure 122 is also typical of the correlation of pressure, at two points where $\gamma$ is replaced by the separation distance. For a zero time delay, $\gamma = 0$, there exists a distance at which the phase difference between the fluctuating pressures is 180 degrees. As the separation distance further increases, more time is required for the waves to propagate between the points which permits a longer phase shift to occur. In this case the correlation also decreases with distance and approaches zero correlation.

The magnitudes of both the time and space correlations are dependent upon the frequency of the pressure fluctuations. A low frequency pressure fluctuation propagating past a fixed point on the vehicle surface will present a high correlation at that point for a longer period of time, by virtue of its long wave length, than the high frequency, low wave length, fluctuations. It is clear that the same is true for space correlations. A rather simple physical interpretation of the frequency effect is possible by considering a train of periodic pressure waves of some frequency propagating over the structure. There is a continuous phase and
frequency shift between successive cycles, so that the larger the number of cycles occurring at a point during a time interval and the larger the number of cycles existing between two points on the structure, the larger the phase and frequency shift. Thus the higher frequencies will have the least correlation. This is seen to be the case in Figure 123, Reference 4, for the space correlation function of jet acoustic noise. The absolute value signs of the correlation coefficients may be dropped so that the coefficients may range from -1 to +1. This is done in Figure 123 for convenience.

![Diagram](image)

Figure 123: Variation of Correlation Coefficient with Frequency

Mathematically the space-time correlation function can be expressed as:

\[ R_x (x_1, x_2, \tau) = \frac{1}{2\pi} \int_{-\tau}^{\tau} F(x_1, t) \cdot F(x_2, t+\tau) \cdot dt \]

where

\[ F(x_1, t) = \text{Pressure at Position } x_1 \text{ and time } t \]

\[ F(x_2, t+\tau) = \text{Pressure at Position } x_2 \text{ and time } t + \tau \]

The position is symbolically indicated by \( x \), but the position of any point will actually be defined in terms of any coordinate system which is convenient for the geometry of the structure. \( R_x (x_1, x_2, \tau) \) is called a cross-correlation.
function, and reduces to the previously discussed auto-correlation function, $R_p(t)$, when the two points \( \gamma_1 \) and \( \gamma_2 \) coincide.

**Generalized Force**

The generalized force input to the structure represents the effective force causing vibration and is dependent upon the distribution of external force over the structure and the natural vibration characteristics of the structure. Expressed mathematically the generalized force $F_G$, is

$$F_G(t) = \int F(\gamma,t) \cdot \frac{\partial x}{\partial q} \cdot dA$$

$F_G(t) = \text{generalized force}$

$F(\gamma,t) = \text{applied pressure over the element of area,}$

$x = \text{displacement of the structure}$

$q = \text{generalised displacement coordinate}$

$A = \text{area}$

If the structure is nonlinear, the derivative $\frac{\partial x}{\partial q}$ may have a complex form which depends upon the type of nonlinearity involved and must be handled by special methods. For a linear structure, this derivative can be replaced by any one of the natural mode shapes, $Y_n(\gamma)$, of the structure that will be excited by the applied force, $F(\gamma,t)$. The following discussion is confined to the linear case, for which the generalized force takes the form

$$F_G(t) = \int F(\gamma,t) \cdot Y_n(\gamma) \cdot dA$$

If the applied force, $F(\gamma,t)$ is well defined, then $F_G$ will be used in the form shown here and then presents no analytical difficulties. However, when the applied force is random, $F(\gamma,t)$ is known only in terms of the statistical averages discussed above, so that the generalised force, $F_G$, must also be described in terms of statistical averages. For this purpose, the power spectral density function is preferred especially when dealing with broad band acoustic or hydrodynamic excitation. When the power spectral density of the generalised force is known, the power spectral density of response can be determined as the product of this function and the structural transfer function, defined in terms of the mobility of the structure.

Based upon the discussion and the mathematical expressions presented above, the power spectral density function $S_{F_G}(\omega)$, of the generalized force is easily obtained in terms of the applied force power spectral density, $S_F(\gamma, \omega)$ at some reference point, $\gamma_0$, and a space correlation coefficient over a narrow frequency band $\Delta \omega$.
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centered around the frequency, \( \omega \). The time correlation function, \( R_{FG}(\tau) \), of the generalized force is given by

\[
R_{FG}(\tau) = \frac{1}{2\pi} \int_{-T}^{T} F_G(t) \cdot F_G(t + \tau) \cdot dt
\]

and with the above expression for \( F_G \), this becomes,

\[
R_{FG}(\tau) = \int_A \int_A \left\{ \left( \frac{1}{2\pi} \int_{-T}^{T} F(x_1, t) \cdot F(x_2, t + \tau) \cdot dt \right) \cdot Y_n(x_1) \cdot Y_m(x_2) \cdot dA \cdot dA' \right\}
\]

Here \( R_{FG}(\tau) \) is the correlation of \( F_G \) over a narrow frequency band \( \Delta \omega \), and \( R_F(x_1, x_2, \tau) \) is the space-time correlation function over the same frequency band. Let \( R_F(x_0, 0) \) be the mean square value, over \( \Delta \omega \), of \( F(x_0, t) \), where \( x_0 \) is some convenient reference point on the structure. The above expression can be written as

\[
\frac{R_{FG}(\tau)}{\Delta \omega} = \frac{R_F(x_0, 0)}{\Delta \omega} \cdot \int_A \int_A \left\{ \frac{R_F(x_1, x_2, \tau)}{R_F(x_0, 0)} \right\} \cdot Y_n(x_1) \cdot Y_m(x_2) \cdot dA \cdot dA'
\]

which gives, for \( \tau = 0 \),

\[
S_{FG}(\omega) = S_F(x_0, \omega) \cdot \int_A \int_A C_F(x_1, x_2, \omega) \cdot Y_n(x_1) \cdot Y_m(x_2) \cdot dA \cdot dA'
\]

\[
C_F(x_1, x_2, \omega) = \frac{R_F(x_1, x_2, 0)}{R_F(x_0, 0)} = \text{space correlation coefficient}
\]

This correlation coefficient must be determined experimentally. It is to be noted that \( S_{FG}(\omega) \) is the power spectral density function corresponding to the modes of vibration whose mode shapes are \( Y_n(x_1) \) and \( Y_m(x_2) \). This quantity must then be determined for all significant modes of vibration.

The generalized force power spectrum can be written in terms of the "joint acceptance," \( j^2_{n,m}(\omega) \), defined by Powell, Reference 4,

\[
S_{FG}(\omega)_{n,m} = S_F(x_0, \omega) \cdot A^2 \cdot j^2_{n,m}(\omega)
\]
where
\[ j^2_{n,m}(\omega) = \int_{A} \int_{A'} c_F(x_1, x_2, \omega) \cdot Y_n(x_1) \cdot Y_m(x_2) \cdot \frac{dA}{A} \cdot \frac{dA'}{A'} \]

Joint acceptance is a non-dimensional term which must be determined from the space correlation coefficient and the modes of deflection of the structure.

It is often assumed that there is no coupling between different modes of the structure, so that
\[ s^2_{G}(\omega)_{n,m} = 0, \quad n \neq m \]

In this case the joint acceptance becomes,
\[ j^2_n(\omega) = \int_{A} \int_{A} c_F(x_1, x_2, \omega) \cdot Y_n(x_1) \cdot Y_n(x_2) \cdot \frac{dA}{A} \cdot \frac{dA'}{A'} \]

A further simplifying assumption is possible when the correlation length is small compared with the half wave length of the structural mode. The expression for joint acceptance for this case is similar to that given in Reference 5 and is
\[ j^2_n(\omega) = \frac{r_n^2(\omega)}{A^2} \int_{A} c_F(x_1, x_2, \omega) \cdot dA \]

where \( x \) is the location of the correlation area, say in the center of such an area. This, for example, would be the joint acceptance of a panel in the near field of a jet or rocket exhaust.

Two very interesting examples of the joint acceptance of panels appear in References 4, 5, and 6, which show the physical significance of joint acceptance.

The first example consists of a panel, of length b, vibrating as a rigid body, so that \( Y_n(x) = 1 \), with pressure loads on the panel due to incident sound waves generated in the far field of a jet or rocket exhaust. Figure 124 shows these sound waves at the incidence angle \( \theta \), velocity of propagation \( C \), and trace wave length \( \lambda \). The velocity of the trace waves along the panel is given by \( C / \sin \theta \). The joint acceptance for this panel is given by
\[ j^2(\omega) = \left[ \frac{\lambda}{\pi b} \cdot \sin \frac{\pi b}{\lambda} \right]^2 \]
The curve of $j^2(\omega)$ versus $b/\lambda$ is shown in Figure 125. As the angle $\theta$ approaches zero, the trace wavelength becomes very long in proportion to the panel length $b$, and the correlation coefficient over the panel is near unity. In this case $b/\lambda = 0$ and $j^2(\omega) = 1$. When $b/\lambda = 1$, the total integrated pressure on the panel is zero, being positive on one-half of the panel and negative on the other half. $b/\lambda$ represents the number of full trace wavelengths over the panel, and the larger the number of wavelengths the greater the pressure cancellation over the surface from the positive and negative pressures. Thus, the length of the panel over which unbalanced pressure forces exist becomes smaller as $b/\lambda$ increases, so that the joint acceptance of the panel to the applied pressure decreases, eventually to zero.

The second example consists of an elastic panel vibrating in the same pressure field, but with a sinusoidal mode having $n$ half-waves of wavelength $b$. The joint acceptance for this case is given by the following expression, the complete curve of which is shown in Figure 126.

$$j^2(\omega) = \frac{2}{\pi^2 n^2} \left[ \frac{1}{1-b^2/\lambda^2} \right]^2 \left\{ 1 - (-1)^n \cos \frac{n\pi b}{\lambda} \right\}$$

When $n = 1$, the only nodes are located at the ends of the panel, and it is clear that $\theta = 0$ or $b/\lambda = 1$ will produce the maximum joint acceptance and hence the maximum excitation. For all other values of $n$, the excitation is a maximum when the applied pressures are in phase, at all points on the panel, with the mode shape. This occurs when $b/\lambda = 1$ as indicated by the curve in Figure 126. A flexible panel therefore acts as a wavelength filter which becomes increasingly more selective as the number of modal half wavelengths on the panel increases. Although the example presented is for panels, the same concepts are valid for other vehicle structure, but it is felt that panels will exhibit the greatest response to this type of excitation. The resonance and coincidence conditions associated with this panel are further discussed on page 286.
Figure 125 Joint Acceptance of a Rigid Panel to Far Field Acoustic Pressure Fluctuations.
Figure 126. Joint Acceptance of Flexible Panel to Far Field Acoustical Pressure Fluctuations.

\[ j^2(\omega) = \frac{2}{\pi n^2} \left( \frac{1}{1 - b^2 / \lambda} \right)^2 \left\{ 1 - (-1)^n \cos(mn b / \lambda) \right\} \]
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NOBILITY OF THE STRUCTURE

The term "mobility" is used in mechanical network theory to define the ratio of the response of simple mechanical elements, such as a mass, spring or damper, to the force acting on these elements when the response and the applied force are simple harmonic functions of time having the same frequency. Equivalent mobilities of series and parallel combinations of these simple mechanical elements can also be defined as the ratio of the total response of the entire network of elements to the total external applied force acting across the network. In certain limited cases, space vehicle structures can be approximated by such ideal networks; but, for structures which are excited by wave type phenomena, such as the flexible panel discussed in the previous section, or those which exhibit two- or three-dimensional response properties, the simple mobility concept is not valid. However, the most systematic approach to structural vibration problems, and the one that is now widely used, consists in defining a force function of some form, say $\Phi_F$, and then multiplying this function by a second function, say $\Phi$, to obtain a response function, $\Phi_R$:

$$\Phi_R = \Phi \cdot \Phi_F$$

It is desirable therefore to extend the simple concept of mobility to include all steady state vibration problems which may be so formulated, and to let $M$ denote the mobility of the structure. It is not necessary to include transient vibrations due to nonstationary forces as these may be obtained from the Fourier transform of solutions to the stationary vibration problem, as discussed in Reference 7. Figure 127 shows a convenient summary of responses that can be obtained from transient shock inputs.

As shown in the previous sections of this chapter, the force function, $\Phi_F$, may be well defined or it may necessarily be a statistical description of the applied force, such as mean square spectral distribution function for near discrete frequency components or a power spectral density function for broad band random forces. The response function, $\Phi_R$, then has the same form, statistical or otherwise, as $\Phi_F$, and the mobility, $M$, is merely their ratio

$$M = \frac{\Phi_R}{\Phi_F}$$

The mobility, $M$, will vary with the type of structure being excited and with the type of excitation force being applied to the structure. For a linear structure then, the response function, $\Phi_R$, will be the linear sum of such products,

$$\Phi_R = M_1 \Phi_{F_1} + M_2 \Phi_{F_2} + M_3 \Phi_{F_3} + \ldots$$

where $M_i$ is the mobility of the structure corresponding to the force function which in turn corresponds to the applied force $F_i$. 
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1. If pulse has both finite length and an initial gradient, both limits apply.

2. The 1/2 sine pulse appears to violate the limits due to an initial gradient until an equivalent ramp time is defined. Using the equivalent pulse length the curve shifts to the dotted version suggested.

3. The dynamic response factor is the ratio of the response of a dynamic system to the response of the same system to the maximum impulsive load slowly applied.

4. At small times, the response is proportional to the area under the pulse and independent of the shape of the pulse.

5. Significant transient response occurs only for a ratio of pulse length/period < 2.

6. Pulse length is twice the rise time for a ramp pulse.

7. The results presented are appropriate to any small damping ordinarily present in structure.

Figure 127. Dynamic Response Factor for Transient Response of Linear Structures to Shock Excitation.
For structures which exhibit non-linearities, these linear forms will not accurately describe the response, and the mobility of the structure and the force function will not be mathematically separable into a single product. In this case, the response will be some more complex function of $M$ and $\Phi_F$ which will have a different form for each different type of nonlinearity. It might be argued that even this more general concept of mobility has little value when non-linearities are present and of significance. However, even for this case, there always exists some ratio between the response and the excitation force. The description of mobility is more complex, however, and depends upon more parameters, some of which are parameters normally found in and isolated to the forcing function, such as the amplitude of the force. For example, if it is known that the response amplitude for a given input force varies as the n-th power of the input amplitude, $A$, thus

$$\Phi_R = \left\{ M \cdot A^n \right\} \Phi_F = M' \Phi_F$$

where the mobility $M'$ of the structure is dependent upon the forces applied to it. It should be further noted that the assumption of linearity of the structure, for which the mobility concept is valid, is often a good first approximation to the actual solution so that it is merely necessary to correct the linear mobility to include certain nonlinear effects.

The term "transfer function" has sometimes been used in the above expressions instead of mobility. This term should not be used here as it is the Laplace transform of the response to an impulsive force applied to a linear system. Transfer functions may be used correctly, however, to define the ratio of response at one point in the structure to the response at some other point of the structure. The term transmissibility is used to define the ratio of the forces acting at two points of the structure.

Physically, mobility represents the ease with which a structure accepts and responds to the vibratory energy supplied by the applied force. If the mobility of a given structural element or group of elements to a given force is small, the element or elements transmit a high percentage of this force to the foundation, whereas for high mobility, a higher percentage of the energy supplied is accepted by the element or elements in the form of kinetic energy and less is transmitted to the foundation. Thus, the mobility of an element is highest, and the energy acceptance is therefore highest, when the element is in a state of resonance under the action of the applied force. Consistent with this simple physical concept, it was shown in Section II that the power developed by a simple harmonic damped oscillator (single degree of freedom system) is highest at resonance.

The input energy is supplied to relatively small portions of the over-all structure, such as engine mounts, equipment mounts, and skin panels. The elements being forced directly are denoted in Figure 104 as the forced structural elements. The mass-stiffness coupling of the various structural elements provide numerous transmission paths whereby this energy is distributed throughout the structure. For a given energy input, the energy density and hence the response level could be locally very high if only a few elements accepted this energy with little or no transmission to
If instead the forced elements transmit part of this input energy through their foundation to other parts of the structure, the energy density drops, reducing the response of the forced elements and the increase in response of other structural elements. Hence, it is important that in order to determine the structural response level to any given applied force, the total mobility be known for all structural elements and on-board equipment which accepts a significant amount of the vibratory energy supplied by the applied force.

From Figure 10d, the mobility of the entire structure which is significantly affected, depends upon the mobility of the elements being forced, the transmissibility of the element foundation mounts, the transmissibility of the vehicle structure to the numerous mass elements throughout the vehicle, and finally the mobility of the structural and mass elements which receive the transmitted oscillatory energy.

It was shown in the previous section that panels exhibit a selectivity to acoustic and hydrodynamic surface pressure waves. The relationship between mobility and transmissibility discussed above can be used to show that other structural elements, or in fact the entire structure, has a wave-type selectivity to the input energy and the vibratory energy transmitted throughout the vehicle. For very low frequency inputs which have wave lengths longer than the longest natural wave lengths of the entire vehicle, such as those often associated with atmospheric winds, any resultant vibration will be of the rigid body type since the mobilities of all individual structural elements will be negligibly small and transmission from element to element will be high. For input wave lengths on the order of over-all vehicle wave lengths, such as those associated with atmospheric turbulence, the mobility of the entire vehicle may be high. As the frequencies of the applied forces increase, the shorter wave lengths correspond more nearly to the natural wave lengths of the individual structural elements. The mobilities of the forced structural elements increase, becoming highest at resonance, and the distribution of energy throughout the structure is highly dependent upon the distribution of high acceptance resonant structural elements in the vehicle at the surface or internal structure and equipment.

Damping is an important factor in determining the transmission and distribution of vibratory energy throughout the structure. It has been shown experimentally that damping of vibration waves in the structure is on a per-cycle basis. Thus, the longer wave lengths of the low frequencies experience little damping with distance and are easily transmitted to all parts of the structure. However, the very short wave lengths of the high frequencies experience considerable damping with distance, so that high frequency vibrations are generally localized to small areas near the input.

Structural mobility may be determined by different methods, each of which will have its own particular advantages in dealing with different types of structures and structural geometries, different types of applied forces, and even for different modes of vibration of a given structure. These methods can be broadly divided into three separate categories: (1) analytical techniques where the structural properties of mass, stiffness, and damping distribution are known or can be adequately approximated; (2) direct testing of the structure; and, (3) an empirical approach which represents a combined analytical and test approach with the use of scaling laws from analysis and correlation of measured data.
Within each of these general categories there exist a number of quite distinct methods that can be used to attack this problem. Analyses may be performed with the assumption that the structure, or portions thereof, are continuous such as for beams, plates, and shells. For more complex structures, lumped parameters may be used to approximate the structures which may then be analysed by techniques developed for mechanical and electrical networks. Direct tests may be performed on the full-scale structure or scaled models where the forces applied to these structures may be simulated by mechanical shakers, wind tunnels, acoustical sirens, jet and rocket engines, etc. Empirical scaling laws may be derived in a multiplicity of ways by combining information obtained from various types of analyses, full scale tests, model tests into simple mathematical expressions that can be used for prediction of structural vibration.

Structural tests have the advantage of including the many complexities and nonlinearities which may be difficult to handle by analytical methods, but because of the limitations on measuring devices and because of the money and time required to reduce large quantities of data, the results must be limited to essential data so that all of the desired results are generally not obtained. Analytical attacks on the problem can produce, on the other hand, quite accurate results and rather complete information about a problem if the simplifying assumption that must be made adequately describes the true situation. This, of course, is a great restriction; and although complete results can be obtained, their accuracy is often limited.

For many vibration problems, and especially those which are complex problems, it is therefore often desirable to attack the problem from quite different approaches using a number of different methods and converging to the true solution.

It is not intended that a detailed discussion be given of the various methods available for determining the mobility of the structure. Standard engineering texts fully describe the techniques used in the mechanical network analysis of lumped parameter multi-degree of freedom systems. These lumped parameter systems may also be conveniently handled by constructing equivalent electrical networks and using four-pole parameter techniques as discussed in Reference 8. The latter approach is particularly useful in showing the transmission characteristics of the structure. Both of these methods represent powerful analytical tools for vibration analyses as the system parameters can be lumped into quantities which are physically measurable.

Determination of structural mobility by solving the complete equations of motion of the structure is also very useful in certain frequency ranges and for certain types of structures. If the frequencies of the input are low so as to excite the basic body modes, the structure may be assumed to act as a beam and the complete equations are easily solved by standard methods. For higher frequencies, the complexities of the structure in geometry and mass and stiffness distribution limit the desirability of this approach to ideal structures such as shells and plates. A fairly comprehensive treatment of the latter problem is given in the next section in terms of mode shapes and frequencies which are the essential parameters used to define mobility when solving the equations of motion.
RESPONSE OF THE STRUCTURE

The general response function, $\mathbf{R}$, is shown in Figure 104 as the product of the vehicle mobility, $M_s F$, and the force function, $\mathbf{F}$. The definition is consistent with the definition of mobility given in the previous section and although the mobility of the entire structure may be difficult to obtain, this equation does show conceptually the combined effect of these two important quantities. For linear structures this response function may have the following form for multiple force functions:

$$\mathbf{R} = M_1 \mathbf{F}_1 + M_2 \mathbf{F}_2 + \ldots$$

The parameters used to define the force function, $\mathbf{F}$, are the same as those used to define response, i.e., amplitude, frequency, and phasing as a function of position on the structure and the direction. As with the applied force function, the response is most conveniently expressed as $R(\omega, \Psi, t)$ where $R$ is the response amplitude in the direction, $\Psi$, and position, $x$, on the structure and the frequency, $\omega$, and phasing, $\varphi$, are implicit in the functional form of $R(\omega, \Psi, t)$.

The direction, $\Psi$, in the response function has more importance than it does in the force function, $F(\omega, \Psi, t)$, described in the previous sections. Although such forces as the acoustical and hydrodynamic surface pressures create forces normal to the surface skin, the resulting internal vibrations in the vehicle may be in quite different directions for different structural elements. It has been observed experimentally that very high frequency vibrations are nearly homogeneous in direction, i.e., the amplitude of vibration is approximately the same in all directions.

The response function, $R(\omega, \Psi, t)$, defines the response of the structure at convenient reference points. For modal analyses, these reference points are those at which the normalized modes are taken as unity. When network analyses are used the response will also be given at some point in the network, often at the point of application of the force. It is generally required however that the response of a particular structural element or item of equipment be determined. The structural elements to which the forces are applied are often of particular interest, such as panels, since they may be subjected to the highest stresses caused by the excitation. When the complete mode shapes of the structure are known or when the network response transfer functions are known between any two points, the response of any piece of structure or equipment is easily determined from the general response function, $R(\omega, \Psi, t)$. The chart shown in Figure 104 shows a systematic approach to determining the response of the forced structural elements and any other element, denoted in the chart as a receiver of vibratory energy. The more detailed approach taken in Figure 104 is to emphasize the flow of energy through the forced structural elements to their foundation, then through the many structural load paths to the receiving elements, and finally the acceptance of the receiving elements.
for the transmitted energy. For complex structures which defy analysis either by modal methods or by mechanical and electrical network methods, this flow diagram should be carefully considered in predicting or estimating structural response.

The vibration response of the vehicle, like the forcing function, may or may not be well defined, depending upon the information available for describing the applied forces and the mobility in terms of the natural vibration characteristics of the structure. The response cannot, therefore, be defined with any greater certainty than either of these, and will usually have a more inaccurate description than the applied forces.

It is clear from the definition of mobility that if the applied forces are random or contain random components, the statistical description used for $F_R$ will be the same as that used for response $T_R$. As shown in the discussion of the generalized force, the power spectral density function is preferred for statistically describing the effective force acting on the structure for random pressures and forces. Thus, the response to these random forces and pressures are most generally described in terms of the power spectral density of response. It is to be noted that response may be given in terms of deflection, velocity, or acceleration. The units of the spectrum function corresponding to each of these are,

- $(\text{rms Deflection})^2/\text{cps}$
- $(\text{rms Velocity})^2/\text{cps}$
- $(\text{rms Acceleration})^2/\text{cps}$

As discussed in the previous section, the structure acts as a filter so that structural response of the forced elements will generally contain a broader band of significant frequency components than those elements within the structure that are further removed from the areas of force application. Also, a high frequency force applied to the vehicle is not expected to induce a significant response at a distance very far removed from the point of application because of the structural damping.

VIBRATIONS OF A PANEL DUE TO FAR FIELD ACOUSTIC EXCITATION

In order to show how the response function, $T_R$, can be determined from a knowledge of the mobility of the structure and the force function, $F_R$, the case of uniform, flat, rectangular panel with acoustic pressure loading on one side is briefly discussed.*

---

*Note that this assumes that the flat panel represents a portion of an infinite wall (infinite baffle) in that the effects of diffraction of the pressure waves around the free edges of the panel are ignored. It should be emphasized that diffraction phenomena be considered for panel configurations dealt with in practice. See References 9, 10, and 11.
Assume that the panel is simply supported along two opposing edges a distance, \( b' \), apart, on a massive, rigid framework which does not deflect significantly under the applied acoustic loading. Assume that the other two opposing edges, a distance, \( L \), apart, are free. As a result of the last assumption, it can further be assumed without great error that the modes of vibration of the panel are two-dimensional and the mode shapes are simple waves of the form

\[
\frac{\sin \frac{n\pi x}{b'}}{b'}
\]

where \( n \) is the number of half wave lengths over the length of the panel. Figure 123 shows the configuration being considered. \( b' \) = wave length of the panel sinusoidal vibration modes.

\[\text{Figure 123: Flexible Panel Excited by Propagating Acoustic Pressure Waves}\]

It is easily shown from Lagrange's equations of motion that if the different natural modes of vibration do not interact, then the equation of motion for the panel is given as:

\[
M_{0n} \cdot \ddot{\delta}_n(t) + C_{0n} \cdot \dot{\delta}_n(t) + \omega_n^2 \cdot M_{0n} \cdot \delta_n(t) = F_{0n}(t)
\]

where

\[
M_{0n} = \int_0^b m \cdot \sin^2 \frac{n\pi x}{b'} \, dx = \text{generalized mass for } n\text{-th mode.}
\]
\[ G_n = \int_0^b c \cdot \sin^2 \frac{\pi x}{b} \cdot dx = \text{generalized damping for n-th mode.} \]

\[ F_{G_n}(t) = \int_0^b F(x,t) \cdot \sin \frac{\pi x}{b} \cdot dx = \text{generalized force for n-th mode.} \]

\[ F(x,t) = \text{surface pressure at point } x \text{ and time } t. \]

\[ m = \text{mass per unit length of the panel.} \]

\[ c = \text{viscous damping constant.} \]

\[ \omega_n = \text{natural frequency of the n-th mode.} \]

\[ j_n(t) = \text{deflection of the panel, in the n-th mode, at the point or points where the n-th mode shape equals unity.} \]

For a constant \( m \) and \( c \), this equation is rewritten as

\[ \ddot{j}_n(t) + \frac{c}{m} \dot{j}_n(t) + \omega_n^2 j_n(t) = \frac{1}{K_n} \cdot F_{G_n}(t) \]

and as shown in Section II this equation has the form,

\[ \ddot{j}_n(t) + 2\zeta \omega_n \dot{j}_n(t) + \omega_n^2 j_n(t) = \frac{1}{K_n} F_{G_n}(t) \]

where

\[ \zeta = c/c_{\text{critical}} \]

The pressure loading is that shown in Figure 124, and corresponds to acoustic pressures generated in the far field of a jet or rocket engine. If these pressure waves propagate over the structure so as to approximate a stationary random process, then the response in each n-th mode of vibration can be considered as stationary.

If \( \omega \) is the frequency of the pressure fluctuations at a point on the structure, then

\[ \ddot{j}_n(t) = - \omega^2 j_n(t) \]

\[ \dot{j}_n(t) = i \omega j_n(t) \]

\[ j_n(t) = \frac{1}{K_n} \cdot F_{G_n}(t) \]
so that the above equation takes the form,

\[- \omega^2 + 2j \omega \omega_n + \omega_n^2 \cdot J_n(t) = \frac{1}{k_{G_n}} \cdot F_{G_n}(t)\]

The time correlation function can now be determined for both sides of this equation in exactly the same manner used to determine $R_{FG}(\tau)$ on page 276.

The resulting equation can be written as:

\[R_{J_n}(\tau) = \frac{1}{k_{G_n}^2 \cdot |h_n(\omega)|^2} \cdot R_{FG_n}(\tau)\]

where

\[|h_n(\omega)|^2 = (\omega_n^2 - \omega^2)^2 + 4J_n \omega^2 \omega_n^2\]

and where $R(\tau)$ in both cases is the time correlation over a narrow frequency band $\Delta \omega$ centered around the frequency $\omega$. Dividing both sides by $\Delta \omega$, setting $\gamma = 0$ to obtain the mean squared value, this expression takes the form,

\[S_{J_n}(\omega) = \frac{1}{k_{G_n}^2 \cdot |h_n(\omega)|^2} \cdot S_{FG_n}(\omega)\]

where $S_{J_n}(\omega) = \text{power spectral density function of the deflection } J_n$, in the n-th mode.

$S_{FG_n}(\omega) = \text{power spectral density function of the generalized force input to the n-th mode.}$

$S_{FG_n}(\omega)$ can be given in terms of the joint acceptance of the panel as defined on page 277.

\[S_{J_n}(\omega) = \frac{A^2 \cdot J_n^2(\omega)}{k_{G_n}^2 \cdot |h_n(\omega)|^2} \cdot S_p(x_0, \omega)\]

where $S_p(x_0, \omega) = \text{power spectral density function of the surface acoustic pressures at the reference point } x_0$.

$x_0 = \text{reference point, most conveniently taken at the same point as } J_n; \text{ i.e., where the mode shape equals unity.}$

A = area of the panel.
The joint acceptance curve is that shown in Figure 126.

This equation may now be written in more convenient terms which will be consistent with those used in the flow chart of Figure 104 and in the discussion of mobility:

\[ \hat{\Phi}_R(\nu_0, \omega) = H \cdot \hat{\Phi}_F(\nu_0, \omega) \]

\( \hat{\Phi}_R(\nu_0, \omega) \) = response function at the reference point \( \nu_0 \). (In this case, the power spectral density function of panel deflection.)

\( \hat{\Phi}_F(\nu_0, \omega) \) = force function at the reference point \( \nu_0 \). (In this case, the power spectral density function of the applied pressure.)

\[ H = \sum_n \kappa_n \] = total mobility of the panel (equals the linear sum of the individual mobilities of each \( n \)-th mode of vibration).

\( \kappa_n \) = mobility of the \( n \)-th mode of vibration.

\[ = \frac{1^2 J^2_n(\omega)}{\kappa_n^2 \left[ (\omega_n^2 - \omega^2) + 4 \lambda^2 \omega^2 \omega_n^2 \right]} \]

For the case being considered,

\[ \kappa_n = \frac{6b}{2} = \frac{1}{2} \mathcal{M} \text{, for all } n \]

where

\[ \mathcal{M} \] = total mass of panel.

Thus

\[ \kappa_n = 4 \left( \frac{A}{\mathcal{M}} \right)^2 \frac{J^2_n(\omega)}{\left[ (\omega_n^2 - \omega^2)^2 + 4 \lambda^2 \omega^2 \omega_n^2 \right]} \]

It should be noted that the response function could have been given in terms of velocity, acceleration, or stress spectral density. Acceleration spectral density, \( \hat{\Phi}_R(\nu_0, \omega) \), (the derivative is symbolic) is given by
In order to obtain stress spectral density, it is necessary to determine a constant of proportionality, \( K \), which relates stress and deflection at the reference point, and the stress spectral density becomes:

\[
\Phi_R(x_0, \omega) = \frac{4(K)^2 \cdot \Phi_P(x_0, \omega)}{\sum_n \frac{\gamma_n^2(\omega) \cdot \omega^2}{\left[ (1 - \frac{\omega_n^2}{\omega^2})^2 + 4 \lambda^2(\omega_n)^2 \right]}}
\]

In the above equations, for a nearly flat pressure spectrum, \( \Phi_P(x_0, \omega) \), the response will be relatively large when the frequency of the pressure fluctuations at any point on the panel equals the natural frequency, \( \omega_n \), of one of the natural modes of vibration. This condition is known as resonance, and the denominator of the \( n \)-th term in the above series expression equals \( 4\lambda^2 \), for resonance in the \( n \)-th mode of vibration. Clearly, if the panel damping is small, the response could be quite large. Considering once again the \( n \)-th mode, it is seen from the curve of joint acceptance shown in Figure 126, that the response is highest for any input frequency, \( \omega \), when the ratio, \( b/\lambda \), equals unity, except the first mode of vibration, \( \lambda J_1 \). When \( b/\lambda = 1 \), the pressure variation over the surface of the panel is in phase with the deflection shape of the panel. This condition is known as coincidence (i.e., coincidence between the panel shape and the pressure shape). When \( b/\lambda = 0 \), the waves are propagated perpendicular to the surface of the panel, and if the frequency of these incoming waves equals the natural frequency, \( \omega_n \), then the response of the panel will be larger than for any other mode of vibration and for any other type of pressure variation over the surface. For all other frequencies of the panel, the response is largest whenever both resonance and coincidence occur simultaneously. The latter phenomenon is discussed in greater detail in Reference 13.
INTRODUCTION

The response of primary vehicle structure to random excitation is highly concentrated at the few natural frequencies of the structure. This concentration is easily noticed on a frequency response analysis of vibration pickups mounted directly to structure. If a small part were mounted directly to structure the question arises under what conditions the resonant response of primary structure might act as an input to the small part. The response of the small item would then be doubly amplified when its natural frequency agrees with one of the natural frequencies of primary structure. The probability of frequency agreement will increase as the number of secondary items increases.

A general feeling for the coupling between the masses of a two-degree-of-freedom system suggests that when the masses are of the same size two distinct coupled modes appear sufficiently separated in frequency that the modes act independently in their response to random excitation. The suggestion was made, however, that when the secondary mass was small compared to the primary mass resonance on resonance might exist.

The hypothesis was tested through a general study of the complete two-degree-of-freedom system shown in Figure 59. The primary structure is given by mass $M$ and the secondary item by mass $m$. The mathematical work is presented by means of appendix A. Generality was maintained throughout. The particular conditions under study were equal uncoupled frequency and an exciting frequency which agrees with the lower coupled frequency. As the secondary mass becomes smaller relative to the primary mass the coupled frequencies converge. Damping normally possessed by structure, 3.3% of critical damping or a resonant amplification factor of 15, was used. Effects of both sinusoidal and random excitation were studied.

![Two-Degree-of-Freedom System](image-url)

**FIGURE 129** Two-Degree-of-Freedom System
DISCUSSION

The two-degree-of-freedom system with and without damping for sinusoidal excitation has been studied extensively. However, the literature does not contain a satisfactory discussion of the random case with damping. The case is studied here in detail with the results presented as a function of the mass ratio.

The results are presented in figures 130-132. The results reflect excitation at the lower coupled frequency since it was shown that response to excitation at the higher coupled frequencies led to a lesser response. A comparison of the responses to white noise excitation is shown in figure 132 although the input conditions are slightly different from those used in the remaining analysis. The response of both the primary and secondary masses to sinusoidal and random excitation is presented in figures 130 and 131. The results demonstrate the phenomenon of resonance on resonance as the mass ratio becomes large. The small mass approaches the asymptote $Q^2 + 1$ in the sinusoidal case and $0.6 Q^{3/2}$ in the random case. These are the expected values except for the factor 0.6 in the random case. The deviation in the random case may be due to introducing the excitation to the secondary mass in an indirect way through the primary mass. The response frequency is the lower coupled frequency as expected and this frequency converges to the equal uncoupled frequencies as the mass ratio increases. The amplitude of response of the small mass is a smoothly varying envelope influenced once again by the filtering of the primary mass. This deviation from random response may also partially account for the less than expected response of the small mass in the random case.

The theoretical results are presented in figure 130 and 131 as solid lines with the analog results shown by the circled points. In addition, the random response case was given an additional check through the use of normal mode response analyses. Good agreement between the various approaches is shown. Appendix A contains the detailed mathematical derivations.

The original hypothesis of resonance on resonance is correct when near coincident natural frequencies exist between the modes of primary and secondary structure and when high mass ratios occur. Thus the two-degree-of-freedom system has been shown to respond in different ways depending on the mass ratio. Either the system acts as independently coupled modes for mass ratios near unity or as a resonating primary mass causing the secondary mass to resonate doubly for high mass ratios. The phenomenon explains one of the major causes of the failure of small parts mounted directly to primary structure. The phenomenon appears to be unavoidable when black box equipment containing a great number of small parts is mounted to primary structure without vibration isolators.
Figure 130-a 130-b. Response of Primary Structure and Secondary Items as a Function of the Mass Ratio.
Figure 131-a 131-b. Response of Primary Structure and Secondary Items as a Function of the Mass Ratio.
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The addition of a number of sine waves is a vector addition which accounts for both magnitude and phase. An independent random process is described by its statistical characteristics because its future value is not predictable. Both the amplitude and phase are random and only certain conjectures are possible regarding future expected values. The statistical properties which define a random process are the mean value or d.c. component, the rms value of the a.c. component, the probability density function and the power spectral density. The same statistical characteristics which define a single random process also describes a sum of several processes. The probability density function defines the probability of occurrence of amplitudes greater or less than a given value. The area under any segment of the probability density function is the probability that the instantaneous amplitude of the time function is between the amplitudes bounding the area. The power spectral density is the distribution in frequency of the power of the signal, i.e., the a.c. component. The area under any segment of the power spectral density curve is the mean square value of the function between the frequencies which bound the area. The following equation defines the rms value of the sum of a number of components:

\[
\sigma_{\text{TOTAL}} = (\sigma_1^2 + \sigma_2^2 + \ldots + \sigma_n^2)^{1/2}
\]

It is not necessary that the two waves have any common frequency content for the sum to exist. The sum is also independent of the probability density function of the components. The power spectral densities are directly additive over the common frequency band.

Many of the vibration and acoustic phenomena are closely described by the Gaussian or Normal amplitude probability density:

\[
p(s) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(s-m)^2}{2\sigma^2}}
\]

Figure 133

Figure 134
The parameters \( m \) and \( \sigma \) are the mean and rms values of the process. If the time function were Gaussian random noise, \( \sigma^2 \) is the total area under the power spectral density curve; a point of interest since it represents the only connection between the density function and the frequency distribution of the power. The sum of the mean values is

\[
m_{\text{TOTAL}} = m_1 + m_2 + \ldots + m_n
\]

If \( p_1(s) \) and \( p_2(s) \) are the amplitude probability density functions of two component processes associated with two time functions \( F_1(t) \) and \( F_2(t) \)

\[
p(s) = \int_{-\infty}^{\infty} p_1(x) p_2(s-x) \, dx
\]

This integral is the convolution integral of the function \( p_1(s) \) and \( p_2(s) \), and results in a Gaussian density function for the total when the components are Gaussian. An example calculation is given in Appendix B for the sum of a narrow band Gaussian component with a sinusoidal component. The resulting distributions are plotted on page 457 for various ratios of the sinusoidal amplitude to the random rms amplitude. When the sine components drop out, the familiar Rayleigh distribution of peaks results. It should be emphasized that the above remarks are applicable to stationary processes - i.e., to processes having statistical properties which are time invariant. In practical cases the environment of structure and equipment changes during the progress of the mission, but the excitation or response can usually be broken into segments which can be considered as stationary processes.

**METHOD OF ESTIMATING VIBRATION RESPONSE TO MANY SOURCES**

The above rules of addition for random processes define at any point in the vehicle the composite response resulting from many sources. The composite is a variable in its amplitude, frequency spectra, and probability density function over the whole vehicle and in addition, each of these quantities also vary with time. The manner in which changing conditions throughout a mission and during the service life of the vehicle may be accounted for, will be considered in Part 3. Coalescing of the composite responses into single simplified process will be discussed in the light of the nonlinearities, intermixing of the load levels and equivalent damage concepts.
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The purpose of this section is to consider the dynamics of those structural elements which are most likely to have their greatest response in the frequency range just above that of the basic body modes. Although a variety of structural elements may have resonances in this region, it is felt that panels constitute the largest and, except for isolated cases, the most important class of such elements. Of primary interest are the exterior panels which are exposed to the intense acoustic environment of the jet and rocket engine exhaust noise and the boundary layer noise. However, since various types of structural elements exhibit panel vibration characteristics in response to oscillatory excitation caused either by changing surface pressures or by foundation motion, it is expedient to consider the general problem of panel vibrations in this section. The term "panel" is used here in the broad sense in that certain structures not having the immediate appearance of a panel may actually have response properties which are much like those of normal panels.

The first section consists of a brief description of panels, with examples, in an attempt to show the wide variety of structural types that may be classified as such. The second section deals with the problem of the determination of panel natural frequencies and mode shapes showing the sensitivity of these to parameters such as mass and stiffness distribution, edge fixity conditions, foundation flexibility, and certain nonlinearities such as membrane stresses. In the third section, the important factor of panel damping is considered. This includes material, acoustic, coulomb and visco-elastic damping and the nonlinearities introduced by each.

GENERAL DESCRIPTION OF PANELS

Panels might be broadly characterized by structural elements which have surface dimensions which are large in proportion to their thickness and which are weakly supported over their surfaces, except at the boundaries or portions thereof, for certain frequency ranges and applied loads so that their greatest degree of freedom in deflection generally lies normal to their surface. For the obvious cases of panels for which geometry alone dictates the boundaries of the panels this is a trivial comment. However, this description has been made sufficiently broad to include such cases as groups of normal panels acting jointly as one single isolated panel or sections of a large stiffened panel which respond individually as isolated panels.

No clear-cut rule can be given for defining the boundaries of a panel, as defined here, and must rest upon experience and engineering judgment. The parameters which must be considered are geometry, distribution of structural mass and stiffness, and the distribution, phase, frequency, and direction of the applied loads. For example, a thin flat plate with no added stiffness, except at
the edge, mounted on a massive rigid frame certainly will have panel response to applied pressure loads of any sort. Consider next a group of such flat plates mounted on a flexible framework and loaded with oscillating acoustic pressures. The effective panel boundaries of the latter system are very likely to be determined by the area or region over which the acoustic pressures are in phase, or nearly so, i.e., over the system area where some degree of pressure correlation exists. Finally, for panels of different surface densities and different stiffnesses mounted adjacent to each other, the distribution of mass and stiffness of the system may dictate panel boundaries by indicating the amount of dynamic coupling between the adjacent panels.

Examples of typical structural elements exhibiting panel characteristics are: external fuselage or main body skin, body cylindrical shells or portions thereof, nose cones or portions thereof, wing flaps, control fins or their surface skins, exhaust nozzles of rocket or jet engines, bulkheads, blunt trailing edge cover plates, flat panel type equipment racks, portions of fuel tanks, flat equipment mounting brackets, etc.

The construction of structural panel type elements have a wide variation. These may consist of sheets of material which may or may not be uniform in surface mass and stiffness and may or may not have additional stiffeners attached to the surface. For certain applications, sandwich type of construction may be used such as honeycomb and other laminated materials. Composite structures of ribs, longerons and thin skin are also used, particularly for control surfaces. These built-up structures may definitely experience vibrations of a type other than panel response, such as the vibration of a single component of this structure. The latter is not discussed in this section. When considering panel type response of surface stiffened or built-up structural elements, which display panel response properties, sufficient engineering accuracy is usually attained (for purposes of determining the response characteristics of a panel) by replacing the actual structure by an equivalent uniform panel having the same surface density and stiffness.

With this equivalence, many geometrical shapes are possible. These include flat plates, cylindrical and conical shells or portions thereof, and shells with double and compound curvatures such as spherical and parabolic sections. In addition, these shapes may have a variety of peripheral geometries, of which the rectangular and circular boundaries are the most common. Multiple disconnected boundaries may be encountered in cases of cut-outs in a structural element responding as a panel.

In any practical case, boundary or edge fixity conditions are seldom ideal. Panels such as exhaust nozzles, some bulkheads, and panels with cut-outs have a free edge. The other edge or edges of these panels and the edges of most other panels will be characterised by some degree of edge fixity between the conditions of pinned and fully clamped edges and even vertical mount flexibility. In addition, the edge fixity is not always uniform along the entire edge as the panel may be attached to stiffeners or primary structure having different masses and stiffnesses along different edges of the panel, say of a rectangular plate.
NATURAL RESPONSE CHARACTERISTICS OF PANELS

As with any dynamical system, the response of panels to applied oscillatory forces depends upon the magnitudes and distributions of these forces, the mode shapes of the panels which are a factor in determining the effective or generalised force input, the ratios of the forces and natural frequencies, and the amount of inherent damping in the panel and the amount of damping provided by the surrounding medium. This section deals with the mode shapes, natural frequencies, and damping in the panel system. The discussion is divided into two parts: consideration is first given to the undamped modes and frequencies, and secondly to the effects of panel damping. This division follows the method of analysis generally used for dynamics problems; i.e., first the modes of vibration and their corresponding frequencies are determined by assuming no damping in the system and then the panel frequency response function is determined in terms of these undamped natural frequencies and the panel damping. (See for example the one degree of freedom system discussed in Section II.) This approach has the advantage that the mode shapes considered are invariant with time, a condition which would fail to exist if damped mode shapes were used.

Mode Shapes and Natural Frequencies of Panels

A rigorous determination of the undamped mode shapes and natural frequencies of panels is a difficult procedure analytically for all except very special cases where ideal conditions such as panel uniformity in mass and stiffness, simply supported or clamped edges, and simple surface and peripheral geometries are assumed to be valid. Fortunately, for practical applications in engineering, this rigour is unwarranted because the forcing functions are generally crude approximations of the actual inputs which are often random in nature, and because the exact response has little value in other than defining the overall stress level of the panel for fatigue and reliability analyses and the overall acceleration level as might effect neighboring structures and equipment. However, in order to minimize the accumulation of error in design and dynamic analysis, every reasonable effort should be made to determine these mode shapes and panel natural frequencies as closely as possible. In view of the fact that actual panels are seldom ideal and since available solutions to this problem are generally ideal solutions, it is especially important that the dependence upon sensitive parameters of geometry, edge fixity, non-uniformity, etc., be determined, even if these dependencies are of the single parameter type where coupling of parameter changes is neglected.

Essentially three methods may be used for determining panel mode shapes and frequencies; analytical, empirical, and by direct testing. The analytical approach consists essentially of solving a boundary value problem in which the unforced equations of motion of the panel or the expressions for its kinetic and potential (strain) energies are made to satisfy certain assumed geometric or natural boundary conditions along the edges of the panel. The empirical determination of panel mode shapes and frequencies can be performed with the
use of scaling laws, the functional forms of which are usually based upon
frequency equations derived analytically, which show the variation of mode shapes
and frequencies with parameters such as size, shape, edge fixity, etc., and
which can be used to adjust the known frequency, say, of one panel to that of
the desired panel. Direct testing of panels for the natural response character-
istics is performed by a laboratory duplication of the manner in which the panel
is to be mounted and then applying a frequency sweeping sinusoidal force to the
panel by means of a shaker or by means of a monochromatic acoustic noise. Which
method is to be used in any situation depends upon the accuracy required, the
computing equipment available for analysis, the ability for the laboratory to
duplicate the actual mounting conditions, the degree of geometric complications
of shape of the panel, the degree of non-uniformity of the mass and stiffness
of the panel and of its edge fixity, and the number of natural frequencies
required. A few of the most important aspects of these three methods are dis-
cussed below.

The analytical equations used for the mathematical model of the panel may be
obtained from the partial differential equations of motion for panel deflec-
tion in which all forces external to the panel are neglected along with the
panel damping constants. They may also be obtained in integral form from the
expressions of the maximum kinetic and potential, or strain, energies of the
plate in terms of the panel deflection function, which of course is unknown.
In either case, the deflection is assumed in the form of a series of known
functions which satisfy the natural boundary conditions of deflection and slope
at the edges of the panel. These functions for example may be trigonometric
(sines and cosines) or uniform beam modes. Many others are also possible. The
series assumed will involve constant coefficients as factors with the known
functions. These must then be determined from orthogonality relations of the
assumed functions, if they exist, or from the minimization of the frequency, or
certain energy relations or from the minimization of functions which express the
error in the approximation being used with respect to the exact solution. Many
such methods are used in this problem and they are too numerous to mention
here, and the mathematical complications involved in each are beyond the scope
of this report. It is necessary here to merely appreciate the general approach
used in the analytical method in order to understand why certain simplifying
assumptions are made in theory.

Since the simplifying assumptions often made in theoretical work of this
nature are generally based upon sound engineering judgment, it is necessary
at this point to understand the nature of the complications which arise in
the mathematical model discussed above. The origins of a number of these
complications are as follows:

1. coordinate geometry required for defining the middle surface of the
   panel and its edges

2. functionally satisfying simultaneously the natural boundary conditions
   of deflection and slope at all edges of the panel and at other
   restrained points on its surface
(3) coupling of the motions of the panel in different directions, such as the radial, circumferential and axial motions of a cylindrical surface

(4) combined effect of bending flexure (inextensional motion) of the middle plane of the panel and the membrane-like stretch (extensional motion) of this plane

(5) non-uniformity in panel mass and stiffness distribution

(6) nonlinearities resulting from the change in stiffness, damping and mass (apparent mass due to gas or liquid medium) with the maximum deflection amplitude of the panel

(7) foundation flexibility, which may be non-uniformly distributed along the boundaries in linear and rotational deflection

(8) thick panels which permit extensional vibrations between the two faces of the panel

(9) large deflections of the panel which greatly distort the panel from its equilibrium position

No analyses are available in which the combined effects of the above situations are accounted for. Further, there are but a few analyses which involve the combined effects of more than two and at most three of the above. Unless large-scale computer programs are developed and made available to the engineer, the effects of the above conditions on the frequencies and mode shapes of panels must be taken individually, i.e., a single parameter at a time and even then the analysis will be somewhat ideal. Digital computer programs may be set up to solve the difference equations for the equations of motion, where effectively the panel is subdivided into a lattice of mass points and springs as an approximation to the actual panel. Pages 330 through 335 contain a list of a few equations for panel frequency taken from available literature which will be used in an attempt to show the variation in frequency with certain parameters. Volumes of literature have been published on the subject of mode shapes and frequencies of panels. Included in the bibliography are a few references of analyses of flat plates and curved shells for special cases of surface and peripheral geometries.

Fortunately, as will be seen later on, the lowest frequencies are predominant in response level, especially when rather broad band excitation is applied to the panel. Thus, only the first and possibly the second mode of vibration of a panel need be determined especially for deflections normal to the panel surface. It is possible, however, that inputs with essentially high frequency content, such as shocks, could cause significant response at higher resonance frequencies, so that from a fatigue standpoint these could be important.

The above discussed analytical methods, except for computer programs, will yield expressions which approximate the panel frequencies for various small ranges of parameters such as size, geometry, fixity, etc. Equations for mode shapes are
not readily available since they are far too complex for practical usage. These frequency equations may be used for scaling laws where only the functional form of the equations are maintained and the constants are supplied from measured full scale or model type test data. It is important to note that these scaling laws used for the empirical determination of panel frequencies are seldom sufficiently general to accurately predict frequencies over other than a narrow range of panel variables because of changing physical phenomena in the panel over large variations in such things as curvature, length, thickness, fixity, etc.

From what has already been discussed, it is seen that the direct testing of full scale panels clearly has an advantage over the theoretical approach in being able to more realistically account for the effects of geometry, mass and stiffness distribution, edge fixity, etc. They have the disadvantage, however, of being both time consuming and costly, especially when the conditions of edge fixity are to be closely duplicated with those corresponding to actual usage of the panel. For panels which are clearly defined by their geometric boundaries, the isolated panel characteristics will not be difficult to obtain as a massive and rigid mounting may be used. However, if the effects of the elastic support are to be considered, or in the case of a group of panels acting jointly as a single panel, the direct test of the panel may become quite involved.

Because of the high intensity broad band acoustical noise associated with space vehicles, the natural response characteristics of the thin cylindrical body shells which are exposed to this excitation should be of greatest interest. The nature of these random acoustical inputs is such that only portions of these cylindrical shells are expected to display panel-like vibrations, the entire shell being seldom excited at frequencies above the basic body frequencies. These sections of the cylindrical shell are expected to exist between ring type circumferential stiffners or between sections of the middle which are very massive, such as fuel tanks and bulkheads. The end fixity conditions for these shells may vary from fully clamped ends to simply supported ends, where the fixity at both ends need not be the same.

The natural frequencies of these cylindrical shells including the effects of pressure may be determined from the approximate frequency equations given on page 310 and the nomographs presented in Figures 138 through 141. These were nomographs obtained from Reference 61. These equations and nomographs cover a wide frequency range including beam, ring and flat plate type cylinder vibration modes, and can, therefore, be used for obtaining the fundamental body frequencies of an entire uniform (in thickness, density, and stiffness) cylindrical body. Caution must be used here for the fundamental modes since the presence of large masses such as fuel tanks attached to the skin will greatly alter these fundamental uniform cylinder frequencies.

These equations, given in terms of the free flexural wave velocity on the surface of the cylinder, are only approximate for \( q = 1 \) and \( q = 2 \), but are very nearly exact for \( q \geq 2 \). It is to be noted from the nomographs that the effect of internal pressure, \( \Delta P = (1+2) \frac{EP}{h} \), is negligible for the lower modes corresponding to \( n=0 \), but has a considerable effect for \( n=3 \). The general effect of internal
pressure is to effectively increase the surface stiffness of the cylinder and to thus raise the cylinder natural frequencies. The mode shapes corresponding to various values of \( n \) and \( q \) are shown on page 315.

When only the transverse surface vibrations of the cylinder are of interest, the frequency equation given on page 311 can be used, and this equation more clearly shows the effect of internal pressure on the natural frequencies. This equation which was derived under the assumption that the axial and circumferential inertial forces could be neglected for transverse vibrations, Reference 17, has the additional advantage of showing the relative contributions of the middle plane inextensional flexural motion and the membrane-like stretch of the middle plane extensional motion. The mode shapes corresponding to this equation are also shown on page 311, where \( m \) corresponds to \( q \), in the first frequency equation, page 310.

Figure 139 shows a comparison of the exact cylinder frequencies for a number of different modes of vibration with those approximated by using the equation given on page 311. Figure 140 shows the number of circumferential waves that might exist at the lowest natural frequency of vibration, for values of internal pressure. A plot of a typical frequency response curve is presented in Figure 141 for a thin pressurised cylindrical shell.

The concept of inextension and extension is important in dealing with panel vibrations for any shaped panel. Aside from the assumptions that (1) the vibrations in different directions in a uniform panel may often be uncoupled and (2) that certain inertial forces may be neglected, the greatest simplification in the frequency equations for panels is effected when the energies developed by either extensional or by inextensional motion can be neglected, i.e., when the motion is purely extensional or purely inextensional. Pure inextensional or flexural modes are proportional to the thickness of the panel whereas pure extensional or stretching modes are independent of this thickness. Higher energies are required to excite the extensional modes than are required for the inextensional modes. Therefore, the lowest frequencies are associated with inextension so that the higher frequencies of extension are often of little importance. The importance of each, however, is dependent upon the type of excitation applied. For example, if only radial forces of uniform intensity and phasing are applied to a uniform circular cylinder, the frequencies of interest will be those of extension. In any actual structure both extensional and inextensional effects will be present. For a circular cylinder fixed at both ends (zero deflection), pure inextensional or flexural vibration cannot exist as the boundary conditions are not satisfied. However, as discussed in Reference 34, the condition of pure flexure does exist over most of the cylinder with extension being confined to a narrow "boundary layer" at the ends of the cylinder, the length of which is on the order of the cylinder thickness. In this case the energy developed by extension is negligibly small. On the other hand, for such panel shapes as cones, spheres, etc., the inextensional frequencies are infinitely large so that the fundamental frequencies will be those corresponding to extension. Simple examples of pure extensional vibration are longitudinal vibration of rods and cylinders and the torsional vibrations of cylinders.
The frequency equations for pure inextension shown on page 318 for a uniform circular cylinder are derived in Reference 62. The two dimensional vibration equation corresponds to that flexure term in the equation on page 311. These are included here in order to show the effect of considering the vibration of the cylinder as being three dimensional. Also shown on page 318 are the frequency equations for pure extensional cylinder vibrations, which for special cases reduce to the frequency equation for pure radial motion, longitudinal motion and torsional motion.

A majority of the panels encountered in space vehicles will be curved in the form of cylindrical sections with some having double curvature. The curvatures of these are such that they may often be adequately approximated as flat panels. As will be shown, the effect of this curvature is to increase the stiffness so that the comparable flat plate frequencies will be lower than the actual frequencies of the curved panels. Numerous examples of flat panels are also available in the form of bulkheads, fins, etc. Since flat panels are much simpler to analyze theoretically, the effects of changes in edge fixity and peripheral geometry are best evaluated for flat panels. Although flat panel frequency equations are available from various references, a fairly complete list is compiled here and given on pages 319 through 321 for the cases having known solutions. Frequency equations for rectangular panels mounted on elastic foundations are also included. These are presented for ready availability in making comparisons.

The geometry of flat panels is such that the transverse vibration modes are, for all practical purposes, essentially inextensional for small deflection amplitudes. Extension of the middle plane in the form of biaxial torsion occurs, however, when the center deflection of the panel exceeds approximately two panel thicknesses. This increases the effective panel stiffness and thus increases the natural frequency. This effect on the natural frequency is a progressively nonlinear effect as the panel frequency is dependent upon the amplitude, whereas for small deflections the frequency is independent of this amplitude. This effect is easily illustrated in the following diagrams:

![Diagram of panel deflection and natural frequency](image-url)
Using the assumption that the load versus deflection curve can be approximated by the expression, \( (C_0 D + \beta_1 D^3) \), a method is developed in Reference 15 for computing the natural frequency of a clamped rectangular panel in terms of the panel's center deflection. The equations required for this computation are presented on page 322 and the necessary curves taken from Reference 9 are shown in Figure 149. A relatively simple expression for frequency has been developed by Timoshenko, Reference 64, which accounts for the middle plane extension of a thin clamped circular flat plate. This equation is shown on page 326.

As an example of these membrane effects, measured test results for clamped plates, taken from Reference 1, are presented in Figures 145a and 146 which show respectively the static stress versus static pressure for four flat plate thicknesses (.032, .040, .064, .081 inches), and the peak amplitude stress versus frequencies for the .040 inch thick flat panel for three different pressure levels (.00184, .00366, .0147 psi). The increase in frequency with amplitude is clearly shown. Figures 143 and 147 show similar data for cylindrically curved panels with clamped edges. It is to be noted in Figure 150 that for relatively low peak stress amplitudes (relatively low deflection), the panel stiffness increases, with applied load, thus increasing the panel natural frequency. But, as the amplitude further increases, the stiffness is reduced which lowers the natural frequency. As explained in Reference 1, this effect is most likely due to panel dimpling for high loads. In addition, it should be noted by comparing Figures 146 and 147, that since the overall panel dimensions were the same for the flat and curved panels, the effect of curvature is to generally increase the panel stiffness; the effect here was to roughly double the panel natural frequency.

The combined effect of panel thickness and panel deflection upon the middle surface extension is shown in Figure 148. It is seen that for decreasing thickness and/or increasing deflection (or stress), the energy absorbed in extension becomes relatively greater. The effect of membrane deflection on the amplification factor at the panel natural frequency is shown in Figure 149 for one flat panel.

It has been shown above for one test condition how a single curvature of a panel affects the natural frequency. The effect of double curvature of thin shells is shown in Figure 150, Reference 35. Here the lowest anti-symmetric vibration frequencies of shallow spherical shells are plotted in terms of the fundamental frequencies for the equivalent flat circular plate with zero Poisson's ratio, for various ratios of center depression depth, \( H \), of the shell to the shell thickness, \( h \), and for various values of Poisson's ratio, \( \nu \). The frequency equations for these shells are not presented here as they involve parameters which are not easily defined. It is of interest to note, however, that the inextensional frequencies of very shallow shells are independent of the curvature when the circular edge of the panel is free. As the depth increases, the curvature becomes more important. As this occurs, the inextensional frequencies increase and the vibration becomes more predominantly extensional, and in the limit, for a closed spherical shell, the vibration is pure extensional.
The storage of fuels in some space vehicles requires that the inner surfaces of certain panels be in direct contact with large volumes of liquid. This liquid loading will certainly influence the natural vibration characteristics of such panels. Although the liquid volume will have resonances of its own, these are not expected to occur in the range of panel natural frequencies. Reference 61 describes the effect of the liquid on panels as being one of an added surface mass \( m \) to the panel, since pressures induced by the panel on the liquid during vibration are quickly dissipated in the volume of liquid due to the relatively high speeds of sound in a liquid which cause rapid concentrations of the pressure induced in the liquid; i.e., any vibratory forces existing between the panel and the liquid caused only a non-resonant forced vibration in the liquid. The liquid being neither very compressible nor dissipative in the sense of damping, the liquid must act like mass attached to the panel. The amount of mass to be added is a function of the type of panel vibration, the uncoupled panel frequency, and the density of the liquid and the geometry of the liquid volume. Figure 15, Reference 61, shows that for a cylindrical shell the added mass is larger for the lower frequencies and low circumferential order \( n \), and that this mass may be very large in comparison with the surface mass of the panel. The effect of liquid loading is, therefore, to reduce the panel natural frequencies.

Equation for the natural frequency of uniform thin cylindrical shells having either beam, ring or flat plate type of vibration: (Ref. 61)

\[
\frac{\omega}{2} = \frac{(K_{\text{cyl}} a)^n Q}{2\pi f a} \left( \frac{c_{\eta \lambda}}{c_{\text{L}}} \right)
\]

- \( Q = q \): cylinder simply supported at both ends
- \( Q = q + 1/2 \): cylinder clamped or free at both ends
- \( Q = q - 1/2 \): cylinder cantilevered from one end, free at other end
- \( a = \) radius of cylinder
- \( l = \) length of cylinder
- \( \eta = 0, 1, 2, \ldots = \) number of circumferential waves
  \((2\eta = \) number of circumferential nodes\)
- \( c_{\eta \lambda} = \) flexural wave velocity for \( \eta \) circumferential waves
- \( c_{\text{L}} = \) speed of sound in the material composing the cylinder
- \( q = 1, 2, \ldots, = \) order number of the resonance
- \( Q = \) number of axial half-waves with \( 1/4 \)-wave assumed for free and clamped ends
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\[ k_L = \frac{2\pi f}{c_L} \] = wave number for frequency \( f \) in the material

\[ k_n = \frac{2\pi f_n}{c_n} \] = flexural wave number

\[ f_n \] = frequency of vibration for \( n \) circumferential waves

\( h \) = cylinder thickness

Procedure for calculating cylinder natural frequencies:

1. Choose integer \( q \) and compute \((q/\ell)\).

2. Choose integer \( n \) and draw dashed line (which corresponds to the value of \((q/\ell)\) on nomograph (Figures 139, 140, and 141) corresponding to \( n \).

3. Intersection of this dashed line with solid line determines a value of \((k_L) = (k_L)_{nQ} \).

4. Compute \((c_L/2\pi a)\).

5. With the computed value of \((c_L/2\pi a)\) and the value of \((k_L)_{nQ}\), compute the frequency \( f_{nq} \) by the above equation.

\[ n = 0 \] implies expansion and contraction of cylinder cross-section.

\[ n = 1 \] implies translation of cylinder cross-section without deformation.

\[ n \geq 2 \] bending or corrugation of cross-section perimeter.

Frequency equation for the transverse vibrations of the surface of a pressurized thin cylindrical shell when the circumferential and axial inertial forces are negligibly small: (Reference 17)

\[ f_{mn} = \frac{1}{2\pi} \frac{1}{a} \sqrt{\frac{E}{12(1-\nu^2)}} \left[ \frac{\lambda^4}{(n^2 + \lambda^2)^2} \right] \left[ \frac{(h/a)^2}{(n^2 + \lambda^2)^2} \right] \left[ \frac{P}{Eh} \right] \left[ \frac{(n^2 + \lambda^2)^2}{12(1-\nu^2)} \right] \]

\[ \lambda = \frac{m\pi a}{L}, \quad m \geq 1, \quad n \geq 2, \quad \ell/a \geq 5, \quad a/h \geq 10 \]

\( m \) = number of axial half-waves

\( m + 1 \) = number of axial node points

\( n \) = number of circumferential waves

\( 2n \) = number of circumferential node points.
Figure 135. Free Flexural Velocity, $C_0$; Pressurized Cylinder not Loaded by a Liquid
Figure 136. Free Flexural Velocity, $C_0$; Pressurized Cylinder Not Loaded by a Liquid
Figure 137: Free Flexural Velocity, $C_0$; Pressurized Cylinder Not Loaded by a Liquid

- $C_0/C_L$ vs $k_ia$ for various $h/a$
- $k_ia/\nu Q$ vs $k_ia$ for various $Qa/l$
<table>
<thead>
<tr>
<th>Circumferential Modes</th>
<th>Pure Radial</th>
<th>Translation Without Distortion</th>
<th>Corregated or Bending</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axial Modes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(n,q)=(0,1)</td>
<td>(1,1)</td>
<td>(2,1)</td>
</tr>
<tr>
<td></td>
<td>(0,2)</td>
<td>(1,2)</td>
<td>(2,2)</td>
</tr>
<tr>
<td></td>
<td>(0,3)</td>
<td>(1,3)</td>
<td>(2,3)</td>
</tr>
<tr>
<td></td>
<td>(0,4)</td>
<td>(1,4)</td>
<td>(2,4)</td>
</tr>
</tbody>
</table>

Figure 138. Axial and Circumferential Mode Shapes of a Uniform, Thin, Circular Cylinder.
Figure 139. Comparison of Frequencies Predicted by Exact and Approximate Shell Theories
Figure 14.0. Conditions at the Lowest Frequency

\[ \nu = 0.3 \]
\[ \Lambda = 1.0 \]
\[ h^2/12a^2 = 10^{-6} \]
\[ \eta = \rho a^2 / 2Eh \]

Figure 14.1. Typical Frequency Response Curve of a Thin Pressurized Cylindrical Shell
Equation for the pure inextensional natural frequency of a uniform, thin cylindrical shell of radius, $a$, length, $L$, thickness, $h$, and density, $\rho$. $E$ is equal to the modulus of elasticity of the material, $\nu$ is Poisson's ratio. Reference 62, page 229.

Two-Dimensional Vibration Perpendicular to the Surface

$$\omega_n^2 = \frac{E h^2}{12 \rho (1 - \nu^2) a^4} \cdot \frac{n^2(n^2 - 1)^2}{n^2 + 1}, \ n = 2, 3, \ldots$$

Note that this equation is independent of length, $L$.

Approximate Equation for Three-Dimensional Vibration (Radial, axial, circumferential)

$$\omega_n^2 = \frac{E h^2}{12 \rho (1 - \nu^2) a^4} \cdot \frac{n^2(n^2 - 1)^2}{n^2 + 1} \cdot \frac{1 + 24(1 - \nu) a^2/n^2 L^2}{1 + 12 a^2/[n^2(n^2 + 1)L^2]}$$

Equations for the pure extensional natural frequencies of a uniform, thin cylindrical shell. Note that these equations are independent of thickness, $h$. Reference 62, page 546.

$$f_n^4 - f_n^2 \frac{E}{\rho (1 - \nu^2)} \left[ \frac{1}{a^2} + \frac{4n^2 \pi^2}{L^2} \right] + \frac{4 E^2 n^2 \pi^2}{\rho^2 (1 - \nu^2) a^2 L^2} = 0$$

$$\omega_n = 2 \pi f_n$$

Pure Radial Vibration: $a/L \approx 0$

$$\omega_n^2 = \frac{E}{\rho (1 - \nu^2) a^2}$$

Longitudinal Vibration: $a/L \approx 0$

$$f_n = \frac{n}{L} \sqrt{E/\rho}$$

Torsional Vibration: $a/L \approx 0$

$$f_n = \frac{n}{L} \sqrt{E/2 \rho (1 - \nu^2)}$$
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Fig. 14.2 Natural Frequencies of Square Flat Plate with Various Edge Conditions:

\[ f = \frac{\pi c}{2\pi} \sqrt{\frac{E h^2}{2\beta(1-\nu^2)a^4}} \]

**Cantilevered Plate**

- \( c_c = 3.494 \)
- \( c_c = 8.547 \)
- \( c_c = 31.44 \)
- \( c_c = 27.46 \)
- \( c_c = 31.17 \)

**Two Clamped Adjacent Edges**

- \( c_c = 9.158 \)
- \( c_c = 24.02 \)
- \( c_c = 26.00 \)
- \( c_c = 28.05 \)
- \( c_c = 32.14 \)

Same as Previous Case with Pin Added at the Free Corner

- \( c_c = 13.18 \)
- \( c_c = 14.02 \)

**Two Simply Supported Adjacent Edges**

- \( c_c = 8.998 \)

S.S.

**All Edges Free**

- \( c_c = 14.10 \)
- \( c_c = 20.58 \)
- \( c_c = 23.91 \)
Natural Frequencies of a Thin Circular Flat Plate with Various Boundary Conditions:

\[ f = \frac{a^2}{2\pi a^2} \sqrt{\frac{E t^4}{12\rho (1 - \nu^2)}} \]

<table>
<thead>
<tr>
<th>Boundary Conditions</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clamped Edge</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>10.21</td>
<td>39.78</td>
<td>88.90</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>21.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>34.84</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Free Edge</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td></td>
<td>9.076</td>
<td>20.52</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>20.52</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>35.24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>52.91</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Center Simply Supported</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Node Point at Center)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Axial Symmetric Vibrations</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>3.75</td>
<td>20.91</td>
<td>60.68</td>
<td>119.7</td>
</tr>
<tr>
<td>1</td>
<td>5.251</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>12.23</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( S = \text{number of nodal circles.} \)

\( n = \text{number of nodal diameters.} \)
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<table>
<thead>
<tr>
<th>(b/a)</th>
<th>(\xi)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0</td>
<td>19.74</td>
<td>31.09</td>
<td>35.99</td>
<td>78.96</td>
<td>98.70</td>
<td>128.3</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\infty)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0</td>
<td>17.86</td>
<td>28.21</td>
<td>32.67</td>
<td>61.85</td>
<td>71.47</td>
<td>81.82</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\infty)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0</td>
<td>16.19</td>
<td>25.80</td>
<td>29.08</td>
<td>55.19</td>
<td>59.98</td>
<td>66.72</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\infty)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0</td>
<td>13.42</td>
<td>22.30</td>
<td>25.90</td>
<td>41.08</td>
<td>45.79</td>
<td>53.69</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\infty)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0</td>
<td>11.15</td>
<td>20.30</td>
<td>23.65</td>
<td>21.08</td>
<td>21.08</td>
<td>21.08</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\infty)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0</td>
<td>10.26</td>
<td>19.08</td>
<td>22.64</td>
<td>11.15</td>
<td>13.42</td>
<td>21.08</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\infty)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ f = \frac{\pi c}{2\pi a} \sqrt{\frac{Ea^4}{12\rho (1-w^2)}} \]

**Table XII Values For \(a\):**

- \(a, b = \) dimensions of the plate.
- \(J = \) foundation elasticity coefficient for homogeneous foundation rotation along all four edges.
- \(J = 0,\) pinned edges
- \(J = 0.5,\) partially clamped edges
- \(J = \infty,\) fully clamped edges.

Reference 44. \(\frac{\partial^2 W}{\partial x^2} = \frac{1}{a} \frac{\partial W}{\partial x}\) at edges.
The following equations, in conjunction with the curves of Figures 146 and 147, may be used to determine the frequency response function and the associated stress of a flat clamped-clamped rectangular plate when the extension of the middle plane of the plate is significant. It is assumed that the plate is uniformly loaded by an oscillating pressure having a single frequency and normal incidence to the plate.

\[ K_3 \Delta^3 + K_2 \Delta^2 + K_1 \Delta + K_0 = 0 \]  \hspace{1cm} (41)

\[ K_3 = \frac{3}{16} \Delta^2 \]

\[ K_2 = \frac{3}{2} \omega_0^2 \beta \left[ 1 - \left( \frac{\omega}{\omega_0} \right)^2 \right] \]

\[ K_1 = \omega_0^4 \left\{ \left[ 1 - \left( \frac{\omega}{\omega_0} \right)^2 \right]^2 + \frac{1}{4} \left( \frac{\omega}{\omega_0} \right)^2 \right\} \]

\[ K_0 = - \left( \frac{p}{\rho_h} \right)^2 \]

\[ \beta = \frac{E h^3}{\rho b^4 h^3} \]

\[ \omega_0^2 = \frac{\pi n \rho}{\mu b h} \]

\[ D = \frac{E h^3}{12(1 - \nu^2)} \]

\[ \eta = \left[ \int_{0}^{a} \int_{0}^{b} \phi(x,y) \, dx \, dy \right] \div \left[ \int_{0}^{a} \int_{0}^{b} \phi^2(x,y) \, dx \, dy \right] \approx 1.3 \text{ at } b/a=0 \]

\[ Q = \frac{1}{2} \Delta \]

\[ \Delta = \left[ \text{Maximum amplitude of oscillation of center of plate} \right]^2 \]

\( \nabla, s = \text{Nondimensional parameters obtained by curve-fitting the equation} \)

322
to the curves in Figure 146.

\[ \frac{P(b/h)^4}{Dh} = \gamma(A_4) + \delta(A_4)^3 \]  

(42)

\[ \frac{P(b/h)^4}{Dh} = \gamma\left(\frac{A}{h}\right) + \delta\left(\frac{A}{h}\right)^3 \]

\[ a, b = \text{edge dimensions of panel (a} \geq b) \]

\[ D = \text{plate bending stiffness} \]

\[ E = \text{Young's modulus of material in plate} \]

\[ \rho = \text{density of material in plate} \]

\[ h = \text{total plate thickness} \]

\[ \gamma = \text{Poisson's ratio} \]

\[ \delta = \text{ratio of actual damping to critical damping} \]

\[ \omega_0 = \text{plate natural frequency in bending} \]

\[ \omega = \text{frequency of applied pressure} \]

\[ P = \text{maximum amplitude of applied pressure} \]

\[ \varphi(x, y) = \text{mode shape of panel} \]

\[ \eta = \text{dynamic factor accounting for the effect of the mode shape on the effective mass and effective applied force.} \]

Procedure for calculation:

1. Specify: \( a, b, E, \rho, h, \gamma, \delta, P, \omega \).

2. Fit Equation (42) to appropriate curve in Figure 146 and determine \( \gamma \) and \( \delta \).

3. Compute: \( D, \beta, \omega_0, Q, K_3, K_2, K_1 \), and \( K_0 \).

4. Solve Equation (41) for \( \Delta \) and compute \( A \) by relation \( A = \sqrt{\Delta} \).

5. Compute \( A/h \) from the value of \( A \) given by step 4.

6. In Figure 146 determine, from appropriate \( b/a \) curve, a value for \( \frac{P(b/h)^4}{Dh} \) for \( A/h \) computed in step 5; the value of \( P \) in this expression is the equivalent static pressure on the plate, and differs from the \( P \) given above because of the dynamic plate response. In order to avoid confusion, this value of \( P \) is denoted by \( P_e \) and the original value of \( P \) is denoted by \( P_0 \). Thus, \( \frac{P_e(b/h)^4}{Dh} \) is now known. Also, let \( A \) corresponding to
\[ \frac{P_s(b)^4}{D_h} \]

be denoted by \( \frac{\Delta e}{h} \). Thus, \( \frac{\Delta e}{h} \) is known from Step 5.

7. Compute \( \frac{P_s(b)^4}{D_h} \) and find \( \frac{\Delta e}{h} \) from Figure 146 using the appropriate b/a curve. \( P_s \) and \( A_b \) are assumed to correspond to static values of the pressure and center plate deflection.

8. Dynamic magnification factor for deflection = \( \frac{\Delta e}{A_s} \).

9. With the two values, \( \frac{P_s(b)^4}{D_h} \) and \( \frac{P_s(b)^4}{D_h} \), enter Figure 147 and from the appropriate b/a curve determine the corresponding dynamic and static stress factors, \( S_e \) and \( S_s \) respectively.

10. The stress \( \sigma' \) at the long edge of the plate can be found from the expression

\[
\sigma' = S \frac{E h^2}{(1-\nu^2)(b/2)^2}
\]

and thus \( \sigma_e \) and \( \sigma_s \) corresponding to \( S_e \) and \( S_s \) can be computed.

11. Dynamic magnification factor for stress = \( \sigma_e/\sigma_s = S_e/S_s \). (Note that due to the nonlinearities introduced by the membrane extensional stresses, the dynamic magnification factors for amplitude and stress are different.)

12. The above process can be repeated for the same value at \( P \) (or \( P_s \)) for different values of \( \omega \), and frequency response curves can be constructed for the amplitude and stress dynamic magnification factors. These curves will appear to have the following form:

![Graph](image)

Different values of \( P \) (or \( P_s \)) generate different response curves. The above procedure is taken from Reference 15 and Figures 146 and 147 were taken from pages 348 and 349 of Reference 9.
Figure 14.3  Large Static Deflections of Flat Rectangular Panels for Uniform Surface Pressure, Ref. 64, Page 350.
Equation for the fundamental frequency of vibration for a thin, circular, clamped, flat plate experiencing middle plane extension. Reference 64, Page 433,4.

\[
f = \frac{10.21}{2 \pi a^2} \sqrt{\frac{E h^2}{12 \rho (1-\nu^2)}} \sqrt{1 + 1.464 \frac{\beta^2}{h^2}}
\]

\[
\beta = \frac{2Pa^4(1-\nu^2)}{16Eh^3} \quad \frac{1}{1 + 1.485 \frac{\beta^2}{h^2}}
\]

\(\beta\) = Deflection at the center of the circular plate

\(P\) = Uniformly distributed pressure loading over the plate

\(h\) = Plate thickness

\(a\) = Radius of the plate

\(\rho\) = Mass density

\(E\) = Young's Modulus

\(\nu\) = Poisson's ratio

\(f\) = Frequency
Figure 144. Stress Factor for Large Static Deflection of Flat Rectangular Panel with Uniform Surface Pressure $P$; Stress for Longest Edge of Panel
Figure 145a: Static Stress vs. Static Pressure for 11" x 13" Flat Rectangular Aluminum Panels of Thicknesses .032, .040, .064, and .081 Inches.

Figure 145b: Static Stress vs. Static Pressure for Curved Panels with 11" x 13" Rectangular Base with Various Radii of Curvature.
Figure 146. Peak Stress Amplitude vs. Frequency for .040 Inch Thick Flat Panel with Acoustical Siren Normal Pressure Loading
Figure 147. Peak Stress Amplitude vs. Frequency For a Curved Panel with Acoustical Siren Normal Pressure Loading.
Notes
(1) Dimensions - 12 x 12 x 0.05, 0.072, 0.091, 0.125
(2) Material - 2014-T6

Legend
○ 150 db
△ 140 db
□ 130 db

Figure 148. Maximum Stress vs. Panel Thickness.
Lowest Frequency for Shell Segment with Clamped Edge, in units of corresponding frequency for flat plate with zero Poisson's ratio.

Figure 150. Fundamental Axisymmetric Vibration Frequencies of Shallow Spherical Shells, Ref. 35.
Figure 151. Added Surface Mass of a Liquid in a Cylinder (Reference 61)
Panel Damping

The damping of vibrations in panel structures is a composite of several types of damping from different sources and having different characteristics. The major constituents are listed here:

1. Material damping of the structure.
2. Coulomb (friction due to slip) damping in the joints at the fixed panel boundaries, or in the joints of panel structure itself in the case of panels which are built-up from several elements.
3. Viscoelastic damping in the joints at the boundaries of the panel or in the joints within the panel proper for built-up panels.
4. Viscoelastic damping of additive panel surface damping materials.
5. Acoustical radiation damping into the medium surrounding the panel.

Material damping of the panel structure is highly dependent upon the state of stress which exists in the panel; i.e., upon the magnitude and distribution of stress throughout the panel. According to Pian, Ref. 65, at very low stress levels, the damping is governed by the thermoelastic properties of the material. A varying low magnitude stress, or strain, which has a uniform stress distribution throughout the material, leads to a uniform low stress level, the distribution of stress is nonhomogeneous, temperature gradients are set up which produce energy losses at intermediate frequencies. For very low or very high frequencies, little or no damping occurs because the temperature gradients have time to level-off at low frequencies and the process is essentially adiabatic at high frequencies. At higher stress levels a different material damping process occurs. The stress strain relationships become multiple valued leading to hysteresis loop because of plastic action, or internal friction, within the material. The area of this loop, for any fixed stress level equals the amount of energy damped per cycle.

![Hysteresis Loop for Two Stress Levels](image)

Figure 152. Hysteresis Loop for Two Stress Levels
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Material damping at these higher stress levels is independent of frequency since the hysteresis loop for a particular case is the same for a static as well as a dynamic state of stress and strain. This damping is, however, dependent upon the stress amplitude and hence, for panels upon the surface, deflection of the panel. The most common expression used for measuring damping is the energy dissipated by the material per cycle of harmonic loading. This quantity is related to stress according to the relationship, Reference 16,

\[ \Delta E = (\Delta E_0) \cdot S^m \]

where

- \( \Delta E \) = damping energy dissipated per cycle for stress amplitude \( S \).
- \( \Delta E_0 \) = damping energy dissipated per cycle for a stress level of 1 psi.
- \( m \) = real positive number.

In the intermediate stress range, above the very low stresses and below a certain critical stress level, the value of \( m \) lies generally between 2 and 3 for most structural materials. (Note: \( m = 2 \) implies linear damping). A critical stress value exists for all materials, called the "cyclic stress sensitivity limit," or the fatigue strength point, Reference 16, above which the value of \( m \) increases markedly and may attain magnitudes of from 3 to 20, depending upon the material involved. Reference 16 states that this range is probably from 3 to 13 for aircraft structures with an average value of 8. This may be shown in the following diagrams in terms of the panel deflection rather than panel stress:

![Diagram](image)

Figure 153. Damping Energy vs. Panel Deflection
True coulomb friction is a kinetic frictional force which is characteristic of the force existing between dry sliding surfaces. The energy damped per cycle for such a damping action is proportional to the first power of the deflection. The type of damping occurring at riveted or bolted joints at the boundaries of the panel or of any built-up panel structure is better characterized as "slip" damping. Although this is essentially coulomb in nature, "slip" differs from coulomb in that energy dissipation per cycle is not in general proportional to the first power of the amplitude of the deflection. The following graph shows a probable variation of damped energy versus deflection for plates with riveted or bolted edge supports:

![Graph showing energy damped per cycle versus deflection] (Figure 154: Slip Damping)

Slip occurs at joints when the stress around rivets and bolts reaches a magnitude greater than or equal to that which produces a force between the plots and rivet (or bolt) equal to the maximum static friction force in the joint. Since the latter tangential force depends upon the normal pressure in the joint, the deflection (or stress) at which slip initiation occurs, this deflection will vary with the tightness of the joint. The tightness of the joint also determines the amount of damping obtainable from sliding friction, and has a variation like that shown in Figure 155.

Only a brief mention is made here of the damping effect of viscoelastic materials since these are not at present widely used in space vehicle structural design. This does not imply, however, any lack of importance for such materials, since these may significantly add to the damping of panel vibrations. Viscoelastic materials, such as Poly-iso-butylene, are used at the interfaces between the panel and the supporting frame such as is shown in Figure 156, Reference 16. Deflections of the panel surface produce small deflections at the edges causing cyclic shearing stresses in the viscoelastic material. In addition to the damping properties of these materials, they also produce elastic restoring forces on the deflected panel. A three dimensional plot, shown in Figure 157, shows the variation in energy dissipated per cycle with the elastic and viscous shear forces $G_1$ and $G_2$. In terms of panel stress the dissipation equation given above generally has an $m = 4$ for interface damping so that $(\Delta E) = (\Delta E)_o \cdot S^4$. 
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Figure 155. Energy loss per cycle for various loadings of a riveted and integral beam.
Figure 156. Beam with Visco-Elastic Layer

Figure 157. Elastic and Viscous Energy Dissipation
A second type of viscoelastic material may be used to dampen panel vibrations. These are in the form of overlays on the panel surface. Figure 159 shows the ratio of composite damping, $\bar{\zeta}$, of a plate with such an overlay, to the damping $\zeta_t$ of the viscoelastic material itself. This graph shows the dependence of the damping ratio on the thickness and elastic modulus ratios of the plate and the overlay.

A vibrating panel immersed in a fluid medium, such as air, induces pressure waves in that medium which are propagated away from the panel surface. In doing so, the panel gives up a certain amount of its kinetic energy, with the resultant effect on the panel being the same as damping. In Reference 55, the equation of motion is derived for a single degree of freedom rigid plate surrounded by a fluid medium and attached to a foundation through a spring and upon which acts a force $F(t)$. $\rho$ is the density of the surrounding medium and $c$ is the speed of sound in that medium. The effective damping provided by the fluid medium is seen to be $2\rho c$. $[Q = \frac{K}{\omega} = K/2\rho c\omega.]$ The effect of this damping for such fluids as air is very small except at resonance of the system. At resonance, the motion of the plate is actually limited by this effect so that: $x = \frac{K}{2\rho c\omega} = K/M$.

![Figure 158. Schematic for Showing Fluid Damping](image)

It has been assumed above that the propagated waves are not reflected back to the vibrating plate. In the case of a panel at the surface of a closed cylindrical shell, standing wave patterns may be set up in the contained fluid causing this fluid to become reactive as well as dissipative, thus changing the panel natural frequencies from their "in vacuo" magnitudes. This is quite a complex problem, beyond the scope of this report, and reference is made to 56, 66, and 67 in the bibliography for further discussion of this problem.
Figure 159: Ratio of Total Damping to Viscoelastic Material Damping for a Viscoelastic Overly on a Plate.
ATTENUATION OF VIBRATION WITH DISTANCE IN TYPICAL STRUCTURE

The vibration at point A may be due to the local environment at point A or it could be due to the environment at point B, inducing sufficient response at point B which is transmitted thru structure to point A. The gradient of the environment and the vibration attenuation characteristics of the structure would appear to be governing factors. Fortunately, an experiment was conducted some years prior to this contract which provided the raw data to determine the attenuation of typical structures. A 300-inch length of Snark fuselage structure on a soft suspension was vibrated at one end and the structural response measured as a function of distance from the source. The input was normal to the fuselage centerline and the responses were measured in the same distance. The vibration was a sinusoidal input at discrete frequency from 20 cps to 1200 cps. A random input was used but no complete analyses were made of this output. The Snark fuselage is 60 inches in diameter and made up of constant .190 magnesium skins.

The analysis was an attempt to answer the question whether a constant attenuation between successive cycles might describe the attenuation independently of frequency. Data from Reference 61 (S. Crandall, Random Vibrations, Technology Press) was used to determine the velocity of surface waves being transmitted longitudinally thru the skin. The velocity of these surface waves varied from 2700 fps at 1200 cps to 715 fps at 100 cps as compared to the speed of sound in magnesium of 15,100 fps. The results presented in Figure 16 show that the attenuation per cycle is indeed a constant independent of frequency. The constant is .72 for the ratio of successive peaks or .515 for successive peaks of amplitude squared.

In the plots of Snark response during launch, Figures 93-98, an anomaly in the data exists on Figure 98 in that a bulge in the response data suggests a locally high response in the area immediately forward of the rocket nozzle. Structural borne transmission from areas of still higher structural response do not account for all of the exceedance, and it may be possible that part is coming from a resonance effect of the local fuselage panels or substructure. This one case is an exception, however, and the success of the correlations presented in general shows that the vibration at any given point is in general determined by the local environment. This is particularly true for frequencies above 100-200 cps and not directly true at frequencies below these values, except as one integrates the excitation over the whole vibration and correspondingly obtains an integral measure of the deflections and generates a correlation on this basis. The significance of the frequency which divides the correlations into direct and integral correlations is the agreement of this frequency with the upper limit of the gross vehicle natural frequency considered significant and worthy of measurement on a ground vibration test and its agreement with the lower bound of frequency representing structural panels and substructure.
Figure 160. Vibration Attenuation in Snark Fuselage
STRUCTURAL DAMPING

A summary of the available damping data is presented in Figure 161 to help in the estimation of transfer functions and to obtain a general feel for the structural damping of the gross vehicle modes. Transfer functions may be estimated knowing the natural frequency, mode shape, generalized force and mass for each mode, if an estimate of the damping is also available. The damping for aircraft modes is higher than expected due possibly to an incomplete definition of the response curves. The damping was estimated from the width of the resonant peak. In transient analysis of complete structural response, it is common to use 5 per cent of critical damping as an estimate.
Figure 161. Compilation of Structural Damping Data - Equivalent Viscous Damping of Primary Structural Modes of Completed Vehicles.
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The mechanism of vibration and acoustic failure is fatigue. Although a working knowledge of fatigue exists in every design and structures group, the recent developments in this problem area have been unusually worthwhile as a result of more effort and emphasis. Approximately 300 papers per year are produced on this subject. The nature of the damage within the crystal is more thoroughly understood and a usable mathematical base for analysis and prediction is approaching. The knowledge to optimize solutions of the fatigue problem is not available and reliance is placed mainly on testing and the margin of safety.

Past experience was concerned with failure of equipment and secondary structures. Primary structural failures were exceedingly rare until the last few years. Acoustic fatigue of jet engine inlet ducts and gust induced fatigue of primary structure are important and costly examples. A failure existed due to acoustic fatigue in the internal structure of the main box of the horizontal stabilizer of the B45 aircraft. It is unfortunate that the more common failure in the acoustic fatigue problem involves substructure which is difficult if not impossible to inspect. All aspects of the contributions of dynamic stressing of primary structure must now be provided for. Both economic reasons and weapon system effectiveness support this conclusion.

Figure 162
Mean Time to Failure for Complete System for 2 Year Mission Into Space

\[ \text{Fatigue Failures (log normal distribution)} \]

\[ \text{Electronic failures (Exponential Distribution)} \]
Three reasons for the emergence of fatigue as a primary design criterion have been the requirements for greater vehicle performance, the use of more efficient concepts of structural design for problems other than fatigue, the use of optimum design principles throughout the vehicle, a general cut in design margin, and a greater number of parts arising from greater complexity.

A thought provoking illustration of the need for additional emphasis is shown, in Figure 162, taken from Reference 15.

Attaining mean times to failure for a complete system of this order will require new knowledge.

A basic presentation of the fundamentals of fatigue is given which include the important experimental results. Material of Shanley, Reference 1, and Sines, Reference 2, is used.

A conventional presentation of the S-N data for a number of different materials shows considerable variation in level, Figure 163. No basic correlation exists in the data which could be used to predict new situations. The fatigue curve may be divided into three parts, the repeated load portion similar in stress level to the strength of the material, the center of the curve which is a straight line using log-log scales, and the endurance limit region.

No one set of governing parameters covers all parts of the curve.

Fig. 163  Conventional Presentation of S-N Data
The failure mechanism within the crystal is due to unbonding from plastic deformation. A measure of plastic deformation occurs in the hysteresis loop. The hysteresis loop is a result of the fundamental imperfections of the material, a reflection of internal dislocations and slip. These same material characteristics which give width to the hysteresis loop are responsible for fatigue. When the hysteresis loop collapses to a straight line, perfectly elastic action is indicated and fatigue is impossible. In real material, the ideal of perfectly elastic action is approached below the endurance limit where the plastic strain is negligible.

If the hysteresis loop were to remain constant throughout the life of the part, a constant relationship would exist between the alternating values of the plastic strain, the total strain and the total stress. In Figure 165 it is shown that the bending moment required to produce constant strain is often a variable, however strain hardening and strain softening is illustrated.

Still a third parameter suggesting that a test should be made for correlation based on plastic strain is the fact that the damping indicated by the hysteresis loop increases radically in some materials above a stress value called the cyclic stress sensitivity limit (See Lazan). This stress is very near the endurance limit.

The correlation based on plastic strain is shown in Figure 166 for steel and aluminum and for normal and elevated temperatures. Although based on limited data it appears a fundamental correlation does exist. It is worthwhile noting that the collapsing of the data to a single line based on parameters measurable in fatigue has at the same time eliminated consideration of conventional material
properties. A cause for some of the previous unwanted scatter in fatigue data is given by considering the above result. The data suggest that plastic strain is the proper quantity to measure and hold constant during testing rather than the imposed load or stress level.

Figure 166. Fatigue Data from Controlled Strain Tests (Reference 3)
Fatigue cracks originate at the surface. The rare exceptions are found to be concerned with internal voids which may also be looked at as free surfaces. Slip planes exist as normal flaws within the crystal in any material. With continued working, the slip planes become more prominent, allowing a reversible shearing action which causes progressive severing of the atomic bonds. A crack develops within one crystal, is temporarily delayed at the grain boundary and finally spreads to adjacent crystals. The electron microscope has identified cracks in material after only four percent of the life span.

A leverage action takes place at the edges of the unbonded area when tension stresses are present perpendicular to the unbonded area. Tension accelerates the breakdown of the material but is not a basic requirement since failure can be produced wholly in the compression range. The fundamental parameter is the amount of plastic strain imposed.

If a value of cyclic stress amplitude $\Delta \sigma_0$ exists below which no cyclic plastic strains occur, an endurance limit will be present. Figure 167 shows the cyclic plastic strain $\Delta \varepsilon_p \approx (\Delta \sigma - \Delta \sigma_0)^2$. Figure 168 shows an alternative possibility $\Delta \varepsilon_p \sim \Delta \sigma^4$ with a cutoff at $\Delta \sigma_0$ and Figures 169 and 170 show the corresponding S-N curves.

---

Fig. 167 Hypothetical Variation of Plastic Strain

Fig. 168 Asymptotic Endurance Limit

Fig. 169 Hypothetical Variation of Plastic Strain
The physical explanation of the endurance limit is that the dislocations within the crystal are pinned by mild stressing. Such locking up of the dislocations does not occur when high stress levels are intermixed with low stresses. The intermixing of high and low stresses generates more dislocations at high stress levels than can be pinned at low levels. Consequently, S-N curves for random loading are significantly below those generated at one stress level only. References 6, 17, and 18.

For cyclic plastic strain of constant amplitude, the rate of growth of crack area can be expressed

\[ \frac{da}{dn} = c \Delta \varepsilon_p^2 \]

where \( a \) = crack area
\( n \) = number of cycles
\( \Delta \varepsilon_p \) = plastic strain

Integrating,

\[ a = C \Delta \varepsilon_p^2 n \]

At the point when the critical area is reached, \( n \) becomes \( N \), a fatigue life.

\[ a_{cr} = C \Delta \varepsilon_p^2 N \]

\[ N = \frac{C'}{\Delta \varepsilon_p^2} \]
Using the experimentally determined constant from Figure 166,

\[ N = \frac{36}{\Delta \varepsilon_p^2} \]

The slope obtained on log-log paper, \(-1/2\), arises from the exponent of the plastic strain and agrees with measured data.

The relation between plastic strain and the stress is that shown by Figures 167 and 169.

\[ \Delta \varepsilon_p = f(\Delta \sigma) \]

\[ \Delta \varepsilon_p = (\Delta \sigma)^x \]

\[ N = \frac{c}{(\Delta \sigma)^{2x}} \]

The effects of mean stress can be approximately represented by the linear interaction curve

\[ \frac{\Delta \sigma}{\Delta \sigma_0} + \frac{\sigma_m}{\sigma_{m0}} = 1 \]

usable to the yield strength where

\[ \Delta \sigma \] alternating stress

\[ \Delta \sigma_0 \] allowable alternating stress at zero mean stress

\[ \sigma_m \] mean static stress

\[ \sigma_{m0} \] extrapolation of the straight line as shown to give a fictitious allowable mean stress at zero alternating stress. See Figure 173.

An interaction curve is illustrated in Figure 173. A more conventional plot is that shown in Figure 172.
Combined Stresses

The valid theoretical mechanisms which attempt to explain the mechanism of fatigue include: (1) maximum shear criterion, (2) octahedral shear stress, (3) strain energy method, (4) the principal strain, and (5) the principal stress. Concentrating on the octahedral shear stress criterion because of its support from experimental data, we describe the stresses on a small volume of material by enclosing it in a cube and defining the moment and shear stresses on the six faces. The cube can be oriented so only normal stresses result; these are extreme values called the principal stresses.

Of more interest to plastic flow problems (and fatigue is apparently in this category) are the shear stresses. The octahedral shear closely predicts plastic flow

$$
\tau_{\text{octa}} = \frac{1}{3} \sqrt{(P_1 - P_2)^2 + (P_2 - P_3)^2 + (P_3 - P_1)^2}
$$

where the \(P_i\) are the three principal alternating stresses.

Figure 174 is a plot of the criterion.

Pure bending is a vector along one of the axes, pure torsion at 45° as indicated. Combined bending and torsion occur only in the same quadrants as pure torsion. Each principal stress oscillates from a given value in the tensile direction to an equal value in the compressive direction on the other half cycle. The diagram is applicable to a free surface, \(P_2 = 0\). In the first and third quadrants, the principal stresses are in phase.

The common problem is not alone one of combined alternating stresses but also includes an array of static stresses as well; all combinations of axial bending or torsional stresses must be considered. Common engineering practice presents these data in the form of the Goodman diagram, but this procedure fails when the static stress is not the same kind as the alternating stress. The very interesting summaries of the results of the interactions are given in Figures 175 and 176. The ordinate is the alternating stress; the abscissa, the static stress. The data shows no interaction of (1) static torsion on alternating torsion, nor (2) static torsion on alternating bending as long as the static torsion stress is less than the yield strength.
The permissible alternation of the octahedral shear stress is a linear function of the orthogonal normal static stresses (at a given life)

\[
\tau_{\text{octa}} \leq \frac{\sqrt{2}}{3} f_0 - \alpha (s_1 + s_2 + s_3)
\]

where \( f_0 \) = alternating uniaxial fatigue strength at zero mean stress at the desired life

\[
\alpha = \frac{\sqrt{2}}{3} \left( \frac{f_0}{f_1} - 1 \right)
\]

\( f_1 \) = alternating uniaxial fatigue strength centered on a mean stress of the same value, at the desired life.

**Effect of Static Normal Stress on Axial Fatigue**

Figure 175

**Effect of Mean Axial Stress on Axial Fatigue**

Figure 176
Yielding must be prevented to provide a design which is at all conservative. A simple conservative criterion, in lieu of the longer and more exact method above, is that the maximum local shear stress must not exceed one-half the yield strength.

\[
\frac{P_1 - P_3}{2} = \tau_{\text{max}} \leq \frac{Y}{2}
\]

Wang shows that the octahedral shear stress can be calculated without knowing the principal stresses. In an elastic solid there are three mutually perpendicular planes with no shear stress. The normal stresses are the principal stresses. With the cube oriented in an arbitrary direction, three linear simultaneous homogeneous equations must be solved to find the principal stresses and directions. The secular determinant is set equal to zero, yielding:

\[ S^3 - J_1S^2 - J_2S - J_3 = 0 \]

\[
J_1 = \sigma_{xx} + \sigma_{yy} + \sigma_{zz}
\]

\[
J_2 = -(\sigma_{xx} \sigma_{yy} + \sigma_{yy} \sigma_{zz} + \sigma_{zz} \sigma_{xx} - \sigma_{xy}^2 - \sigma_{yz}^2 - \sigma_{zx}^2)
\]

\[
J_3 = \sigma_{xx} \sigma_{yy} \sigma_{zz} + 2\sigma_{xy} \sigma_{yz} \sigma_{zx} - \sigma_{xx} \sigma_{yz}^2 - \sigma_{yz} \sigma_{zx}^2 - \sigma_{zx} \sigma_{xy}^2
\]

The solution of this equation is independent of the choice of coordinates and the \(J_i\) are called stress invariants. Expressed in terms of the principal stresses:

\[
J_1 = S_1 + S_2 + S_3
\]

\[
J_2 = -(S_1S_2 + S_2S_3 + S_3S_1)
\]

\[
J_3 = S_1S_2S_3
\]

If the hydrostatic pressure is subtracted from each of the principal stresses, one of the invariants obtained has a number of significant physical meanings. Let \(p = J_1/3\) where \(p\), the average of the normal stresses, is called the hydro-
static pressure. Subtracting the hydrostatic pressure from the principal stresses gives the stress deviator

\[ S'_1 = S_1 - p \quad S'_2 = S_2 - p \quad S'_3 = S_3 - p \]

Forming \( J'_2 \), the second invariant of the stress deviator

\[ J'_2 = -(S'_1 S'_2 + S'_2 S'_3 + S'_3 S'_1) \]

\[ = 1/2 (S'_1^2 + S'_2^2 + S'_3^2) \]

\[ = 1/6 \left[ (S_1 - S_2)^2 + (S_2 - S_3)^2 + (S_3 - S_1)^2 \right] \]

Starting with only the data available from an arbitrary set of coordinates at the beginning of the problem

\[ J'_2 = 1/6 \left[ (\sigma_{xx} - \sigma_{yy})^2 + (\sigma_{yy} - \sigma_{zz})^2 + (\sigma_{zz} - \sigma_{xx})^2 \right. \]

\[ \left. + 2(\sigma_{yz}^2 + \sigma_{zx}^2 + \sigma_{xy}^2) \right] \]

The second invariant of the stress deviator, \( J'_2 \), has the following physical significance:

a. It is proportional to the mean shear stress obtained from considering planes with all possible orientations, \( 2 J'_2/\sqrt{10} \)

b. It is the shear stress on the octahedral plane, \( \sqrt{2} J'_2/3 \)

c. It is proportional to the elastic energy stored by change in shape, \( (1 + \nu) J'_2/2 \)

d. It is the von Mises criterion for plastic deformation, \( \sqrt{J'_2} \geq K \)

A further broad general statement is possible regarding the stress invariants. The failure of all isotropic or quasi-isotropic solids may be expressed

\[ F(J_1, J_2, J_3) \geq 0 \]

where careful experiments must be performed to find the function \( F \) applicable to the type of failure or material under consideration.
The special case of combined stress solvable by Mohr's circle depends on knowing one principal direction. When this is not available, the stress formulas given above are required for the general case.

**Variable Amplitude Loading**

An important class of fatigue failures will result from a nearly continuous spectrum of the applied alternating loads. Loads from different stress levels will be intermixed. It is believed that an accurate picture of randomly applied loads is obtained if these loads are merely summed to form such a continuous load spectrum. To obtain the loading history from a random wave, it is necessary to know the probability density distribution of the stress amplitudes.

The simplest case is presented in Figure 178 in which the damage density (i.e., the cycle ratios) is presented. The presentation in this form is highly recommended as it gives a valuable picture of the damaging portion of the load spectrum.

Conventional S-N curves present failure data for a certain combination of mean and alternating stresses, a combination which is held constant until failure occurs. These data are not applicable to the random load case because intermixing of high and low loads allows significantly more damage to be done at low stress levels. The situation is illustrated in Figure 179. The explanation is that high stresses generate the dislocations and that when only low stresses are present, the dislocations are pinned; but when the stresses are intermixed, significant damage is done by the low stresses at and below the endurance limit.

Freudenthal has shown that the Miner fraction varies between .1 and 1.0 when intermixed stresses are used on smooth unnotched specimens of 2024 aluminum and 4340 steel, Figure 180.
Miner's rule has been used as a guide on conventional built-up structure with its many stress concentrations and reasonably justified for a certain class of problems. Miner's rule was created to accumulate damage for the basic case of unnotched material. However, Freudenthal has given a fundamental demonstration of its lack of applicability to the basic case. Therefore, the future use of Miner's rule must be ringed with qualifications to prevent its use in areas unsupported by test data or previous experience.

![Figure 180. Influence of Stress Interaction](image)

**The Stress Concentration Factor**

The usual fatigue failure is not caused by stressing an appreciable portion of the material above its endurance limit but is caused by the existence of locally high stresses around attachments, drill holes, inclusions, and surface roughnesses. If these elastic stress concentrations were removed, the number of failures would be considerably less.

The elastic stress concentration factor is the ratio of the elevation in stress predicted by the theory of elasticity for a flawless material. One would expect the S-N curve applicable to a part with a stress concentration to be the S-N curve for the unnotched material divided by the stress concentration factor, $K_t$. The factor $K_t$ applies to a peak stress affecting an insignificant number of grains and in the practical case, the degradation in strength predicted by $K_t$ is not obtained. The fatigue notch factor, $K_f$, is the ratio of the unnotched/notched fatigue strength and can be thought of as expressing an average increase in stress affecting a statistically significant number of grains—the number within one per cent of the peak stress, for example. Spaulding presents a chart in Reference 19 showing $K_t = 4.5$ to be representative of the best that can be depended upon in typical aircraft structure when special care is exercised in design.

The notch sensitivity factor, $q$, is a measure of how much $K_t$ effect is finally exhibited in the experimental result.
Notch sensitivity is usually presented graphically as a function of the notch radius and is defined as

\[ q = \frac{K_f - 1}{K_t - 1} \]

and varies between the limits of zero indicating no notch effect, \( K_f = 1 \); and unity, indicating full theoretical notch effect, \( K_f = K_t \). As the radius approaches very low values of the order of the grain size, the sensitivity approaches zero. In the limiting case of small radius but finite notch depth, \( K_t \to \infty \) & \( q \to 0 \) but \( K_f \) approaches finite values in the range of 2 to 4. The curve shown is expressed by an equation of the form \( q = 1/(1 + a/r) \) where \( a \) is a constant peculiar to a given material but varying with its heat treatment and the size of the inclusions which may be present. A listing of the data available regarding the parameter is on page 295 , Reference 16. The grain size effect shown has been hypothesized as due to (1) the number of grains in the volume of material where the stress is within one percent of the peak stress, or (2) the existence of a stress gradient which is steep in relation to the grain size.

Size effect describes a variation in fatigue strength in a series of parts all of which are geometrically similar; the larger the part the lower is its fatigue strength. The greater volume of the large part which is stressed to within one percent of the maximum stress provides a greater probability of finding weak links—weak crystals.

Miles\(^{11}\) has attempted to show the compatibility of the existing S-N data, the random response theory, and Miner's rule. The Rayleigh distribution of peaks was used to describe the loading history. There is, however, a basic incompatibility between (1), a load history which, to be consistent with S-N data, implies equal negative peaks between adjacent positive peaks and (2), the Rayleigh distribution, which does not. The use of the Rayleigh distribution for the load history may be improper. McClymonds\(^{12}\) has shown that an alternative approach is possible which divides random stresses into alternating and mean stresses. Examination showed both to be normally distributed. This result would seem to require the use of the joint probability of occurrence of the mean and alternating stresses. The statement was made, however, that the effect of the mean stresses was negligible.
Further developments must be expected before an established method is available to handle random loads. The method must cover mean stresses and stress concentrations.

Referring to the random S-N curve of Figure 179, it will be possible to establish rather easily the endurance limit for the random load case. Successive failures are obtained by test using the full spectrum randomly applied, then the block containing the lowest stresses is omitted, next the lowest two levels are omitted, and so on until the comparative life begins to increase. The endurance limit for, random loads is defined by this procedure. This test was suggested by Shanley.

**Cumulative Damage**  A uniform rate of damage accumulated per cycle at constant stress level is one leg of the cumulative damage definition. The other leg of the definition is the linear rule of damage accumulation under variable stress amplitudes.

Freudenthal increased the linear damage rate per cycle $1/N_i$ by a stress interaction factor $w$ to obtain $w/N_i$, $w>1$.

Partial Damage $D = w_i/N_i$

Cumulative Damage $\Sigma D = \Sigma w_i n_i/N_i$

Miner's rule is obtained when $\Sigma D$ and $w = 1$. Let $n_i = p_i N$ where $N$ is the total number of cycles to failure obtained by summing the load history at all stress levels, and $p_i$ is the fraction of the total number of cycles at any given stress level.

$$\Sigma D = \Sigma w_i p_i N_i = 1$$

$$n = \frac{1}{\Sigma w_i p_i / N_i} = \frac{1}{\int_{s_0}^{s_u} \frac{w_i p_i}{N_i} \, ds}$$

For rms stresses low enough to result in long life, the damage is done by the few peaks appreciably in excess of the rms value, a significant conclusion.

**Application to Engineering Problems**  Considering the extremes in flight time and power plant operation that exist in missiles, aircraft, and spacecraft, there is a tendency to expect fatigue failures to be a remote possibility in the vehicle with the short flight times. In practice this has not proven to be true. The severity of the environment has tended to balance the duration of the exposure. Failure has moved to higher frequency bands in equipment vibration and acoustic panel fatigue problems where a million cycles of alternating load can be applied in one hour's time. The German V-2 missile suffered approximately 30 complete
structural failures following launch which were due to skin failure following panel flutter.

Failure of flat panels in the T-38 engine inlet duct took place in only 10 hours. If full power had been used continuously it was estimated that failure would have been induced in only one hour. At zero forward velocity, air is inducted with sufficient turbulence to cause pressure fluctuations at the level of 154 DB. Single skins held by countersunk rivets are inadequate for this environment. At all speeds above a low forward speed, air is smoothly inducted -- the corresponding measured pressure fluctuations drop to 139 DB. The probable mechanism of the generation of the high turbulence on the ground is the flow of air across the sharp leading edge of the duct, since a portion of the air supply is drawn from the side and from the rear. A reasonable leading edge radius on the duct inlet on subsonic vehicles has not always prevented internal duct panel damage. Extensive damage also has existed in completely circular inlets and in the case of reasonable radius and a circular inlet. That damage can occur in the circular duct with the large leading edge radius is significant because it would have been expected to be less susceptible to damage than a duct with flat panels and sharp leading edge. These parameters were insufficient to prevent damage. Very few jet intakes have escaped this type damage.

Extensive acoustic damage to secondary structures exists on many jet engined aircraft and has become so common that a satisfactory service life for fairing and ejector structures adjacent to the jet stream has proven to be as low as 500 hours. The Air Force estimates acoustic fatigue damage to have cost roughly one hundred million dollars in the last five years; (Ref.: WADC TR 59-507 Supplement #1). The initiation of studies concerned with rate of crack growth were partly the result of the need for a criterion for safe life of secondary structure containing cracks. These costs are incompatible with the expressed position of several companies that fatigue is a detail design problem and can be prevented by properly engineered details.
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CONCLUSIONS

There are a large number of conclusions implicit within each of the sections of this report, many of which are of value only when viewed in context with the discussion. However, several general and specific conclusions can be restated here, as follows:

A.

(1) In general, the maximum vibration in space vehicles occurs at either launch, as a result of rocket noise, or during the maximum dynamic pressure flight phase as a result of boundary layer pressure fluctuations.

(2) The rms acceleration associated with the amplification of either of the above random noise inputs appears on the order of 2 g for light missiles, weighing less than 15,000 lbs., and on the order of .5 g for heavy missiles weighing over 100,000 lbs. Note that these amplitudes result from surface launch and present maximum q values.

(3) These missile accelerations increase approximately in proportion to the square root of frequency.

(4) Rms acceleration amplitudes on missile structures near operating rocket engines in both heavy and light missiles are on the order of 3-10 g independent of flight phase.

(5) Total rms accelerations including all frequencies below 12,000 cps on rocket motors are generally of the order of 4 - 10 g with peak amplitudes during firing as much as 10 times the rms values; however, some rms values of the order of 50 to 500 g have been reported with peaks ranging to 2000 g.

(6) Internal acoustic levels can be as high as 150 db SPL for certain configurations and must be considered in relation to electronic and other equipment.

B.

(1) An empirical correlation of missile launch vibration data showed that prediction of resonant vibration could be made by considering the mean square force per cycle input to the vehicle, regardless of spacial correlation, the vehicle's weight, and frequency. The data indicate that the ratio of generalized force on the vehicle to the generalized mass taking part in the motion is constant for constant values of the wave number associated with the noise input.

(2) A correlation between external noise and vibration of adjacent structure showed promise for aircraft at the higher frequencies. However, the results were negative at low frequencies, indicating that the vibration of structure in regions remote from the location of the maximum noise levels is a summation of direct local excitation and vibration transmitted through the structure from the areas of maximum noise. These results are consistent
with the concept of a constant value of attenuation per wavelength of the transmitted vibration bending wave, as demonstrated from a Snark experiment, Figure 160. The data also exhibited major differences between types of aircraft which may result from differing structures and configurations.

C. 
(1) The analytical approach for the understanding and prediction of space vehicle vibration emphasizes the use of mobility concepts, where mobility of the vehicle is defined as the ratio of the response to the generalized force input;

(2) Computation of the generalized force, or the effective force on the vehicle, requires statistical knowledge of the spatial correlations of the forcing function, together with definition of the mode shape of the panel or shells which are exposed to the forcing function;

(3) The definition of the mobility of the structure can be approached analytically by studying various simplified analytical models, appropriate to the geometry of the structure obtaining a series of solutions which converge towards an increasingly better approximation of the true structure.

D. 
(1) Resonance on resonance is responsible for the failure of many small parts. The two degree of freedom system has been analyzed many times in the past without noting that for the small mass of the system that a \( Q^2 \) response for sinusoidal excitation and a \( Q^{3/2} \) response for random excitation is possible for large mass ratios. Hence, resonance on resonance should be prevented by proper damping of the critical items and/or vibration isolation.

E. 
(1) A fundamental correlation between strain and life is presented based on limited data from work of Shanley and Pian and D'Amato derived from several different materials, from different temperature ranges, and from the thermal fatigue problem.
PART III

SIMPLIFIED COMPOSITE RESPONSE
I. INTRODUCTION

The previous sections of this report have been concerned with the prediction of the dynamic forcing functions encountered in the operation of a space vehicle and the vehicle's responses to this environment. This section discusses the combining of the various dynamic responses encountered during the vehicle's normal service life to a simplified composite response, suitable for test specifications.

In former years, vibration test specifications for aircraft were developed for an entire class of aircraft, generally from envelopes of vibration data acquired from a large body of measurements on a variety of aircraft. In general, these specifications applied to mechanical or electronic equipment mounted within the aircraft and were intended to prevent occurrence of either malfunction or fatigue failure during the service life of the equipment. Furthermore, these specifications were tailored to available sinusoidal vibration shakers which were capable of sweeping through the frequency range at a constant amplitude or dwelling at one frequency at various amplitudes. Thus, the actual flight vibration environment which usually consisted of a superposition of many sinusoidal vibration components, resulting from both engine vibration and acoustical coupling between the propeller and the aircraft, was reproduced during test one frequency at a time. These envelope specifications were adequate for equipment in the majority of propeller aircraft, since the envelope environment was more severe than any environment encountered in an individual aircraft, and the aircraft design state of the art did not result in vibration environments for new aircraft which differed radically from the environments of their predecessors. Furthermore, although compliance with these specifications resulted in a considerable upgrading of the fragility level of many types of equipment, it did not necessitate a radical change in "good design practice" for equipment, nor did it result in equipment which became too heavy, bulky or otherwise incompatible with other aircraft requirements.

The development of modern, high performance, lightweight flight vehicles with jet or rocket propulsion has resulted in a significant change in the characteristics of vehicle dynamic environments, and in some cases the introduction of structural fatigue as a problem area of vital concern.

As shown in previous sections, the most severe vibration environments for modern vehicles generally result from external pressure fluctuations of either acoustical or aerodynamic origin. These pressure fluctuations are characterized by a distribution of energy at all frequencies throughout a wide frequency range and by gaussian amplitude distribution. Thus, mechanical energy is available to simultaneously excite many resonances in a panel, substructure component or equipment. Secondly, because of the random amplitude distribution of the forcing function, the relationships between the resulting responses at the various resonances can be described only statistically.
The general increase in the severity of the dynamic environment, coupled with this change in the nature of the exciting forces and the increasing concern with structural fatigue, has necessitated a re-evaluation of previous vibration specifications. In many cases, equipment and design techniques which were qualified for propeller aircraft have been found unsatisfactory for modern flight vehicles, necessitating major redesign and often the introduction of technological advances to the design state of the art. Equal difficulty has been encountered in determining proper laboratory test procedures which insure adequate simulation of the flight environment which results from the random external pressure fluctuations. Further, the lack of a large body of vibration data has handicapped selection of general vibration specifications, particularly with the realization that excessive conservatism in the specification often requires significant advances in both design and construction techniques, with their accompanying cost penalties. On the other hand, occasional lack of sufficient attention to qualifying flight structure or equipment for its actual service dynamic environment has resulted in serious malfunctions or failures, with their attendant cost penalties.

Thus, the dynamic environment in a space vehicle has proven more difficult to specify and simulate in the test laboratory than previous aircraft environment. These difficulties have been resolved by varying methods for each of the new vehicles after consideration of the predicted or measured environment for the particular vehicle. The following sub-sections will discuss the considerations implicit in formulating suitable test specifications for the various problem areas and time-varying dynamic environments.
II. CONSIDERATIONS IN THE DESIGN OF THE TEST

The sole reason for developing vibration specifications and test requirements for components of a space vehicle is the necessity to assure a satisfactory level of reliability for the component when it is exposed to the service operational environment. The required reliability for each component can be determined directly from the design reliability goals for the entire vehicle or system. Hence, it would appear appropriate that all judgments involving acceptable test procedures, confidence levels, safety margins, environmental predictions, etc., should be made with cognizance of and reference to the vehicle's overall reliability requirements.

Further, it would seem equally appropriate that the economic aspects of these judgments be viewed in the context of the total vehicle or program reliability requirement.

This latter point should not be minimized, for once the overall program reliability requirement has been determined from consideration of personnel safety, national security or prestige and economies, the procedures required to attain these requirements must be compatible with the importance of the reliability requirements. Thus, the specifications of what to test, how to test and how long to test, depend upon the level of confidence necessary to meet the overall reliability requirement. Similarly, arbitrarily increasing the severity of the test environment relative to the expected flight environment to provide a safety factor must be weighed in terms of the possible economic or performance penalties of requiring unnecessary upgrading of a vehicle's component fragility level.

Here, it must be recognized, the emergence of space vehicles has not only been characterised by more severe vibration environments than generally encountered previously, but has also been accompanied by fantastic increases in necessary component reliability to assure even marginal mission reliability and increases in the required vehicle performance. These factors combine in emphasizing the importance of adequate test programs to assure successful missions. Hence, if these trends continue, it would be expected that environmental testing will become increasingly thorough, and occupy a more prominent part of the design process.

The environmental specialist must define the test specification to provide adequate reliability. Normally, this definition involves a preliminary specification during the preliminary design stage and one or more revisions as more detailed environmental predictions, model data and, eventually, flight data become available. The design of a test specification is subject to innumerable compromises during its evolution. Not the least of these considerations is the original concept of an ideal test for a specific component intended for use in a known environment. This concept of an ideal test necessarily involves compromises in the duration of test and the number of samples to be tested to assure a stated confidence level in the test results. Secondly, the concept of an ideal test requires definition of the allowable deviation of the laboratory simulation of environment from the actual service environment.
Each of these basic compromises involves additional risk and must therefore be related to the basic reliability objective. Hence, departures from the ideal test, which may be required because of unavailability of equipment to perform the ideal test, must be justified on an engineering basis in terms of additional risk, if any. Thus, when it can be shown that a feature of the environment is unimportant in terms of failing the component, it should be unnecessary to reproduce this feature in test. However, if it cannot be shown that a given environmental feature is definitely unimportant in the failure process, its elimination by the test method involves additional risk. Generally, this additional risk can be minimized by increasing the severity of the test.

If each compromise which involves additional risk is resolved in this manner, the combined effect may add considerably to the test severity of the component. This increased requirement may, in turn, necessitate a significant upgrading of the component involving either economic or performance penalties. Whenever this occurs, it would seem appropriate to weigh the penalties of upgrading the component versus those of upgrading the test method to a point where the compromise is not necessary.

Thus, the design of a test specification involves assessment of the overall reliability requirement and the overall economic balance, as well as engineering definition of service environment and knowledge of the mechanism of component failure.
III. THE SIMPLIFIED COMPOSITE RESPONSE

The response to various stimuli was determined in Part II. When several excitations acted simultaneously, composite responses were defined. The composite response is the sum of the separate responses combined according to the rules of addition for random processes. The result was a record as long in time as the life of the vehicle.

Processing these data into one neat bundle for cumulative damage failures is visualised in the following manner.

1. To obtain segments in time where stationarity may be assumed it is necessary to divide the life into intervals containing an approximately constant level of vibration and a constant statistical distribution of the amplitudes.

2. Time may be removed from the description of the loading history by counting within each of the above blocks the peaks at each different stress level. The number of occurrences at each different level is required to define the cumulative damage done in fatigue to equipment or structure. An analogous count for other cumulative damage problems might be the number of occurrences of each different acceleration level. The number of occurrences at each different stress level may be defined for a reference station on the part and if information is preserved in the counting process of the associated frequency, mean stress, and whether a particular occurrence takes place in the first tenth, say, of the vehicle life or a later tenth, an adequate description of the loading history has been obtained.

The fatigue process is concerned with alternating stresses mainly and to a lesser degree with mean stresses. (See Section VI.) The influence of mean stress was presented in Part II as shown in Figure 182.

The information preserved in determining the number of occurrences at each stress level may be presented in another fashion as the number of occurrences at each different stress level for a given mean stress described by whatever number of mean stress levels may be appropriate to picture the mean stress life history of the part. A loading history is presented for each mean stress and is shown in Figure 183.

In the general case, response at different frequencies will represent responses in different modes. Although the stress at an appropriate reference station might be equal at two different frequencies, the stresses at other stations in the part will not be equal. The $X$% response at frequency $f_1$ and the $Y$% response at frequency $f_2$, and so on, is preserved therefore.
If, in addition, the bulk of the high stresses occur in the first tenth of the life of the vehicle, the test imposed on the part may be required to duplicate this sequencing effect.

By these means, a record in time as long as the life of the vehicle is reduced to a loading history. The loading history, in the most general case, must preserve information on frequency, mean stress and sequence. It will pay to illustrate in detail the means of transferring data from a typical random vibration trace into a load history.

Consider the cases shown in Figure 184 where an overall mean stress exists. Three cases are shown: a positive, zero and negative mean stress. Examining a random trace in detail in Figure 185, it is desired to describe the trace between points A and B as an alternating half cycle of amplitude \((A-B)/2\) and having a local mean stress of \((A+B)/2\). It is important to note that the data cannot be analyzed on the basis of its peak distribution. While a Rayleigh distribution of peaks may describe the trace very well, this distribution cannot be used as a load history on an S-N curve because the load history is a count of the alternating load in the load history, it must lie between two positive peaks of the same amplitude. The assessment of the load history by this technique was advanced by McClymonds and Schelderup. The latter reference examines strain gage response data from an acoustic input to 17 structural elements for 1000 cycles each and shows the distribution of mean stress is a normal distribution while the alternating stresses were between a normal and a Rayleigh distribution. Although no definite relation between the rms stress and the normal distribution could be established, reasonable correlation was obtained by considering the rms stress equal to the mean alternating stress. The arbitrary trace analysis suggested above and shown in Figure 185 may be used for multi-mode response while the case of the single mode response appears to be satisfactorily covered by the theory.

The equivalent simplified response presented above as an integrated load history may be used to define a random trace in the time domain having the characteristics of the integrated load history. The random trace so defined would feature inter-mixing of the loads in-the-small that is, large load, small load, medium load following one another successively, and...
would make use of the data preserved in the integrated load history:

1. mode and frequency data
2. mean stress
3. sequencing, intermixing in-the-large

This newly defined trace would differ from the original composite response record which was as long in time as the life of the vehicle in that a convenient number of discrete blocks of alternate stress and mean stress would be used, and in that the statistical distribution applicable to the original intervals of time has disappeared into the integrated load history and would be replaced by the statistical description of that integrated load history.

This reconstruction of a random trace in the time domain may not be a necessary step. The need for intermixing in-the-small will be discussed in Section V on sine-random equivalence when the present damage accumulation theory is looked at in the light of Freudenthal's work. If the need for intermixing in-the-small exists, then one method of satisfying this need will be the reconstruction of an equivalent random trace in the time domain. Other methods will be discussed in the following sections.
IV. NONLINEARITIES ASSOCIATED WITH ACCELERATED TESTING

Present practice for qualifying airplane structure and equipment consists of compliance with a group of military vibration specifications such as MIL-E-5272 which typically call for a nine hour vibration test to represent the life of military vehicles varying between 1000 and 5000 hours. These specifications contain arbitrary levels meant to approximate the damage potential of the long time environment. The maximum environment encountered in the vehicle for a significant time period is multiplied by a factor of 2 or 3 to provide the test levels. The process is arbitrary and depends on adequate feedback or monitoring to tailor the process to an acceptable reliability level. Monitoring has been carried out over a period of years and in the area of arbitrary specifications some of these are quite useful. Their main disadvantage is the inapplicability to specific items in specific locations in specific weapon systems.

The following nonlinearities will be discussed:

1. Those associated with the S-N curve
2. Nonlinear structural response
3. Nonlinear inputs
4. Nonlinear damping
5. Influence of temperature
6. Influence of frequency

An obvious nonlinearity occurs in attempting to accelerate the testing for a part whose load history lies under the endurance limit. Such a part will not fail in service but will fail in test following an increase in level. In assessing whether a load history lies below the endurance limit, it is necessary to compare a load history stress level from random response to an endurance limit obtained from similar random testing. Endurance limits from random vibration testing on parts containing stress concentrations are very low, 4000 psi rms in aluminum, for example, and do not at all compare to the endurance limit for the basic material, 15,000 psi for aluminum, for constant amplitude loading. The characteristic of the S-N curve is then that a very large number of loads approaching infinity may be applied below the endurance limit without contributing to fatigue damage. An experiment for defining the endurance limit for random loading appears on page 366, Part II.

A second nonlinearity associated with the S-N curve occurs at the yield point where damage is intensified. Good design requires that the yield stress not be reached at the location of maximum stress concentration.

In view of these nonlinearities in the S-N curve, the question arises as to what acceleration in level is acceptable? A satisfactory increase in level should not
cross the stress level defined by either of the above nonlinearities of the S-N curve. If the peak stress level at the point of maximum stress concentration is below the endurance limit, the accelerated test should stay below this limit.

Acceleration is permissible to this limit but it appears that the only advantage is in demonstrating a margin of safety. If the peak stress level at the point of maximum stress concentration is below the yield stress, acceleration is permissible to this limit provided a satisfactory damage accumulation theory is available. A discussion of the present availability of such a cumulative damage theory seemed most appropriate for the section on sine-random equivalence and is included there.

Another nonlinearity associated with accelerated testing, is nonlinear response of the test item. As the input level is increased, if the item undergoes either more or less than the expected increase in response, the test may be an unsatisfactory representation. Acoustic testing of flat panels is an example of an item which stiffens considerably under accelerated testing. If accelerated testing were undertaken with expectation of accelerated response, such accelerated response would not occur. In addition, the distribution of stresses about the rms level is altered in that all stresses above the rms level are decreased, producing less than proportionate increase of the high peaks. At high noise levels, above the order of 170 db, the nonlinear properties of air begin to affect the propagation of sound. At these high levels a sine wave becomes highly distorted after it progresses only a few wavelengths from the source. Consequently, accelerating a test by means of increasing the sound level must consider the nonlinearities present in the acoustical system and cannot assume that a 6 db increase in input to the noise transducer results in a 6 db increase in the input to the item under test. Curvature, pressure differential across a panel, and temperature differential between a panel and its supporting structure are causes of nonlinear panel responses. Membrane stress is the basic cause of the increased stiffness of flat panels. Curved panels are generally more flexible as deflection increases. Pressure differential combined with curvature would appear to stiffen the panel when acting in one direction and make it more flexible in the other. The amount of nonlinearity in a flat panel increases with a decrease in thickness. As the panel cycles once, the membrane stress cycles twice, always in tension. Difficulties in measuring the natural frequency of thin panels are associated with this nonlinear feature. Nonlinear influence from the damping should also be expected. In commenting on a paper by Galt Booth, D. C. Kennard of WADD stated, "The resonant amplification factor "Q" in typical dynamical systems with constant acceleration input tends to increase with resonant frequency and is not constant. Also, increasing the acceleration input for a resonant frequency causes a decrease in Q. Generally speaking, there is a greater decrease in Q for highly damped systems for corresponding changes in applied acceleration."

One of the hypotheses for explaining the mechanism of fatigue damage is unbonding of the atoms along a slip plane advanced by Shanley. The slip planes are merely the planes along which the crystal shows a propensity to slip, the atoms ordinarily releasing their bonds across this plane, but rebonding as neighboring unbonded atoms pass by. The crack forms at the edges of the crystal where a block of material has moved past a mating block on the other side of the slip plane. Repeated
reversals of the slip motion propagate the crack by failure of the atoms to rebond. Associated with the internal work is an appreciable release of heat but heat which is probably concentrated at the slip plane and at the edge of the unbonded region. Heat at the edges of the advancing crack may play a part in propagating the damage.

The influence of frequency of load application is discussed by N. Stephenson. Little effect of frequency in the range 16-170 cps exists on the endurance limit at room temperature provided there is negligible heating through hysteresis, corrosion is absent and the material is not in the creep range. Increase in frequency over broader frequency ranges increases the endurance but only at high stresses. Microscopic evidence of deformation is less apparent with increase in frequency. Damping capacity decreases and elastic modulus increases with increase in frequency. These changes are consistent with the decrease in plastic deformation with increase in frequency. The striations which formed at the higher frequencies often showed a granular surface film with a slightly stained appearance of the surface. This suggested that a localized increase in temperature had occurred. For an aluminum alloy at 200°C there was evidence of a small speed effect but fatigue failure depended mainly on the number of cycles applied rather than on time. The frequency of load application is important for the material of high hysteresis.

The above results which are adequately documented in the reference allow acceleration in frequency by either accounting for the increased fatigue strength or accepting the small error encountered at low frequency. Acceleration in frequency is possible, then, for parts operating well below the fundamental mode or modes where the mode shape and load distribution do not change.

In summary, the nonlinearities associated with accelerated testing are brought out. The nonlinearities associated with the S-N curve require consideration of one necessary new approach to qualifying parts. If certification can be provided that the stress level at the point of maximum stress concentration is less than the endurance limit, then that part should be considered qualified. The certification could be through analytical determination of the response of the part where methods are established and acceptable or through a test to determine the stress level in a simulated environment. This procedure is followed to some degree at present in that only equipment items expected to be critical are qualified by test and only a small number of structural items are tested.
V. SINE-RANDOM EQUIVALENCE

The simplified composite process was presented as an integrated load history which was supplemented by information on the mean stress, sequencing, and frequency or mode shape for cumulative damage failures. A sine equivalent to this random history might be formulated by dividing the load history into say 10 parts along the stress axis and 10 equal parts along the number of occurrences axis, 100 blocks in total. A sinusoidal equivalent for each of these blocks may now be constructed, and if these sinusoids are applied within the limitations of the requirements of the supplementary information regarding mean stress, sequencing, and frequency or mode shape, a satisfactory duplication of the response is obtained. In the general case, where several mode shapes and several mean stresses are involved, the number of blocks is expanded to accommodate these features. In the case of the multimode response, a complex input which excites the several modes simultaneously, could be considered. This definition of equivalence is felt to be a rigorous definition of sine-random equivalence for cumulative damage failures.

No acceleration in load level was considered in the above equivalence for the following reasons:

1. Nonlinearities are often present.
2. No cumulative damage theory exists for random vibration at present.
3. Effect of intermixing is likely to be changed.

To understand these latter two points it is necessary to have an understanding of Freudenthal's work on stress interaction. He shows that the intermixing of the load levels of successive peaks has a significant influence on the damage history. With the degree of intermixing used in Freudenthal's experiments, which were tape controlled, so as to make the shortest block of the applied loads at least as long as 12 cycles, Miner's fraction at failure is as low as .2 for aluminum and .1 for steel, as shown in Figure B6. However, with random loading, the degree of intermixing may be significantly greater than the intermixing in Freudenthal's experiments. The question must be asked whether Miner's fraction at failure may not be significantly less in some cases than is indicated by Freudenthal's work with the greater intermixing appropriate to random response. This deviation from the unity constant in Miner's rule is a concise presentation of the damage done by intermixing. Therefore, the rigorous definition of sine-random equivalence must be amended with a fourth supplementary description defining the degree of intermixing. Whatever degree of intermixing in-the-small exists in the real environment, at least this much must be used in the test.

The mechanism of the damage done by the intermixing, Shanley suggests, can be explained by dislocation theory. Under constant stress amplitudes the density of the free dislocations tends to decrease because some dislocations are pinned. When intermittent high stresses are applied some of the pinned dislocations are freed and more are generated, increasing the cyclic plastic strain and reducing the life.
NASA has carried out extensive work in this problem area which is reported in References 6-12. (Lassiter and Hess; Hess, Fralich and Hubbard; Hess, Herr and Mayers; Liu and Corten; Hardrath, Utley and Guthrie; Hess, Lassiter and Hubbard; R. W. Fralich12. Similar work is reported by Getline13. The work consists of acoustic fatigue tests on panels, and variable amplitude loading tests of cantilever beams. Several interesting plots from the NASA reference are shown in Figures 187, 188 and 189. Comparisons with the Miles Theory and Miner's rule show general agreement at low stress levels and conservative at high stress levels.

A number of investigators, Freudenthal, Corten and Shanley, agree that damage is propagated at stresses below the endurance limit obtained by constant amplitude testing. It is not apparent that this effect has been accounted for in the NASA calculation as a straightforward application of Miles theory does not account for this damage nor for that done by intermixing. The NASA work includes comparisons between experiment and theory, but only for cases where stress concentrations are present. It is likely, therefore, that the agreement presented in References 1, 2 and 11 is an agreement based on the cancellation of major variables not accounted for: the damaging effect of intermixing versus the advantage of omitting the lowering of the endurance limit and a second advantage due to a favorable effect from the stress concentration. Shanley has commented on this point: "It has been found that notched specimens sometimes have a higher life under random loading than that predicted by the cumulative damage theory. This is undoubtedly caused by the building up of favorable residual stresses in the critical regions, thereby reducing the cyclic plastic strain. For design purposes, such effects should generally be ignored, because of the possibility that a particular structure might experience a less favorable loading history." The damaging effect of the intermixing probably contains two factors: that due to the lowering of the endurance limit and that due to the production of dislocations. The favorable influence of stress concentration has not been measured, al-

![Figure 187. Typical S-N Curve](image)

![Figure 188. Miner's Fraction](image)
though the data indicates that this influence is of similar magnitude to the influence of intermixing.

Acoustic fatigue tests which integrate the influence of a loading spectrum over a period of time cannot be used to work backwards to define the influence of a single variable such as the random endurance limit or the damage threshold in the presence of intermixed loads. A suggestion as to how the random endurance limit might be measured was made on page 366, Part II. A cumulative damage estimate cannot be made if the random endurance limit is not defined. As a loading spectrum moves to higher stresses the influence of the stress concentration will certainly vary. Freuden-thal's work on stress interaction adequately covers the movement of the loading spectrum to higher stresses for smooth specimens.

For all these reasons it was stated that there is not a satisfactory damage accumulation theory available for resonant response of structure. Acceleration in test level cannot proceed without this guide in the general case. In a particular problem, for which a correlation has been established for accelerated test levels, and in which the proposed test specimen is like those used in establishing the correlation; alike in 1) same degree of intermixing 2) same kind, number and intensity of stress concentration 3) same loading spectrums 4) same material and 5) with similar nonlinearities; accelerated testing may proceed on firm ground.

**Acceleration in Time**

One of the nonlinearities discussed in Section IV which did not offer a serious interference was that of frequency. Therefore the speeding up of the application of a loading spectrum may be used for the particular case when the mode shapes and the load distribution are independent of frequency. This occurs when the loading frequency band in the real environment is well below the first mode or resonance. Here, acceleration in time is acceptable for either the application of the random load history or its sine equivalent.

Another possible method of time acceleration is the use of a structure model for testing, obtaining a time acceleration inversely proportional to the scale factor. In a small number of cases the modelling technique may provide a solution to the test design.

**Equivalence for Two Particular Response Patterns**

There are two particular response patterns for which sinusoidal equivalents may be easily specified. One case consists of damage localized to one particular strain level, as shown in Figure 189. A sinusoid at this same amplitude may be substituted with confidence. However, supplementary information about the load history regarding mean stress and frequency would be used in the most general case. This simplification will apply to any high cycle case, since the relation of the S-N
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curve to the load history must be approximately as shown. Also, the damaging effect of interaction appears to be negligible in this case.

A second case consists of a part which has a known response to a random input concentrated at two or three resonant frequencies, known in the sense that calculations or predictions had been made at an acceptable level of accuracy. Rather than simulate the actual random input, it is only necessary to simulate the resulting random responses, each of which is random in amplitude and phase but essentially constant in frequency. A number of references, Getline, Hall-14 and indirectly work done by Shanley and Lazen-15 indicate that this equivalence may be based on work equivalence. Expressing an equivalent sinusoid for each mode allows the testing to proceed either by simulating each mode separately or combined. A tape controlled electronic power supply would allow three modes to be excited simultaneously. A significant reduction in power required is an advantage of this suggestion. Alternatively, the extra power available could be used to obtain greater response.

Work as a Basis for Equivalence

Consideration should be given to Lazen's presentation of the variation of the internal material damping as the stress level varies, Figure 192. At a stress level called the cyclic stress sensitivity limit, the damping increases rapidly. Section VI, Part II study showed the correlation between the plastic strain and the fatigue life. The plastic strain is proportional to the width of the hysteresis loop, which in turn is a measure of both the internal work and the damping, Figure 193.

These points are indirectly tied to other of Lazen's conclusions which are of interest:

1. A typical engineering material under a uniform stress distribution (tension and compression) at its endurance stress level at 60 cps can absorb and dissipate as much as 1 HP/cu.in.

2. Damping is dependent on the prior stress history at stress levels \( > \sigma_L \). As the damage progresses the damping increases.

3. In choosing materials for high resonant fatigue strength, comparisons should be made on the basis of a) damping at a given stress, b) stress for equal energy absorption and c) the proximity of this stress to the fatigue strength.
Because of the logarithmic nature of the variation of the damping energy with stress level, the bulk of the work done on the material is work done at stresses near to or above the endurance limit and therefore the work done becomes an approximate measure of the damage.

Suggestions by Getline and Hall that sine-random equivalence be based on equivalent work for particular cases of their interest are shown here to be fundamentally sound. It has the disadvantage of failure to include intermixing and the assumption of linear damping is made, which Lasan's work contradicts. Hall attempts to find a factor between experiment and theory which accounts for the many unaccounted-for variables. It should be recognised that no such constant generally exists because of the many nonlinearities in the problem.

**Why Do Random Vibration Testing**

Random vibration testing is used because it is the most accurate simulation possible of a random environment. Random vibration causes simultaneous resonance throughout a dynamical system and this will often produce failure modes not present when only single resonances are excited. Simultaneous resonance of two parts which are interconnected by a third part can only be made to fail in certain cases by random excitation. Collision of two parts of a flexible system may be created by random excitation. Ewingman states, "Failures occurring in qualified items (qualified to applicable military specifications) during acoustic fatigue tests to certify hardware for major Air Force weapon systems were occasionally caused by excessive response of sensitive items but more often were caused by fasteners being shaken loose. Broad band random excitation at high frequency appears to be a more efficient means of loosening screws than sinusoidal excitation." But the major reason for the need for random vibration is stress interaction or intermixing of the loads.

The above statements are not meant to be an endorsement of random vibration testing and/or of random facilities planning and purchases. A clear statement of the problem and the nature of the correct questions to be asked and the means of obtaining the answers was attempted in Section II. Not only is random vibration testing expensive from the standpoint of facilities, but also from set-up time, fixture requirements, difficulty in equalising the input for flatness and other operational complexities.

The question arises as to whether a preliminary study test may not be useful in some cases. Random vibration would be imposed without extensive set up to make comparative sine-random response measurements and to evaluate the possibility of modal interaction. One random vibration facility could accomplish many more tests in this way and the power requirements could be compromised. The ability to inspect for model interference will certainly depend on the complexity of the part. The more complex the part the more necessary it is to use random vibration testing or one of the equivalences discussed below. Many presently written specifications are calling for three types of vibration input: random, sinusoidal resonant dwell, and sinusoidal sweep testing.
The search for vibration damage above 500 should not be made automatically but should depend on the characteristic of the part. Electron tubes are most sensitive in the band 2000-3000. All equipment for the Snark missile was qualified below 600. After the appearance of guidance system reliability problems an extended vibration environmental study was made to determine the degree of damage in the band 600-1000. The work is reported by Mustain-17. Twenty packages of equipment likely to be the most sensitive in this frequency band were tested including a random acoustic input with only one failure resulting, it being of the type where simultaneous resonance was required. Cook-18 has further comments of interest on this point. The power requirement for random facilities are reduced whenever the frequency band of interest is reduced.

Studies Presently Completed

There have been a number of studies completed in the equivalence area. A brief review follows:

Booth suggests a sweep random test wherein a wide band low acceleration density is replaced with an intense narrow band random input. It is equivalent when the magnitude and sweep rate characteristics are chosen so the number of stress reversals in any incremental stress interval are the same. It is necessary to increase the $g_{rms}$ with increased frequency for this test and the necessary development for making this increase automatically is shown in the paper. Figure shows a cost comparison made at ME Mfg. Co. In commenting on the technique, D. C. Kennard of WADD asks about the effect of neglecting simultaneous resonance, about the necessity of defining $Q$ properly and allowing it to vary with frequency, and points out its nonlinearity with amplitude.

Spence-19 shows an equivalence based on experimental tests of four electronic packages. He applies the existing equivalence relationships for one degree freedom to the multi-mode resonant packages by assuming decoupled modes. For each package, vibration response measurements were made at various internal members which act to provide the structural vibration input to sensitive component parts. The data from the measurements was processed using single resonance theory resulting in showing the existence of an $g_{rms}$ sinusoidal-random relationship for each package within a certain scatter.

Trotter-20 examines experimentally two methods for examining sinusoidal-random equivalence from References 21 and 22. Cantilever specimens, some with strong response in the fundamental mode only, some with strong response in the first two modes, and some with and without stress concentrations were tested to determine comparative fatigue failures. Complex electronic packages were tested to determine malfunction thresholds. The experimental evidence showed the two methods are unconservative, had wide scatter, and if corrections were made to render them conservative, many items would experience excessively severe tests.
Galef\textsuperscript{23} endorses the narrow band random test suggested in References 24, 25 and 26 and suggests a two-level modulated sinusoid to duplicate the Rayleigh peak distribution.

Both the above authors, References 20 and 23, express the viewpoint that a random vibration test has been compromised to a large extent by a number of practical difficulties so that it often is not a valid test. It is an envelope test, an envelope which has been smoothed, and which is difficult to duplicate by equalisation. A very rigid shaker armature and fixture are required, but these cannot duplicate structural impedances at all frequencies. The complex three dimensional motion is not being simulated even in one plane.

Bingman\textsuperscript{16} recommends more attention to the problem of acoustic fatigue. His paper was prompted by an indicated lack of awareness of the widespread extent and diversity of damage which occurs under noise. Acoustic fatigue is a serious problem of detail design in secondary structure and in subsystem components. Acoustic fatigue may impose an excessive maintenance burden in weapon system hardware.

The Air Force program to control acoustic fatigue is discussed in this same reference and has a three-fold objective: 1) control of the average maintenance man-hours required to repair acoustic fatigue damage, 2) determination of how and where to inspect and, 3) use of fail-safe design to prevent safety of flight problems. Past experience has shown that a final proof test of all design details is required. When the noise loading is significant over much of the entire aircraft, the final proof test is best accomplished utilizing the complete aircraft. Typical tests have consisted of operating the power plant on the ground under the most severe conditions of noise impingement for a sufficient time to indicate reasonable service life. Cycles composed of 10-30 minutes of maximum power followed by inspection have been used. An hour of ground time at maximum power may produce damage that is produced by 200-600 hours of normal service operation. It was pointed out that the rms stress in certain elements which fail later in the test may be below the endurance limit of the material and therefore, this type test cannot be sufficiently long to produce enough peak stresses to reach the knee of the S-N curve of all the structural elements. Broken clips and supporting brackets, wires, bonding cables or straps, coaxial connectors, broken hydraulic lines, failure of heat shields and insulation of air ducts, failures in bearings and rod end bearings and in fire detection systems made up the more common failures in these proof tests. Rib failures and failures in more minor structural elements such as stiffeners, gussets, shear ties and fasteners have always represented a large percentage of the failures. Stress concentrations appear to be even more critical under high frequency complex modes of response. The nominal stress level associated with acoustic fatigue failures is generally not sufficient to cause any local yielding. Fabrication and assembly is, therefore, more critical for secondary structure. The nature of the majority of failures uncovered in proof tests was such that prediction of the stresses would be nearly impossible. A lack of application of good fatigue design principles is frequently indicated. Many of the study designs and fabrication practices have been found to be unacceptable. The following design practices have been found necessary: 1) design for increased stiffness, 2) to minimise stress concentrations, 3) to increase damping and,
4) to distribute loads evenly at joints. The development program should be applied to all subsystems and not limited to structure.

The bulk of the reliability and qualification testing in the past has been concerned with equipment and to only a lesser degree with structure. Full weight must be given to qualification of all structure.

Any one of these methods has its shortcomings when compared to the requirements which are necessary to avoid interference from the nonlinearities and the necessity to be compatible with the significant parameters associated with fatigue. In line with the discussion of Section II on the statement of the problem, it is felt that the proper overall question is, "What is the cheapest way to provide a targeted level of reliability?" It may be through random vibration testing, sinusoidal testing or through new design innovations such as miniaturizing, transistorizing, potting of components, or the analogous structural advances which basically design around the problem.
VI. MALFUNCTION AND DAMAGE TO EQUIPMENT

Equipment components used in space vehicles range from relatively heavy and rugged components, such as turbopumps, plumbing valves, motors, generators and transformers, to very small and fragile items such as electron tube elements, relays, optical lenses, pressure sensors, magnetic pickups, etc. The latter category are generally sensitive items having fine tolerances and requiring fine adjustments which must not be excessively disturbed. Shocks and vibration transmitted from the source through the main and secondary structure and through the equipment mounts, and the direct impingement of acoustic pressures can cause considerable vibration response of these equipment components and their internal mechanisms, thus destroying fine tolerances and adjustments. Shock and vibration environments therefore represent damage and malfunction potentials which may permanently or temporarily interrupt the normal operating and function of such equipment components.

The probability of occurrence of equipment damage or malfunction in a space vehicle is quite high because of the very large number of relatively fragile items required for instrumentation, data recording, guidance, etc. The overall reliability of the vehicle and its mission is highly dependent upon the proper functioning of each such component during at least a portion of the mission, so that acceptable overall reliability can be attained only by insuring that the reliability of each piece of equipment be as high as possible.

Equipment failures to shock and vibration environments can be broadly divided into two classes: temporary and permanent failures. Temporary failures, often called malfunctions, are characterized by out-of-tolerance performance of equipment when the shock and vibration environments are applied and by normal performance when these environments are removed. Permanent failures are characterized by breakage resulting from high amplitude overstressing associated with shocks, and cumulative damage leading to fatigue type failures associated with vibration. These two classes are not necessarily distinct since temporary failures are often accompanied by "wear" and gradual deterioration of the equipment which may promote permanent type failures under continued action of the environment. This type of "aging" of the components will often lead to conditions which could not be classed as failures, but must be classed as below normal functioning.

Before attempting to analyze the problem of equipment damage and malfunction, it is necessary to understand the various mechanisms which lead to damage. These mechanisms are easily understood from the types of failures that occur, so that the following list of examples of malfunction and damage-type failures should well define the problem area.
EQUIPMENT FAILURES

1. Oscillations of electronic tube elements such as filaments, grids, cathodes and plates, is such that the spacing between these elements fluctuates. The relative positions of these elements are often critical and fluctuations of this nature may temporarily change the tube characteristics, increase electrical background noise in the tube such as that associated with microphonics, and where arcing or shorting of these elements occurs, temporary paralysis of the electronic circuitry can result. Conventional tube elements are often long and slender and are generally cantilevered from the base with natural frequencies ranging from 500 cps to 8000 cps. Internal damping is very low, producing high Q's resulting in high resonant responses. The mica spacers between these elements can become cracked and permanent distortion and direct shorting of the elements is a common cause of permanent tube failure. Other tube damages are open circuiting, cracked glass envelopes due to impact with neighboring components, cracked plastic bases, gassiness, pin breakage, vibration of the tube from the socket. When conventional glass envelope tubes are used, these failures are common, making the electron tube very vulnerable to serious damage, and often the most vulnerable of all components, Reference 1.

2. Acoustical excitation produces nearly uniform compression of small components: a capacitor may act as a microphone creating electrical noise in the circuit with little or no permanent damage to the capacitor; a large chassis may be excited acoustically and cause vibration of attached elements.

3. Relay chatter is a frequent type of failure in which the contacts of an open relay oscillate and accidentally close an open circuit or open a closed circuit. Oscillation of the contacts of a closed relay changes the normal pressure between the contacts so that the contact area fluctuates, changing the electrical resistance of the contact and the current flowing through the relay. Although these represent temporary malfunctions, arcing and corroding do occur leading to serious changes in circuit parameters and may eventually freeze the relay closed or permanently open. Mechanical warping and breaking may also occur, for example, in the brushes of a motor generator.

4. Resistors and capacitors are often located adjacent to a large flat surface such as a chassis and when vibration excited by the flat surface will experience numerous impacts with the surface which often leads to breakages - especially of carbon resistors.

5. Wires connected to terminal posts from resistors, tubes, capacitors and transformers experience stretching due to chassis flexures; high bending moments at the terminal posts result from this stretch and from the high amplitudes of oscillations that can be attained by these low natural frequency wires. When soft wire is used, such as hook-up wire, the wire is easily deformed so that a "flopping" action occurs along the wire between tie down points. Cumulative damage of this type leads to fatigue in a relatively few number of cycles. Wire breakage is considered to be one of the most common causes of failure in electronic equipment.
6. Vibrating wires may rub against a neighboring component so that the insulation on the wires wears away producing short circuits. This is also a common failure in multiconductor cables.

7. About 10% of the failures of electronic equipment under shock and vibration environments can be attributed to broken lock washers, loosened screws and nuts, loosening of threaded fasteners, and component mounting stud failures (Reference 1).

8. Change in alignment of optical systems.

9. Flexing of coaxial cables can produce considerable "noise" voltages in the circuit.

10. Transformers are heavy, rigid type components which experience little internal damage from vibration, but which have been known to inflict considerable breakage of the other components by breaking loose from the mountings which are sometimes made with undersized bolts and understrength mounting studs.

11. Chassis and mounting bracket fatigue failures can cause considerable malfunctioning and permanent failure of mounted components.

12. Under high acceleration peaks from shocks and random vibration, equipment components mounts may bottom and inject a shock pulse to the mounted equipment.

13. Galling of bearings and bearing races under high dynamic loading.

14. It should be noted that many good design and installation techniques have been developed recently for virtually eliminating certain types of equipment failure and greatly reducing the probability of occurrence of others. It is beyond the scope of this section to discuss these techniques, Reference 1, but the following are examples which will indicate the present approach to the problem:

   (a) Replacement of conventional glass (and metal) envelope electronic tubes with transistors which experience very little damage and malfunction under shock and vibration environments.

   (b) Cementing or clamping small items such as resistors, capacitors, transistors to circuit boards and chassis.

   (c) Miniaturization of large blocks of electronic components to minimize the weight and inertia loads on individual components (i.e., increasing the natural frequencies and lowering the stress) and to obtain higher density (volume saving) packages.
(d) Careful tie down of all wires to rigid subassemblies along the entire length of the wire.

(e) Potting of entire electronic packages.

(f) Mounting all components such that the strongest axis of the component is oriented parallel to the direction of greatest vibration and shock excitation.

The ultimate goal of any engineering discussion of equipment failures should be the establishment of either improved equipment design techniques or better laboratory methods for qualification testing. The present discussion is primarily concerned with testing and the problems associated with providing for realistic but practical criteria for assessing the damage potential of the in-service shock and vibration environment to on-board equipment components. Practical criteria are often dependent upon defining a simplified response which is equivalent to the actual response so that unnecessary complications may be eliminated from laboratory testing and so that the time duration of these tests may be shortened.

In keeping with the basic purpose of laboratory tests, each and every simplified response must duplicate the mode or modes of failure of the equipment. The above list of examples shows that several different types of failures can occur, with the possibility that different equivalent simplified responses are required for each different type of failure. Permanent types of failures associated with cumulative damage can be classified as fatigue failures. A discussion of the concepts of fatigue, cumulative damage, equivalent response for fatigue and appropriate methods for testing are presented in Sections III, IV, V. Cumulative damage is dependent upon the cyclical stressing of a component over a large number of cycles. For temporary equipment malfunctions, the essential parameter is deflection response. Displacements of equipment components and their elements alter the relative positions of these items with respect to neighboring components and elements producing electrical noise and arcing. For sufficiently large relative displacements, impacts may result causing either electrical shorts and the interruption of circuitry functions or shocks which in turn produce other malfunctions.

It should be noted that the fatigue of elements within electronic equipment components will have somewhat different characteristics than the fatigue of structural items because of the wide variety of materials used in equipment design, such as plastics, soft metal wires, brittle mica, carbon ceramics, etc.

On assessing the overall importance of equipment malfunctions relative to all equipment failures, it is difficult to assign a single number to the percentage of all failures due to malfunction. A review of the literature indicates that for different test programs involving various types of components, malfunctions...
have accounted for from 5% to 50% of all equipment failures under shock and vibration environments. An exact figure need not be established here as this is of interest mainly to the estimation of statistical reliability of a space vehicle. The fact that certain programs have shown a 50% malfunction figure indicates that this problem area cannot be overlooked.

Unfortunately, only a limited amount of actual malfunction test data is available and therefore a detailed evaluation of this area is not presently possible. Specifically, it is difficult to evaluate present testing specifications and establish testing criteria which are both realistic and practical. Test programs discussed in the literature give no detailed information concerning the particular types of equipment tested, locations of accelerometers, and the actual environment that is to be duplicated in the laboratory. The present state of the art on equipment malfunction is in its infancy.

As with many engineering problems of this type in which the hardware involved is extremely complex and input excitations are complex random time functions, the approach consists of analysing simplified, highly idealised dynamic models. These simple models, which generally consist of one or two degree of freedom linear oscillators, are used to provide a basic understanding of the phenomena involved, and the response solutions of these simple systems are used to provide engineering direction and order of magnitude results and establish better test procedures and indicate the significant parameters which should possibly be measured. Investigations in Reference 7, indicate that the responses of complex vehicle structures to random inputs may often be adequately approximated by the responses of single degree of freedom systems so that efforts to simplify the actual dynamic systems to ideal models may be very worthwhile. The dynamical complexities inherent in equipment, especially electronic components, probably stem from the fact that there exists a multitude of individual one and two degree of freedom systems each having different natural frequencies and damping characteristics, different directions of response (including rectilinear and rotation motions) and different transmission paths through which the excitational energy has been fed.

It is felt that cases do exist where coupled multimode response (say greater than two degrees of freedom) is significant, but these are very likely to be exceptional cases and not representative of the general type of response. Laboratory testing criteria are often rather arbitrary because of a lack of good data. The errors introduced by neglecting this type of multimode response may very well fall within the larger error introduced by present testing techniques.

Another approach to this problem is to determine what degree of reliability is required for an equipment package which will be compatible with the overall reliability of the vehicle and consistent with the cost of obtaining this reliability. It may be found that it is desirable in laboratory testing to reach for such multimode interactions.
The actual vibratory inputs to equipment components are generally complex random accelerations at the equipment mounting points and, where direct acoustic excitation is significant, the inputs consist of random pressure fluctuations over the surface of the components. The statistical characteristics of the excitation, such as spectrum level and shape, amplitude probability distribution, and degree of non-stationarity are usually unknown and must be estimated. Also the time duration and principal direction of input excitation are often not known. With a knowledge of a flight phase and the locations of the equipment within the vehicle, these estimations can be made by methods discussed in References 7 and 8.

The major sources of vibrational energy are the external acoustic field produced by the rocket exhaust, external hydrodynamic pressure fluctuations over the surface of the vehicle and direct mechanical excitation by thrust variations within the rocket engine. The vibration energy contained in these sources is broad band, i.e. contains a significant amount of energy at all frequencies.

For an equipment component located near the source, the excitation will be fairly broad band. Such is the case for equipment mounted to the external shell of the vehicle or in the aft section of the vehicle in the vicinity of the engine. When the vibratory energy is transmitted mechanically through various structural load paths, the filtering and transmission loss effects of the structure and equipment mounts narrows and reshapes the excitation spectrum. The amplitudes of the excitation are still distributed randomly after filtering, but if the frequency band has been sufficiently narrowed, the excitation will be nearly constant with a slowly varying amplitude envelope. Arguments for the use of sinusoidal laboratory testing of equipment are in part based on this filtering of the excitation by the structure. The actual effect of this filtering is not as pronounced as might be expected, however, when or where vibratory energy is transmitted to a point through multiple structural paths each having different filtering effects. The composite excitation at any point on the structure will then be wider band than that of its components.

Three simple dynamical models are discussed below which are considered to represent a wide variety of equipment elements that are likely to malfunction under shock and vibration environments. These systems are fully discussed in References 6 and 10 for random vibration excitation, and since they involve only single degree of freedom concepts (adequately discussed in References 7 and 9) only the results of these analyses are presented here.

Figure 195a shows a single degree of freedom system B attached to a base A of infinite impedance and in close proximity to a third element C. The condition of an infinite impedance base means simply that the motion of the base is unaffected by the dynamic response of the oscillator. It is assumed that the surfaces A and C are structurally connected. Oscillations of the surfaces A and C are assumed to be identical with the same frequency content, same amplitudes at each
frequency and zero relative phasing in the frequency range from 0 to \( f_1 \) cps. This rigid body type oscillation of A and C may be due for example to the response of the space vehicle in its lower modes of vibration. The oscillations in the frequency range from \( f_1 \) to \( f_2 \) of both surfaces A and C are assumed to have the same frequency components with different, but known, amplitudes and phasing at each frequency in this range. Lastly it is assumed that in the frequency range above \( f_2 \), the two surfaces have the same frequency content with different amplitudes at each frequency and arbitrary (unknown) phasing between the two at each frequency. This system, as defined, represents a very realistic condition insofar as the interdependencies of the oscillations of neighboring elements in the low, medium and high frequency range. The problem consists of first determining the response of the simple oscillator to its foundation excitation at the base and then确定ing the root mean square fluctuation of the spacing, \( S \), between the oscillator and the adjacent surface.

For the latter problem it may be more desirable however to determine the probability that impact will occur at a given design and to determine the mean time between collisions. Further statistical analyses would be required for the system just discussed if this type of information is desired. Two simpler dynamic systems were analyzed by Himelblau and Keer, Reference 10, which are special cases of the above system except that the emphasis was placed on solving the impact problem. The results of these analyses are presented below.

Figure 195b shows a simple one degree of freedom linear system having a mass \( m \), spring constant \( k \), viscous (linear) damper \( c \), and attached to an infinite impedance base. Assume that the base experiences a random oscillation, characterized by a Gaussian white noise acceleration spectral density \( F(f) \) (i.e., \( F(f) = \text{constant} \frac{g^2}{\text{cps}^3} \), for all \( f < \infty \)). The rms relative displacement, \((x-y)_r\), between the mass \( m \) and the base is then given by the eq., Reference 10,

\[
(x-y)_r = \frac{\frac{Q}{\sqrt{\frac{3g}{2\pi}}} \sqrt{\frac{F}{f_o^3}}}{2.25\sqrt{\frac{F}{f_o^3}}}
\]

where

- \( Q = \frac{c}{c_{cr}} \) = resonant amplification factor
- \( c \) = viscous damping constant (linear damping)
- \( c_{cr} \) = critical damping constant
- \( f_o = (K/M)^{\frac{1}{2}} \) = system natural frequency, cps.
- \( F \) = applied accelerations spectral density, \( g^2/\text{cps} \) (constant from \( f = 0 \) to \( f = \infty \))

Although the above equation was derived on the basis of a constant acceleration spectral density from \( 0 \) to \( \infty \) cps., the above rms. response equation is sufficiently accurate if all frequencies above \( (4 \ f_o) \) are neglected. Integration of the Gaussian probability density function yields an equation for the probability that
the relative amplitude will exceed a given displacement in either the positive or negative direction. This probability distribution is given by the equation:

$$P\{(|x - y| > a) = 1 - \frac{1}{\sqrt{2\pi}} \int_{-\alpha \sqrt{(x-y)}_r}^{\alpha \sqrt{(x-y)}_r} e^{-\alpha^2/2} d\alpha$$

$$(X-Y)_r = \text{rms displacement response}$$

Table III lists this probability for various ratios $a / (X-Y)_r$.

This equation is useful in investigating such equipment vibration problems as:

(a) Bottoming of equipment mounts during high acceleration peaks.
(b) Impact of electron tubes against chasses and equipment covers when small clearances are available.
(c) Shorting flexible tube elements with more rigid neighboring tube elements.
(d) Relay chatter for relays having a flexible or moving contact point.
(e) Change of electronic parameters due to an oscillating elements change of position with a chassis.

Many other examples could be given which may be adequately analyzed by this simple model. The complex geometry occurring in equipment items often disguises the actual simplicity with which the system may be analyzed. Such interpretations must be left to the ingenuity of the vibration engineer as a complete discussion of the many possible geometries that fall in this category cannot be presented here.

One very simple schematic is shown in Figure 195, however, which should be representative of many types of geometries occurring in practice.

The specific problem of interest in Figure 195 is that of impact of the internal member against a relatively rigid casing. From Reference 10 the average number of impacts in time, $t$ is

$$N = 2f_o (\Delta t) \exp \left[ \frac{a^2}{2(X-Y)_r^2} \right]$$

Numerical values for the exponential appear in Table III. The mean time between consecutive impacts is given by the equation for $N = 1$.

$$\Delta t = \frac{1}{2f_o} \exp \left[ + \frac{a^2}{2(X-Y)_r^2} \right]$$
The amplitude response of the mass is roughly that shown in Figure 196.

An assumption made in Reference 10 for the derivation of the above expression is that the Gaussian distribution of the response amplitudes remains unchanged by the impact or "clipping" of the response at \((X-Y)_r = a\). The above equations, which are approximate for this case, are considered by Himelblau, Reference 10, to be sufficiently accurate to give order of magnitude results.

This assumption, and the shape of the response time history shown in Figure 196 imply, however, that impacts, when they occur, are generally grouped into a set of successive impacts nearly \(1/f_0\) in time apart with a relatively long time delay between groups. It is very likely that the response changes considerably after each impact, since energy is lost in the collision, so that the above grouping does not occur.

The mean time between collisions corresponds to a 50% probability of occurrence a collision during the time, \(\Delta t\). H. Himelblau (Northrop Corporation) and J.S. Bendat (Ramo-Wooldridge) are presently investigating the problem of determining the time interval between successive collisions for various probabilities of occurrence of a collision during the corresponding time interval. With this information it is possible to estimate the probability that a given number of impacts (or say the closure of a relay) will occur during the service life of a space vehicle.

The idealized model shown in Figure 195 is also representative of vibratory systems internal to equipment components which may produce malfunctions under shock and vibration environments. This model consists of two single degree of freedom oscillators in close proximity to each other and attached to a common base of infinite impedance. When the base experiences random acceleration, each oscillator will respond in the fashion described in Example 1, so that the distance between the masses will have a random fluctuation. A derivation of the response of these two oscillators to a Gaussian white noise acceleration spectral density of the base is presented in Reference 10. Only the resulting response equations are presented and discussed here.

Of interest are the relative deflection and velocity of the separation distance between the two masses. These are given respectively by the equations:

\[
(x-Z)_r = \left\{ \frac{(x-y)^2}{r} - 2 \langle (x-y)(x-z) \rangle \right\}^{1/2}
\]

\[
(y-Z)_r = \left\{ \frac{(\dot{x}-\dot{y})^2}{r} - 2 \langle (x-y)(x-z) \rangle \right\}^{1/2}
\]

These responses are thus defined in terms of the relative mean square responses of each of the masses and the base and the cross-correlation of these responses.
The relative mean square responses are given by the equations:

\[(x-y)_r = (12.25) \sqrt{Q_x F}/f_x^3\]
\[(x-z)_r = (12.25) \sqrt{Q_z F}/f_z^3\]
\[(x-y)_r = \frac{Q_x F}{\sqrt{\pi \sigma}} \sqrt{Q_y F}/f_y\]
\[(x-z)_r = 7.71 \sqrt{Q_z F}/f_z\]

\(Q_x, Q_y\) = quality factors for the two systems
\(f_x, f_y\) = natural frequencies of the two systems.

Noting that \((y-z)\) is the change in the separation distance between the two masses, (not the separation distance) the probability density that \((y-z)\) is equal to "a" is given by the expression:

\[\frac{1}{\sqrt{2\pi (y-z)_r}} \exp \left[ -\frac{a^2}{2 (y-z)_r} \right]\]

The probability of collision of the two masses separated by distance, \(a\), can be determined by integrating this probability density function from (a) to \(\alpha\) that is when the change in separation distance exceeds the static separation, and when the masses do not collide with the base. This probability distribution is given, by the equation

\[P\left\{(y-z) > \alpha\right\} = \frac{1}{2} \left\{ \frac{1}{\sqrt{2\pi}} \int_{-\alpha/\sqrt{(y-z)_r}}^{\alpha/\sqrt{(y-z)_r}} \exp \left[ -\frac{\alpha^2}{2 \sigma^2 (y-z)_r} \right] d\alpha \right\}\]

Values of this probability are given in Table XIII for various ratios of \(a/(y-z)_r\).

The average number of collisions in time \(t\) is given by equation:

\[N = \frac{\Delta t}{2 \pi (y-z)_r} \exp \left[ -\frac{\alpha^2}{2 \sigma^2 (y-z)_r} \right]\]

and the mean time between two consecutive collisions is:

\[\Delta t = \frac{2}{\pi} \frac{(y-z)_r}{(y-z)_r} \exp \left[ \frac{\alpha^2}{2 \sigma^2 (y-z)_r} \right]\]

Such collisions may occur in various types of equipment components and can result in serious malfunctions. Relay chatter, collisions between adjacent electron tubes, resistors and capacitors, circuit boards etc. are a few examples of this type of difficulty which may lead to malfunction.

The above three ideal systems have been analyzed and discussed very briefly. Further statistical analysis could be made which would provide other detailed information which could be of value in assessing the damage potential of these systems in any given environment. For example these systems should also be analyzed for shock excitation and for combined shock and vibration environments.
Response to shocks have not been discussed for these systems as the response of simple systems to shock pulses can be found throughout the literature.

Many other such ideal models could be constructed and analyzed which would aid in the overall understanding of equipment malfunctions. When more accurate results are desired in analytically predicting malfunction, the various statistical parameters could be obtained from more detailed models which account for such effects as:

a) Impedances of the base and equipment mounts and their effects on shaping the acceleration spectral density of the applied excitation.

b) Reshaping of the spectral accelerations at the mount points due to filtering and transmission loss effects of structural load paths which carry the vibratory energy from the source to the equipment.

c) Influence of time temperature effects on tolerances, spacing and material properties.

d) Influence of vibratory energy transfers along different axes of vibration.

e) Influence of both rectilinear and rotational motions on the fluctuations in spacing and impact of neighboring components.

f) Nonlinearities in spring constants such as the permanent set in soft wires and terminals and the slip of light weight components such as the movement of the pins of electron tubes within their sockets.

It is to be emphasized that the purpose of analyzing these ideal systems which represent potential malfunctions in equipment is to show that statistical parameters are significant and sensitive in various cases of equipment malfunction. It is not expected that detailed analyses of any given piece of complex equipment will replace testing by theoretically predicting malfunction. The analyses may be used to obtain order of magnitude estimates of the serviceability and life of an individual element of a complex package during design and installation, but such analyses will never be sufficiently accurate to insure the necessary reliability of an equipment package for space vehicles. However, it is necessary at the present level of the state of the art of vibration testing that some indication be given as to what statistical parameters are significant in producing failure. Without these, the problem of developing equivalent simplified laboratory equipment tests which are both practical and realistic cannot proceed except by expensive trial and error. Further, the limits that must be imposed on the use of any equivalences in testing cannot be properly established without knowledge of these parameters and their associated modes of failure.
Theoretical analyses of the response of individual elements within equipment packages (such as tubes, wire connections, relays, etc.) can be circumvented, of course, by testing of each type of such element to determine the mode or modes of failure and the statistical parameters which must be dealt with.

As an example of the type of information desired here, some circuits containing electron tubes may be sensitive to the rms relative displacement of, say, the cathode and plate of a tube, while other circuits may be relatively insensitive to this rms response but may temporarily or permanently fail when \( 3 \sigma \) (\( \sigma \) = rms value) relative displacements are experienced. Thus a sinusoidal test of this circuit which maintains an rms response which is equivalent to that produced by the random service environment would fail to disclose the latter type peak failure. Increasing the sinusoidal test level to the \( 3\sigma \) value of the random environment might fail other circuitry which would not fail in service.

Accurate proof testing for purposes of qualifying electronic and other equipment packages is clearly a difficult task in light of these complexities, and because the mechanisms of malfunction are dependent upon instantaneous responses and not the gradual accumulation of damage. The ideal test for malfunction consists in duplicating in the laboratory the actual equipment response experienced during flight. This generally would require a random excitation in three directions simultaneously, for the various excitation levels and spectrum shapes occurring during the various vehicle flight phases. The tests need not be conducted for time durations corresponding to real time flight phase durations since malfunctions themselves are generally not dependent upon cumulative deterioration of the equipment. It is important to note, however, that malfunction may depend upon cumulative damage as the gradual weakening and/or mean displacement of a component can lead to increased dynamic deflection and loss of spacing tolerances. Ultimately, combined fatigue and malfunction tests are desirable under the actual shock and vibration environments to ensure that this interaction effect is properly assessed.

H. Himelblau (et.al.) presents a conceptual approach, in Reference 11, to defining an ideal laboratory test for evaluating the equipment failure problem. In this report, environmental and fragility surfaces and blankets are defined, and examples of these are presented in Figures 197 through 201. An environmental surface is a plot of the amplitudes of excitation versus frequency and time at a particular reference location on the structure, such as a point at the base of the equipment component. Figure 197 shows such a surface. A fragility surface is defined as a plot of the amplitudes of excitation at which a failure occurs versus the corresponding frequency of excitation used and the time at which failure occurs. Such a surface is shown in Figure 198.

Clearly such a surface can be defined only for a sinusoidal excitation of the equipment component at the same reference point used for defining the environment. If
multiple sinuosoids were used, such as would be desirable to examine multi-mode failures, or if a random excitation were applied, then it would be necessary to use higher dimensional surfaces in order to show the coupling effect of two or more frequencies. (The number of frequency axes would have to correspond to the number of modes involved.)

If such sinusoidal tests were conducted, a scatter in the data would certainly be evident because of tolerances in materials and workmanship. Thus these surfaces would show a thickness due to the statistical spread in the sinusoidal amplitudes at which the same failures would occur. The fragility surface along with a plot of the amplitude probability density of failure occurrence constitutes a fragility blanket. Figure 199 shows such a fragility blanket. Similarly an environmental blanket could be defined since there exists a probability of occurrence of various amplitudes at each frequency and time, and such a blanket is shown in Figure 200. The environmental and fragility blankets for a given equipment component are shown combined into a single plot in Figure 201.

If no statistical scatter existed in the fragility and environmental surfaces, then at every point where the fragility surface falls below the actual environmental surface, failures would be expected to occur. These failures would include temporary malfunctions, the effects of deterioration of the components, and the cumulative damage fatigue type failures. Because of the overlapping statistical environmental and fragility blankets, however, failures would be expected to occur, at various probability levels, even when the fragility surface everywhere lies above the environmental surface.

The probability of occurrence of damage at any frequency $f$ and time $t$ can be determined from Table XIV in terms of the mean amplitude and standard deviation of the actual fragility and the actual environment (at the reference point described above). It is assumed for simplicity that the amplitude distributions of both the environment and the fragility are Gaussian. If other distributions were required, similar probability data could be tabulated.

Further discussions of these concepts are not presented here, however, Reference 11 gives a detailed discussion on how this method might be used, various problems associated with the actual laboratory testing (sine and sine sweep techniques) and discusses such topics as:

a) Simulated Environment and Actual Fragility

b) Actual Environment and Acceptable Fragility

c) Simulated Environment and Acceptable Fragility

Because random vibration test equipment are not readily available in all testing
laboratories (especially for producing vibration in three directions simultaneously), and because random testing itself is a complex procedure, various simple excitation substitutes have been proposed and are being used in present testing specifications. These substitutes include:

a) A set of constant amplitude constant frequency sinusoids to be applied individually in various directions and for predetermined times.

b) A set of such sinusoids to be applied simultaneously in each of several directions (one direction at a time) for a predetermined time. (Such a set produces a composite wave which is complex and periodic).

c) A continuous sinusoidal frequency sweep with either a constant or varying amplitude over the frequency band.

d) Sinusoidal resonant dwell tests at frequencies corresponding to observed major resonances in the equipment. (special case of (a) above).

e) A continuous sweep of a narrow band random excitation with constant or varying amplitudes over the frequency range.

The details associated with each of these techniques is discussed in Section VII and further discussion is not required here.

Methods for testing equipment to shocks were not included in this list of substitutes as the latter refer to steady vibration environments. Shock testing techniques are available in the form of drop tests which are able to very closely simulate the various pulse shapes, time durations, peak magnitudes and frequency spectrums of shocks experienced in service. The only problem associated with actual shock testing seems to be in measuring and analyzing a sufficient number of shocks to which the equipment will be subjected. Once these data are available, envelopes of the various shock characteristics can be made, and laboratory shocks can be designed to incorporate the desired features of many different types of shocks to be experienced. A major problem of "shock and vibration" testing does exist, however, as the intermixing of both shocks and random vibration can have a significant effect on the fatigue life of equipment components which experience cumulative damage in service.

Equipment failures in complex components may occur when the rms response of certain internal elements attain a given level, or when random response peaks exceed a given magnitude. The probability of occurrence of equipment failures is dependent upon the amplitude distribution of the response to the random vibration excitation and the shock excitation transmitted through the structure and those due to element impacts described earlier. This dependence upon distribution is especially important for cumulative damage fatigue failures. In addition, two mode type failures
may occur (and are common) when more than one natural frequency is excited simultaneously. In a few cases these failures are the result of responses in different directions.

The above listed excitation substitutes cannot simulate all of these statistical parameters each of which will be significant for the general equipment component, particularly electronic modules. Thus the use of these substitutes for qualification testing of all types of equipment components cannot insure that all potential failures will be discovered with a high degree of confidence. Usually this type of testing actually overtests certain equipment components by causing failures which would not normally occur in service, and undertests other components which may fail in the actual environment.

It is not to be construed here that the above simplified techniques are not without merit in each case. When the mode or modes of failure of a given type of equipment component are well understood, these substitutes may be judiciously used in very controlled tests to ascertain if failure will occur in one or more of these known modes of failure under a given vibration environment. The application of unidirectional sine and sine sweep excitations to search for all of the multitude of potential failures in all types of equipment components, however, does involve a risk - a risk which should be compatible with the overall preassigned reliability of the space vehicle and its mission.

Philosophically, it is important to redefine the problem of attaining laboratory equivalence by simulation. Frequently the subject of equivalence is discussed in terms of equivalent response, such as sine-random equivalence and sine sweep - random equivalence. More properly, equivalence should be referred to in terms of failure; that is, laboratory simulation of equivalent failure. Logically there is no difference between the two statements, but the connotation of the latter statement is sufficiently strong to rule out, in many cases, equivalences based purely upon equivalence between one or two of the statistical response parameters for only a portion of the total excitation.

As discussed in Reference 11, shock-and vibration environmental testing involves two parameters: the environment and the fragility of the equipment. Laboratory simulation involves a risk in both of these parameters. If the actual environment for an equipment component is defined by a theoretical estimation or by a small number of samples of measured data, there exists a nonnegligible risk that the environment could be significantly more severe in terms of equipment failures. Similarly, laboratory tests of an equipment component will also have a nonnegligible risk that potential failures have not been discovered if the tests are performed with excitations that do not represent the actual environment with a high confidence that this environment will not be exceeded in severity. The risk naturally increases the further the simulated excitation departs from the actual environment.
The applicability of any given excitation substitute should be determined in terms of this risk for each essentially different type of equipment component tested. Very limited test data are presently available for evaluating the risk associated with any of the above substitutes for specific items of equipment. H. Spence, Reference 12, conducted sine and random shake tests on several missile electronic packages and found that the ratio of the rms random acceleration excitation to the equivalent rms sinusoidal acceleration excitation was 2.3, with a total variation of from 1.95 to 2.3. In these tests, emphasis was placed on cumulative fatigue damage. W.D. Trotter, Reference 13, tested complex electronic packages with both sinusoidal and random excitations to determine malfunctions thresholds for the two environments. Two methods were used to obtain sine-random equivalence. The first method provides for a sinusoidal input at each resonance such that the rms sine response in each resonant mode is made equal to the overall response to the entire random test envelope. The second method provides for a sinusoidal input which duplicates only the random rms response of each individual resonance. The conclusions arrived at were that both methods were unconservative, and if suitable corrections were made to make the two methods conservative, then many of the tested items would have experienced excessively severe excitation. It is of interest to note that this experiment showed that the greatest scatter in the results appeared for malfunction of electronic items as opposed to fatigue damage. Also, no instances of multi-mode malfunction were evidenced, which is encouraging.
### TABLE XII

Gaussian Probability Distribution Function

| $a/(x-y)_r$ | $P\left\{ |x-y| > a \right\}$ | $\exp\left[ a^2/2(x-y)_r^2 \right]$ |
|------------|--------------------------------|---------------------------------|
| 0          | 1.000                          | 1.000                           |
| 1          | 0.317                          | 1.650                           |
| 2          | $4.55 \times 10^{-2}$          | 7.390                           |
| 3          | $2.70 \times 10^{-3}$          | 90.000                          |
| 4          | $6.33 \times 10^{-5}$          | $2.98 \times 10^{-3}$           |
| 5          | $5.73 \times 10^{-7}$          | $2.68 \times 10^{-5}$           |
| 6          | $1.97 \times 10^{-9}$          | $6.59 \times 10^{-7}$           |
| 7          | $2.36 \times 10^{-12}$         | $4.37 \times 10^{-10}$          |
| 8          | $1.24 \times 10^{-15}$         | $7.87 \times 10^{-13}$          |
| 9          | $2.28 \times 10^{-19}$         | $3.86 \times 10^{-16}$          |
| 10         | $1.52 \times 10^{-23}$         | $5.18 \times 10^{-21}$          |

### TABLE XIII

Probability of Collision of Two Masses Separated by Distance

| $a/(x-y)_r$ | $P\left\{ |y-z| > a \right\}$ |
|------------|--------------------------------|
| 0          | 0.500                          |
| 1          | 0.159                          |
| 2          | $2.28 \times 10^{-2}$          |
| 3          | $1.35 \times 10^{-3}$          |
| 4          | $3.17 \times 10^{-5}$          |
| 5          | $2.87 \times 10^{-7}$          |
| 6          | $9.86 \times 10^{-10}$         |
| 7          | $1.28 \times 10^{-12}$         |
| 8          | $6.22 \times 10^{-16}$         |
| 9          | $1.13 \times 10^{-19}$         |
| 10         | $7.62 \times 10^{-24}$         |
**TABLE XIV**

**Probability of Occurrence of Damage at Any Frequency**

<table>
<thead>
<tr>
<th>$N$</th>
<th>Probability of Failure Occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td>99.87%</td>
</tr>
<tr>
<td>-2</td>
<td>97.73%</td>
</tr>
<tr>
<td>-1</td>
<td>84.13%</td>
</tr>
<tr>
<td>0</td>
<td>50.00%</td>
</tr>
<tr>
<td>1</td>
<td>15.87%</td>
</tr>
<tr>
<td>2</td>
<td>2.27%</td>
</tr>
<tr>
<td>3</td>
<td>0.13%</td>
</tr>
<tr>
<td>4</td>
<td>0.0032%</td>
</tr>
<tr>
<td>5</td>
<td>0.000029%</td>
</tr>
</tbody>
</table>

where

$$N = \frac{\mu_F - \mu_E}{\sqrt{\sigma_F^2 + \sigma_E^2}}$$

$\mu_F, \mu_E$ = mean amplitude of the actual fragility and the actual environment at frequency $f$ and time $t$ respectively.

$\sigma_F, \sigma_E$ = standard deviation of the fragility and environment at frequency $f$ and time $t$ respectively.
Figure 195. Idealized Models of Equipment Packages for Which Spacing is Important
Figure 196. Response of the Single Degree of Freedom System Shown in Figure 195c for the Case of Low Damping
Figure 197 Actual Environmental Surface

Figure 199 Actual Environmental Blanket

Figure 198 Actual Fragility Surface
Figure 200 Actual Fragility Blanket

Figure 201 Comparison of Actual Environmental Blanket with actual fragility Blanket
VII. ANALYTICAL EQUIVALENCES FOR LABORATORY TESTING

The previous discussions on laboratory testing for structural fatigue and equipment malfunctions and damage have indicated that the modes of failure of structural and equipment items are often quite complex. This fact, coupled with the high reliability required for space vehicle components, generally necessitates careful laboratory duplication of the in-service environmental excitation forces and input accelerations applied to these components. Unfortunately, this has been, and still is, a difficult task because:

1. The in-service environment may consist of both acoustical and mechanical vibratory energy, and these are difficult to simulate simultaneously in the laboratory.

2. The input vibratory energy may be random and may include a broad band of frequencies.

3. High concentrations of energy may exist in one or several narrow frequency bands causing the input spectra to be shaped in a wide variety of patterns.

4. The source random processes are not actually stationary processes so that spectrum levels and shapes vary with time during flight.

5. Limited knowledge of the true environment of each component to be tested due to the time and cost associated with making in-flight environmental measurements and the associated data reduction to usable information.

6. Limited knowledge of the structural impedance between the source of excitation and the component to be tested, thus limiting the accuracy with which environmental predictions can be made.

7. The vibrational inputs associated with the environment are generally three dimensional.

8. Laboratory testing equipment with capabilities for producing either random excitation or excitation in two or three dimensions simultaneously are not readily available.

In order to circumvent some of these difficulties, and in order to simplify laboratory testing, thus saving time and money, it is desirable to use relatively simple substitutes, where possible, for complex environmental inputs to space vehicle components. These substitutes, which are often used whether the true environment has or has not been determined, include:

1. Sinusoidal acceleration of the component at a single frequency where high spectral energy concentrations are expected.
2. Sinusoidal acceleration of the component at each of the individual natural frequencies of the component and its internal elements.

3. Complex acceleration composed of several sinusoids each of a different frequency and amplitude.

4. Sinusoidal sweep in which the frequency of the applied sinusoidal acceleration is swept over the entire frequency range of interest.

5. Narrow band random sweep in which the applied acceleration contains all frequencies in a narrow frequency band which is slowly and continuously varied over the entire frequency range of interest. (The time history of a narrow band random acceleration appears very similar to an amplitude modulated sine wave except that the modulation has a more random character than a sinusoidal modulation.)

In using these substitutes for complex random excitation, the emphasis shifts from one of simulating the true excitation to one of simulating certain special characteristics of the structural and equipment response to the true excitation. For example, the response of a single degree of freedom system, having low damping, to a broad band random excitation is a nearly sinusoidal motion at the system natural frequency with a relatively low frequency amplitude modulation. Although this modulation is somewhat random in nature, it appears to be nearly sinusoidal, with the modulation frequency approximately equal to the bandwidth of the system. Such a response can be approximated by a resonant dwell test (i.e., a sinusoid applied at the system natural frequency) in which the rms response is duplicated by the proper choice of the sinusoidal input amplitude. Such a response could also be approximated by two sinusoidal inputs properly spaced about the natural frequency.

Since the basic purpose of qualification testing is to predict the in-service damage potential of the components, the use of simple substitutes automatically imposes the assumption that the damage potential for the simulated response is the same as that in the true environment. As discussed in the previous sections, these substitutes will not always produce a damage potential equivalent to that of the actual environment. Several factors may be significant to the damage potential of any component; and in using the above excitation substitutes, the influence of all factors during laboratory tests cannot be made equivalent to their influence in-service; e.g., rms response amplitude, amplitude distribution, peak amplitude distribution, multimode effect.

Hence, it is important in the choice of an equivalent substitute to consider the most important of these factors in order to minimize the error. In reference to the above example, it is true that the damage potential for a component is higher at the natural frequency than at any other frequency, but it must be noted even this damage potential may not be as high as for multiple frequency inputs such as random excitation of the system.

An equivalence relation is an equation relating the excitation parameters of a simple substitute to those of the true or estimated environment. Since the factors
which influence damage potential vary for different types of components, this relationship will depend upon the vibration characteristics of the component, major damage factors, type of environmental excitation, and the particular type of substitute to be used. The number of such equivalence relations that might be constructed is then quite large, especially when multimode systems are considered. A few of the more well-known and widely-used equivalence relations will be constructed and discussed below. Using these techniques, many other and more refined equivalences can be constructed for other systems and for inputs other than those considered below.

Ideal linear models of elastic systems are generally used to construct these relationships as these are mathematically tractable as opposed to systems occurring in practice which may contain nonlinearities, etc. Although this approach restricts the usefulness of the equivalence relations, these ideal relationships do indicate valuable functional forms, and provide a good base to which refinements can be added to account for other important effects.

Table II lists the equations for the root-mean-square (rms) response, average power-developed, work dissipated, etc., for a single degree of freedom system excited by various sinusoidal and stationary random input forces and accelerations. This table is discussed in detail in material which follows. By equating the appropriate response quantities in this table for sinusoidal and random excitations, numerous sine-random equivalence relations can be constructed for the amplitude of the sinusoid necessary to produce the same response as for the random input.

The single degree of freedom system is emphasized here because the predominant contributor to the response of most elastic systems is the response in the fundamental mode. Such systems may then be analyzed as single-degree-of-freedom systems. These response expressions may also be applied to linear systems in which independent or uncoupled multimode response occurs. The total rms response of such systems is equal to the square root of the sum of the mean square response in each of the independent modes of vibration.

SINE-RANDOM EQUIVALENCES

Equating the rms displacement (velocity) for a sinusoidal force input, \( F(t) \), at the natural frequency, \( \omega_0 \), to the rms displacement (velocity) for a Gaussian random force input with a constant power spectrum from \( \omega = 0 \) to \( \omega = \omega_0 \) gives the relation:

\[
F_0 = \sqrt{\frac{\omega_0^2 \Phi_F}{2\pi}}
\]

In each case the base is held fixed, \( Y(t) = 0 \). Similarly, equating the rms relative displacement (velocity) for a sinusoidal base acceleration, \( Y(t) \), at the natural frequency and that for a constant spectral density Gaussian base acceleration gives the relation:

\[
Y_0 = \sqrt{\frac{\omega_0^2 \Phi_Y}{2\pi}}
\]
This is the familiar sine-random equivalence relation which appears extensively in the literature. It is interesting to note that in these two cases, the above equivalence relations also imply sine-random equivalence for both the average power developed by the damper and the total amount of work done in time \((\Delta t)\).

In all cases shown in this table, equivalence of the rms relative velocity implies the equivalence of the average power developed and the work done, because of the relations

\[
\text{Avg. Power} = \frac{c}{g} \cdot \overline{X}^{2}_{\text{Rel}}.
\]

\[
\text{Work} = \frac{c}{g} \cdot \overline{X}^{2}_{\text{Rel}} \cdot (\Delta t).
\]

\[
\overline{X}^{2}_{\text{Rel}} = \text{mean square relative velocity}.
\]

The equations for the relative rms acceleration response to a Gaussian white noise input are

\[
\overline{Y} = \frac{1}{K} \sqrt{\frac{\omega_0^5}{2\pi}} I_4 \overline{\Phi}_F \quad \overline{\Phi}_F = \text{constant} \quad 0 \leq \omega \leq \omega_u
\]

\[
= 0 \quad \omega_u < \omega
\]

\[
= \sqrt{\frac{\omega_0}{2\pi}} I_4 \overline{\Phi}_Y^* \quad \overline{\Phi}_Y^* = \text{constant} \quad 0 \leq \omega \leq \omega_u
\]

\[
= 0 \quad \omega_u < \omega
\]

\[
I_4 = \frac{\pi^2 Q}{2} \left[ 1 - \frac{1}{Q^2} \right] + \left( \frac{\omega_u}{\omega_0} \right) \quad \omega_u \gg 4 \omega_0
\]

showing that the relative rms acceleration response is infinite if \(\omega_u\) approach infinity. Thus, the above equivalence relations for displacement and velocity do not imply equivalence of the rms relative acceleration which depends upon the upper frequency limit of the excitation. The equivalence relations for accelerations are:

\[
\overline{\Phi}_F = \sqrt{\frac{\omega_0 \Phi_F}{2Q}} \quad \sqrt{1 + \frac{2}{\pi Q} \left( \frac{\omega_u}{\omega_0} \right)}
\]

\[
\overline{\Phi}_Y^* = \sqrt{\frac{\omega_0 \Phi_Y^*}{2Q}} \quad \sqrt{1 + \frac{2}{\pi Q} \left( \frac{\omega_u}{\omega_0} \right)}
\]
Similarly, equating the absolute rms displacement, velocity, and acceleration for a sinusoidal and Gaussian white noise acceleration input gives the equivalence relations:

\[ \ddot{Y}_0 = \sqrt{\frac{\omega^2 \Phi_{\ddot{Y}}}{2q(1-\frac{1}{Q^2})}} \cdot \sqrt{1 + \frac{1}{Q^2} + \frac{2}{\pi Q} \left( \frac{\omega}{\omega_L} \right)} \text{ equiv. abs. displacement} \]

\[ \ddot{V}_0 = \sqrt{\frac{\omega^2 \Phi_{\dot{Y}}}{2q(1-\frac{1}{Q^2})}} \cdot \sqrt{1 + \frac{1}{Q^2} + \frac{2}{\pi Q} \left( \frac{\omega}{\omega_L} \right)} \text{ equiv. abs. velocity} \]

\[ \ddot{X}_0 = \sqrt{\frac{\omega^2 \Phi_{\ddot{X}}}{2q(1-\frac{1}{Q^2})}} \cdot \sqrt{1 + \frac{1}{Q^2}} \text{ equiv. abs. acceleration} \]

where \( \omega_L \) = lower cutoff frequency defined by

\[ \Phi_{\ddot{Y}} = \text{constant} \quad 0 < \omega_L < \omega \leq \infty \quad \omega_L \ll \omega \]

\[ = 0 \quad 0 \leq \omega < \omega_L \]

In this case, only the absolute rms acceleration remains finite for a constant excitation spectral density from \( \omega = 0 \) to \( \omega = \infty \), while the absolute rms displacement and velocity become infinite when the lower cutoff frequency approaches zero.

If it can be assumed that for a high \( Q \) (say \( Q \gg 10 \)) single degree of freedom systems, the excitation spectrum (either \( \Phi_Y \) or \( \Phi_{\ddot{Y}} \)) has a lower and upper cutoff frequency within two to four bandwidths distance (bandwidth, \( \Delta \omega = \omega_0/Q \)) on either side of the natural frequency, \( \omega_0 \), of the system, then the major portion of the rms response (either relative or absolute) will be due to excitation frequencies very near the natural frequency, say within a single bandwidth about \( \omega_0 \). For this condition, the above sine-random equivalence relations reduce to the following very simple approximate forms for both relative and absolute displacement, velocity, and acceleration:
\[
F_0 = \sqrt{\frac{\omega_0 \Phi_F}{2q}} \quad \Phi_F = \text{constant}
\]

\[
Y_0 = \sqrt{\frac{\omega_0 \Phi_Y}{2q}} \quad \Phi_Y = \text{constant}
\]

over the single degree of freedom bandwidth.

Similar analyses can be applied to the case of constant velocity and constant displacement spectral density at the "base" or "foundation" of the single degree of freedom system shown in Table IX. The resulting approximate sine-random equivalence relations for both relative and absolute displacement, velocity, and acceleration response are:

\[
\tilde{Y}_0 = \sqrt{\frac{\omega_0^3 \Phi_Y}{2q}} \quad \Phi_Y = \text{constant}
\]

\[
\tilde{V}_0 = \sqrt{\frac{\omega_0^5 \Phi_Y}{2q}} \quad \Phi_Y = \text{constant}
\]

over the single degree of freedom bandwidth.

The accuracy of the latter equivalences is not expected to be as high as for \( \Phi_F \) and \( \Phi_Y \) inputs since, as the equations of Table IX show, the effect of the ratios of the lower and upper cutoff frequencies to the natural frequency, \( \omega_0 \), is more pronounced. It was the elimination of the effect of these ratios which permitted the above elementary sine-random relationships. It is to be noted that these relationships imply an equivalence of power and work with the same accuracy as are the response equivalence if the test time duration is equal to the time duration of the random excitation.

Although the expressions are considerably more complex, these same techniques can be applied to the determination of sine-random equivalences for a combined random Gaussian white noise input force, \( F(t) \), and foundation motion, \( \tilde{Y}(t) \) or \( \tilde{Y}(t) \) or \( Y(t) \).

Sine-random equivalences are not restricted to resonant dwell sinusoidal substitutes. High excitation energy concentrations at frequencies other than the natural frequency of the system is an example of a condition where sinusoids at other frequencies would be used. The simple and approximate form of the equivalence relations for a force input, \( F(t) \), also for a base acceleration input at frequency \( \omega \) are:
The approximation in these equivalence relations lies in the assumption that the effect of the ratios \( \omega/\omega_0 \) and \( \omega/\omega_L \) can be neglected. These relations show that except for \( \omega = \omega_0 \), the rms displacement, velocity and acceleration response cannot be made equivalent simultaneously.

The number of response cycles occurring in a time duration \( \Delta t \) for high Q systems, say \( Q > 5 \), is given in Table IX as \( \omega_0/2\pi (\Delta t) \). Hence a resonant dwell test produces the same number of response cycles in time \( \Delta t \) as does a random excitation of a single degree of freedom system acting for the same time duration. By application of a sinusoidal excitation at a frequency \( \omega \) where \( \omega > \omega_0 \), the number of cycles in time \( \Delta t \) increases to \( (\omega/2\pi) (\Delta t) \). Such inputs may be used in order to accelerate equipment testing in which cumulative damage depends upon the number of stress reversals such as fatigue. One disadvantage of this technique is that the peak amplitude (either \( F_0 \) or \( Y_0 \)) of the substitute sinusoid must be considerably greater (possibly by orders of magnitude) to produce the desired equivalent rms response than at the natural frequency \( \omega_0 \).

The duration of the sinusoidal test must depend upon the type of damage occurring in the component. If the damage is of a malfunction type, this duration need be no longer than that required to determine if malfunction has or has not occurred.

For cumulative type damage, specification of this time duration is considerably more difficult if the simulated damage potential is to be equivalent to that occurring in-service. The influencing factors for this problem are discussed in detail in the previous chapters. Continuing with the ideal linear single degree of freedom model however, it might be assumed that cumulative damage is proportional to the total amount of work done in energy dissipation. Considering only the case in which a base acceleration \( \ddot{Y}(t) \) is applied, the expressions for the work done are:

\[
F_0 = \sqrt{\frac{2\omega_0 \Phi F}{2\pi(\omega)}} \cdot \left(\frac{\omega}{\omega_0}\right)
\]

\[
Y_0 = \sqrt{\frac{2\omega_0 \Phi Y}{2\pi(\omega)}} \cdot \left(\frac{\omega}{\omega_0}\right)\text{ rms velocity equiv., ave. power}
\]

\[
F_0 = \sqrt{\frac{2\omega_0 \Phi F}{2\pi(\omega)}} \cdot \left(\frac{\omega}{\omega_0}\right)^2
\]

\[
Y_0 = \sqrt{\frac{2\omega_0 \Phi Y}{2\pi(\omega)}} \cdot \left(\frac{\omega}{\omega_0}\right)^2\text{ rms accel. equiv.}
\]

where

\[
H^2(\omega) = \left[1 - \left(\frac{\omega}{\omega_0}\right)^2\right] + \frac{1}{Q^2} \left(\frac{\omega}{\omega_0}\right)^2
\]
This simpler condition was chosen here since the total work done for the random excitation remains finite for all random excitation frequencies. The approach used in the following discussion, however, applies equally well to other more complex sine-random equivalences for the single degree of freedom system.

Equating the work for the resonant sinusoid to the work for this random input gives

\[ W = \frac{k}{4q\omega_0^2} (\Delta t) \quad \text{(random Gaussian white noise)} \]
\[ W = \frac{kq^2}{2g\omega_0^2} (\Delta t) \quad \text{(resonant dwell sinusoid)} \]
\[ W = \frac{k\omega_0^2}{2gq\omega_0^5} (\Delta t) \quad \text{(sinusoid at frequency } \omega) \]

Equations

\[ \tilde{v}_o = \sqrt{\frac{\omega_0 \Phi^2}{2q}} \cdot \sqrt{\frac{T}{\Delta t}} \]
\[ \Delta t \text{ = duration of the sinusoidal test} \]
\[ T \text{ = duration of the random excitation} \]

If \( \Delta t = T \), this reduces to the usual rms response equivalence.

From the standpoint of work done on a SDF system the test may be accelerated by choosing \( \Delta t \) smaller than \( T \) and increasing the input acceleration according to this equation. Thus it is possible to have a work equivalence without a response equivalence.

Similarly, equating the work done by the non-resonant sinusoid in time \( \Delta t \) to the work done by the random input in time \( T \) gives:

\[ \tilde{v}_o = \sqrt{\frac{\omega_0 q \Phi^2}{2H^2(\omega)}} \cdot \sqrt{\frac{T}{\Delta t}} \cdot (\frac{\omega_0}{\Delta t}) \]

If \( \Delta t = T \), this reduces to the rms velocity equivalence at an arbitrary frequency \( \omega \). Once again, if the work done is the only factor leading to damage, the sinusoidal test may be accelerated by choosing \( \Delta t < T \) and increasing \( \tilde{v}_o \) accordingly. It is to be noted that \( \tilde{v}_o \) increases with increasing \( \omega \) since \( H(\omega) \) decreases faster with increasing \( \omega \) than does \( 1/\omega \).

As seen by Table IX, the probability density functions for both the instantaneous and peak response amplitudes of the single degree of freedom system are not at all equivalent for sinusoidal and random excitations. As discussed in Section IV the distribution of response peaks has a significant influence on the fatigue life.
of structural elements in that the curve of stress vs. the number of life cycles is
different for a sinusoidal than for a random excitation. In order to account for
the influence on fatigue of the peak stresses at different levels, a set of sin-
usoids of different amplitude can be applied, which, with a random sequence of
amplitude levels and with each level applied for a duration which is in proportion
to the frequency of occurrence of that level in the probability density function,
will produce a distribution of stress levels which approximates the random amplitude
distribution.
SINUSOIDAL SWEEP - RANDOM EQUIVALENCES

Sinusoidal sweep tests have several applications. First, sweep tests may be used to determine the major natural frequencies of a complex component by sweeping the entire frequency range of interest. These natural frequencies can be detected visually or by the electrical output of strain gauges and accelerometers mounted at critical points throughout the component. Secondly, such sweep tests may be used to determine the transmissibilities between the point of force or motion application and critical response locations of the component. By integrating the areas under these transmissibility curves, the rms response to a random Gaussian white noise input force or motion can be predicted, as this area is theoretically proportional to the mean square response. Finally, sinusoidal sweep tests can be used to determine damage potential directly as a simple substitute for a white Gaussian random excitation. The latter case is of interest in this discussion.

The response of a single degree of freedom system to a sinusoidal excitation in which the input frequency changes with time at some given sweep rate is a complex problem and will not be considered here. It is sufficient to note that if the sweep rate through the system resonance is very fast, the response will not have sufficient time to build up to the desired maximum level. It is assumed in the following discussion that the sweep rate is sufficiently slow in order to assume that no transients exist and that the response is steady state at each frequency in the sweep band.

Present qualification testing specifications often require that the rms input acceleration level at each frequency in the frequency sweep band be equal to the total rms input acceleration of the predicted or known environment of the component. This is generally a conservative test sufficient to uncover the majority of equipment malfunctions. Some difficulty does occur at the various resonances of an equipment package, however, as the test may be overconservative, causing overstressing and damage which would not occur in service.

For the single degree of freedom system shown in Table IX, simple sine sweep-random equivalence relations can be derived by equating the total work done on the system in the sweep to the work done by the random excitation of deviation T.

Table XIV gives the relationships for this work for three different sweep rates:

\[
\dot{\omega} = \omega \quad \text{constant sweep rate}
\]
\[
\dot{\omega} = \beta \omega \quad \text{log sweep rate}
\]
\[
\dot{\omega} = r \omega^2 \quad \text{log-log sweep rate}
\]
Equating these expressions for work to those for the case of $\tilde{F}_p$ = constant and $\tilde{F}_F$ = constant, Table IX, the following work equivalence relationships are obtained:

\[
\begin{align*}
Y_0 &= \sqrt{\frac{\alpha}{\pi}} \tilde{F}_F T \\
Y_o' &= \sqrt{\frac{\omega_0 \tilde{F}_F}{\pi \alpha}} T \\
Y_o'' &= \sqrt{\frac{\omega_0^2 \tilde{F}_F}{\pi \alpha}} T
\end{align*}
\]

\[\omega = \infty\]

\[\omega = \omega_0\]

\[\omega = \omega_0^2\]

It has been assumed in the derivation of these expressions that the spectra $\tilde{F}_p$ and $\tilde{F}_F$ are constant from $\omega = 0$ to $\omega = \infty$. However, since almost all of the work is performed in the vicinity of the natural frequency of the single degree of freedom system, where the response magnification is highest, these spectra need be assumed constant only in the neighborhood of the natural frequency.

As with the sinusoidal substitute for the random excitation, the probability distributions of the instantaneous and peak amplitudes of the response are not approximated by the distribution produced by the sine sweep.

Complex equipment components generally contain many highly undamped and independent resonant frequencies. During a sinusoidal sweep test, all of these resonances having frequencies in the sweep band will be excited. Ideally, two conditions may exist:

1. The damping in all frequencies is the same; that is, the bandwidth, $\Delta \omega$, ($=\omega_0/\alpha$) increases in proportion with the natural frequency.

2. The bandwidth $\Delta \omega$ of each resonance is the same; that is, the damping is proportional to the magnitude of the natural frequency giving higher damping at the higher natural frequencies.

These are ideal conditions in that a complex component will probably show some evidence that neither of these conditions is valid, but that some intermediate condition exists with one merely predominating over the other. Table XV shows that:

1. A constant sweep rate gives the same sweep time deviation at each resonance for a constant bandwidth system.

2. A log sweep rate produces the same number of response cycles at each resonance for a constant bandwidth system, and allows for the same time deviation at each resonance for a constant 0 system.
3. A log-log sweep rate produces the same number of response cycles at each resonance for a constant Q system (i.e., constant damping at all frequencies).
When either the fixed frequency sinusoid or the sinusoidal sweep are used as laboratory substitutes for a wide band random excitation, the amplitude distributions of the response cannot be made equivalent to the distribution resulting from the response to the latter excitation. A testing technique is presented in Reference 3 by C. B. Booth in which a narrow band random excitation is applied and the center frequency of the band is swept at a log sweep rate over the frequency band of interest. With the proper choice of the \( \beta \) parameter, Table IV, it is possible to very closely duplicate the distribution of peak response amplitudes obtained for a wide band random excitation. This method is considered to be a valuable tool for laboratory testing, as the cost of producing a narrow band random excitation is well below equipment costs for producing a wide band random excitation.

The theoretical aspects of this method are described here very briefly. The bandwidth, \( \Delta \omega \), of a single degree of freedom system is defined as

\[
\Delta \omega = \frac{\omega_0}{q}
\]

Choosing a narrow frequency band \((\Delta \omega)'\) much smaller than \(\Delta \omega\),

\[
(\Delta \omega)' = k \frac{\omega_j}{q}, \quad k \ll 1
\]

and assigning to each such band in the neighborhood of the natural frequency a subscript, \( j \), Figure 202, the rms response, \( \sigma_j \), in this \( j \)-th band to an excitation \( \sigma_0 \) in this frequency band is given by the equation

\[
\sigma_j = T(\omega_j) \cdot \sigma_0 = T_j \cdot \sigma_0
\]

\( T_j \) is the appropriate transmissibility function, at \( \omega_j \), which relates the particular type of excitation and response parameters desired, and may be found by the use of Table IX. The probability \( P_j \), that a peak response in this narrow band exceeds a certain level \( b \) is given by the equation

\[
P_j = \exp \left[ -\frac{1}{2} \frac{b^2}{\sigma_j^2} \right] = \exp \left[ -\frac{1}{2} \frac{b^2}{T_j^2 \sigma_0^2} \right]
\]

The functional form of \( P_j \) is obtained for integration of the Rayleigh probability density function for peak amplitudes, Table IX. Hence, the number of response peaks, \( N_j \), exceeding \( b \) for this frequency band is

\[
N_j = \frac{\omega_1}{2\pi} \cdot \Delta t_j \cdot P_j
\]

where \( \omega_1 \) = center band frequency of the narrow band  
\( t_j \) = time duration for sweeping such a band

For a log sweep rate, \( \Delta t_j \) becomes
\[
\frac{(\Delta \omega)_{ij}}{\Delta t_j} = \frac{K \omega_o}{\Delta t_j} = \beta \omega_j, \quad \Delta t_j = \frac{K \omega_o}{\beta Q \omega_j}
\]

so that \( N_j \) is

\[
N_j = \frac{K \omega_o}{2 \pi Q} P_j
\]

Summing over-all \((\Delta \omega)_{ij}\) in the entire frequency band of interest gives

\[
N = \frac{\omega_o}{2 \pi (Q)} \left[ K \sum P_j \right]
\]

\[
P_j = \exp \left[ -\frac{1}{2} \frac{\beta^2}{\tau_j^2 \sigma_e^2} \right]
\]

\( N = \) total number of response peaks above the level \( b \) in the entire frequency sweep band.

If \( T_m \) is used to denote the maximum value of the transmissibility function \( T \), then \( P_j \) can be put into the more convenient mathematical form

\[
P_j = \exp \left[ -\frac{1}{2} \left( \frac{T_m}{\tau_j} \right)^2 \cdot \left( \frac{b}{T_m \sigma_e} \right)^2 \right]
\]

where \( \frac{b}{T_m \sigma_e} \) is a non-dimensional quantity. By numerical evaluation of the above summation, \( \sum P_j \), a plot similar to that shown in Figure 203a can be constructed for various values of \( (b/T_m \sigma_e) \).

A similar plot appears in Figure 203a. This curve is obtained from the equation

\[
P = \exp \left[ -\frac{1}{2} \frac{b^2}{\sigma_{WB}^2} \right]
\]

\( \sigma_{WB} \) = rms response of the single degree of freedom system to random wide band excitation.

which is the integral of the Rayleigh probability density function for the distribution of response peaks of a single degree of freedom system to a wide band random Gaussian excitation.

In Figure 203c the above curves are superimposed in such a manner as to obtain a "best fit" of one curve on the other. Let \( a \) and \( s \) denote the proportionality factors between the horizontal and vertical axes of Figure 203c according to the relations

\[\]
The expression for $a^*W$ can be found from Table IX by choosing the rms response quantity for random excitation corresponding to the sinusoidal rms response quantity chosen above for $a_j$, for which $T_j$ is the transmissibility. With $\sigma_{WB}$ prescribed, 

$$\sigma_a = q \cdot \frac{\sigma_{WB}}{T_m}$$

For wide band excitation, the number of response peaks, $N_{WB}$, exceeding a given level $b$ in the time duration, $T$, that the wide band excitation is applied, is 

$$N_{WB} = \frac{\omega_0}{2 \pi T} TP$$

where $P$ is defined above. Since it is desirable to have $N = N_{WB}$, the sweep rate can be determined as follows:

$$P = s \left[ K \sum_j P_j \right]$$

$$\frac{2\pi N_{WB}}{\omega_0 T} = s \frac{2\pi N \sigma_b \omega_0}{\omega_0} \quad N = N_{WB}$$

$$\therefore \theta = \frac{1}{\frac{2\pi T}{\omega_0}}$$

which is the desired relationship.

If the component being tested contains only one resonant frequency, the rms excitation level, $\sigma_a$, is to be held constant throughout the sweep test. However, most complex components will contain a multitude of high Q resonances with very narrow bandwidths. Since the expression for the rms wide band random response $\sigma_{WB}$ is a function of the natural frequency $\omega_0$, and since many natural frequencies will be encountered during the sweep test, the magnitude of the excitation $\sigma_a$ should be made to vary according to function frequency dependence of $\sigma_{WB}$. For example, Table IX shows that $\sigma_{WB}$ for a constant spectral input force to the single degree of freedom system shown is 

$$\sigma_{WB} = \frac{1}{2K} \sqrt{q \omega_0 \Phi_F}$$

Hence, for this case, where $T_m = Q$, 

\[429\]
and the rms excitation level \( \sigma_e \) must increase as \( \sqrt{\omega} \) since it is assumed that at each frequency during the sweep a different resonance could occur. For simulation of other response quantities, \( \sigma_e \) may have a different variation with frequency.

It is to be noted that the analysis presented above is for an ideal constant \( Q \) system. A similar analysis may be performed for constant bandwidth systems in which \( \Delta \omega (= \frac{\omega_2 - \omega_1}{Q}) \) is held constant. Since this is but a minor variation of the above analysis, with the log sweep rate replaced by the constant sweep rate, only a brief description of the different expressions arrived at will be presented below.

\[
\frac{(\Delta \omega)^4}{\Delta t_j} = \frac{K \omega_0}{\Delta t_j Q} = \omega
\]

\[
\Delta t_j = \frac{K \omega_0}{\omega Q}
\]

Hence, \( N_j \) becomes

\[
N_j = K \omega_0 \left[ \frac{\omega_1}{\omega_0} P_j \right] = \frac{K \omega_0}{\omega Q} \left[ \frac{\omega_1}{\omega_0} P_j \right]
\]

giving

\[
N = \frac{\omega_0^2}{2 \pi} \sum K \omega_0 \frac{\omega_1}{\omega_0} P_j
\]

In this case, \( \sum K \omega_0 \frac{\omega_1}{\omega_0} P_j \) is plotted for various values of \( b/TC_e \), as before, and compared with the curve for \( P \). Then defining \( q \) and \( s \) as before, substitution into the equation

\[
P = s \sum K \frac{\omega_1}{\omega_0} P_j
\]

gives

\[
\frac{2 \pi N_{WB}}{\omega_0^2} = \frac{2 \pi \omega_0 \omega_1}{\omega_0^2} \frac{N_{WB}}{N} = N_{WB}
\]

\[
\therefore \alpha = \frac{\omega_0}{s QT} = \frac{\Delta \omega}{s T}
\]

which is the desired relationship for the constant sweep rate in terms of constant bandwidth \( \Delta \omega \).
In the previous constant $Q$ system, an example was given showing that,

$$
\sigma_e = \frac{a}{2k} \sqrt{\frac{\Delta \omega}{Q} \Phi_F} = \frac{a}{2k} \sqrt{\Delta \omega \Phi_F}
$$

and hence, the rms excitation level, $\sigma_e$, must remain constant during the narrow band random sweep test with a constant sweep rate for all frequencies.

The preceding discussions of sine-random, sine sweep-random, and narrow band random sweep-random equivalence relationships was not intended to be complete. Rather, its purpose was to indicate the analytical techniques whereby equivalence relations may be constructed from ideal dynamical models. Using these methods, other equivalence relations can be constructed for other types of excitation and for more complex models.

The single degree of freedom system has been used throughout the discussion as such a model is mathematically tractable, and since this system gives a first order approximation of the type of system which occurs frequently in practice.

It has been shown that even for this simplest of systems, the exact mathematical expressions for equivalence relations can be quite complex and can be simplified only when the proper assumptions have been imposed. Also, very ideal random excitations have been considered and these are not likely to occur in practice. Detailed mathematical analyses of the two degree of freedom system will be considerably more complex than that given above from the standpoint of equivalence relations. The use of IBM digital computers can be used to great advantage in numerically constructing more refined equivalences.
<table>
<thead>
<tr>
<th>TABLE XV</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUMMARY OF SINUSOIDAL FREQUENCY SWEEP RELATIONS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>INPUT</th>
<th>CONST. SINE SWEEP</th>
<th>LOG SINE SWEEP</th>
<th>LOG-LOG SINE SWEEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWEEP RATE</td>
<td>$\dot{\omega} = \alpha$</td>
<td>$\dot{\omega} = \beta \omega$</td>
<td>$\dot{\omega} = 7\omega^2$</td>
</tr>
<tr>
<td>NUMBER OF CYCLES FROM $\omega_1$ TO $\omega_2$</td>
<td>$\frac{\omega_2^2 - \omega_1^2}{4\pi \alpha}$</td>
<td>$\frac{\omega_2 - \omega_1}{2\pi \beta}$</td>
<td>$\frac{1}{2\pi T} \ln \frac{\omega_2}{\omega_1}$</td>
</tr>
<tr>
<td>NUMBER OF CYCLES PER OCTAVE</td>
<td>$\frac{3\omega_1^2}{4\pi \alpha}$</td>
<td>$\frac{\omega_1}{2\pi \beta}$</td>
<td>$\frac{1}{2\pi T} \ln 2$</td>
</tr>
<tr>
<td>NO. OF CYCLES PER 1° FREEDOM BANDWIDTH</td>
<td>$\frac{\omega_0 \Delta \omega}{2\pi \alpha}$</td>
<td>$\frac{\Delta \omega}{2\pi \beta}$</td>
<td>$\frac{1}{2\pi T} \ln \frac{2\pi + 1}{2\pi - 1}$</td>
</tr>
<tr>
<td>TIME TO SWEEP FROM $\omega_1$ TO $\omega_2$</td>
<td>$\frac{\omega_2 - \omega_1}{\alpha}$</td>
<td>$\frac{1}{\beta} \ln \frac{\omega_2}{\omega_1}$</td>
<td>$\frac{\omega_2 - \omega_1}{T \omega, \omega_2}$</td>
</tr>
<tr>
<td>TIME TO SWEEP AN OCTAVE, $\omega_1 \rightarrow 2\omega_1$</td>
<td>$\frac{\omega_1}{\alpha}$</td>
<td>$\frac{1}{\beta} \ln 2$</td>
<td>$\frac{1}{2T \omega_1}$</td>
</tr>
<tr>
<td>TIME TO SWEEP A $\frac{1}{n}$th OCTAVE $\omega_1 \rightarrow 2^{\frac{1}{n}} - 1 \omega_1$</td>
<td>$\frac{2^{\frac{1}{n}} - 1}{\alpha \omega_1}$</td>
<td>$\frac{1}{\beta} \ln 2$</td>
<td>$\frac{2^{\frac{1}{n}} - 1}{2^{\frac{1}{n}} \omega_1}$</td>
</tr>
<tr>
<td>TIME TO SWEEP A 1° FREEDOM BANDWIDTH</td>
<td>$\frac{\Delta \omega}{\alpha}$</td>
<td>$\frac{1}{\beta} \ln \frac{2\pi + 1}{2\pi - 1}$</td>
<td>$\frac{4}{\pi \alpha \cdot \beta \cdot (4\alpha \beta - 1)}$</td>
</tr>
<tr>
<td>WORK DONE IN SWEEP FROM 0 TO $\infty$; CONSTANT LEVEL INPUT, $\bar{y}(t)$</td>
<td>$\frac{\pi K \bar{y}_0^2}{4 \alpha \omega^2 g}$</td>
<td>$\frac{\alpha \pi K \bar{y}_0^2}{4 \beta \omega^3 g}$</td>
<td>$\frac{\pi K \bar{y}_0^2}{4 \pi \alpha \omega^4 g}$</td>
</tr>
<tr>
<td>WORK DONE IN SWEEP FROM 0 TO $\infty$; CONSTANT LEVEL INPUT, $F(t)$</td>
<td>$\frac{\pi \omega^2 F_0^2}{4 \alpha \cdot Kg}$</td>
<td>$\frac{\alpha \pi \omega^2 F_0^2}{4 \beta \cdot Kg}$</td>
<td>$\frac{\pi F_0^2}{4 \pi \cdot Kg}$</td>
</tr>
</tbody>
</table>

\[ N = \frac{1}{2\pi} \int_{\omega_1}^{\omega_2} \frac{\omega}{\dot{\omega}} \, d\omega \quad T = \int_{\omega_1}^{\omega_2} \frac{\dot{\omega}}{\omega} \, d\omega \quad W = \frac{K \bar{y}_0^2}{2Q \omega_0^3} \int_{\omega_0}^{\omega_2} \frac{\omega^2 \cdot H_2}{\dot{\omega}} \, d\omega \]

<table>
<thead>
<tr>
<th>Q</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>q</td>
<td>94</td>
<td>97</td>
<td>98</td>
<td>99</td>
</tr>
</tbody>
</table>
Figure 202. Non-dimensional Transmissibility Function for the Single Degree of Freedom System.
Figure 203. Probability Distributions For Peak Response of The Single Degree of Freedom System To Wide-Band Random Excitation and to Narrow-Band Random Sweep Excitation.
VIII. CONCLUSIONS

1. Judgments involving acceptable test procedures, confidence levels, safety margins, and environmental predictions should be made with cognizance of and reference to the vehicle over-all reliability requirements, and economic aspects of these judgments should be viewed in the context of the total vehicle or program reliability requirements. Thus, the cost of providing vehicle reliability by test must be weighed against the cost of providing insufficient vehicle reliability with its attendant risk of mission failure.

2. One of the fundamental attacks on the problem of reliability of structure and equipment must be through design innovation which avoids the problem of sensitive items. Miniaturizing, transistorizing, and potting of components are such fundamental approaches to the upgrading of equipment. The analogous advances in the field of structures may consist of sandwich structures, the use of bonding in place of riveting, and the addition of damping and the use of other techniques of vibration control.

3. The primary trend toward more severe environments and the need for continually improved vehicle performance should be recognized. The fact that an acoustic threshold has been crossed at which significant structural damage begins should be considered along with the trend of always more powerful propulsion systems which are available.

4. Certain questions to be answered in choosing sinusoidal or random testing are whether a damaging interaction between modes be present and whether fasteners exist which are sensitive to broad-band high-frequency excitation. However, the major reason for the need for random vibration testing is the additional damage done by stress interaction or intermixing of the loads.

5. The test design proceeds through the answers to these questions: (a) Can the test apply a duplication of the load history without acceleration in level or time? This type of test may be especially appropriate for missiles and space vehicles because of the limited service life. The margin of safety may be assigned to this case with more accuracy than usual. (b) If not the test above, is there a way to accelerate the test in time only? (c) If neither of the above tests apply, consideration can be given jointly to:

   a. Is there an appropriate sinusoidal equivalent or should a random test be used?

   b. Is the part sufficiently linear in response to allow acceleration in level?

6. The various equivalences are qualified equivalences in every case. The approximations and assumptions involved will provide something less than an exact equivalence.
7. The various equivalences presented have avoided the use of a cumulative damage theory. It is felt that no satisfactory cumulative damage theory is available which includes the influence of:

   a. Intermixing
   
   b. The variation in the endurance limit dependent on the degree of intermixing.
   
   c. Stress concentrations
   
   A satisfactory experimental correlation including these parameters is also not available.

8. An equivalence satisfactory for a certain problem may not be satisfactory for others. The many nonlinearities and significant parameters must be given adequate consideration and before a method is accepted, it should be experimentally substantiated.

9. The statistical scatter in the data and the required confidence level should be considered in specifying the margin of safety. A fundamental reason for the margin of safety is the inability to do a sufficient number of tests with a significant number of parts to provide a statistically significant definition of the equipment fragility.
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APPENDIX A

RESONANCE ON RESONANCE

The equations of motion for the complete two-degree-of-freedom system shown in Figure 121 may be written as follows:

\[ \ddot{x}_1 + \frac{\omega_0}{Q_1} x_1 + \omega_0^2 x_1 + \omega_0 \dot{x}_2 = \omega_0^2 x_0 + \frac{\omega_0}{Q_1} \dot{x}_0 \]  \hspace{1cm} (A1)

\[ \ddot{x}_2 + \frac{\omega_0}{Q_2} x_2 + \omega_0^2 x_2 = \omega_0^2 x_1 + \frac{\omega_0}{Q_2} \dot{x}_1 \]  \hspace{1cm} (A2)

The straightforward analysis of the physical system described by the above equations would involve the direct calculation from Equations (A1) and (A2) of the square of the absolute value of the frequency response functions for \( \ddot{x}_1 \) and \( \ddot{x}_2 \). An integration of these functions over all frequencies then yields the mean square values of \( x_1 \) and \( x_2 \) for a white noise input \( \ddot{x}_0 \) which has power spectral density of 1.0 g^2/Hz. If the functions are evaluated at any particular frequency, the values thus obtained are the mean square values for \( \ddot{x}_1 \) and \( \ddot{x}_2 \) corresponding to a sinusoidal input \( \ddot{x}_0 \) (having this frequency) with a 1.0 g rms amplitude.

Any of several methods involving various combinations of digital or analog computing equipment, rms voltmeters and/or power spectrum analyzers may be used to obtain results along the above lines. Although the results were obtained by the above method, they were independently checked by another method involving the use of normal mode techniques. Although this technique is not applicable to cases where \( Q_1 \) and \( Q_2 \) differ appreciably, it gives rapid and economical results which are much more capable of physical interpretation than results obtained by the straightforward method.

The salient points of both of these methods are outlined below. Following this outline, results are presented in graphical form and interpretive conclusions are drawn.

The equations of motion (A1) and (A2) may be put in matrix form as follows:

\[ A\ddot{x}(t) + \omega_0 B\dot{x}(t) + \omega_0^2 Cx(t) = D(t) \]  \hspace{1cm} (A3)

where the following definitions hold:

\[ A, B, C, D \]
\[
A = \begin{bmatrix} 1 & 0 \\ 0 & \kappa \end{bmatrix}, \quad B = \begin{bmatrix} Q_1^{-1} + \kappa Q_2^{-1} & -\kappa Q_1^{-1} \\ -\kappa Q_1^{-1} & Q_2^{-1} \end{bmatrix}, \quad C = \begin{bmatrix} 1 + \kappa & -\kappa \\ -\kappa & \kappa \end{bmatrix}
\]

\[
D(t) = \begin{bmatrix} \omega_0^2 \chi_0(t) + \frac{\omega_0}{Q_1} \dot{\chi}_0(t) \\ 0 \end{bmatrix}, \quad \kappa = \frac{M}{M}, \quad \chi(t) = \begin{bmatrix} \chi_1(t) \\ \chi_2(t) \end{bmatrix}
\]

Hence, the frequency response function matrix \( \tilde{\chi}(\omega) \) is

\[
\tilde{\chi}(\omega) = \left( -\omega^2 + i \omega_0 \omega B + \omega_0^2 C \right)^{-1} \left[ \omega_0^2 + i \omega \omega_0/Q_1 \right]
\]

Calculation of \( |\tilde{\chi}(\omega)|^2 \) is straightforward and yields the direct, but somewhat physically oblique results mentioned previously.

It may be readily verified that if the matrix \( Z \) is defined as follows

\[
Z = \begin{bmatrix} 1 - (\omega_1/\omega_o)^2 & 1 - (\omega_2/\omega_o)^2 \\ 1.0 & 1.0 \end{bmatrix}
\]

where

\[
\left( \frac{\omega_1}{\omega_o} \right) = 0.5 \left[ 2 + \kappa - \sqrt{\kappa^2 + 4 \kappa} \right]
\]

\[
\left( \frac{\omega_2}{\omega_o} \right) = 0.5 \left[ 2 + \kappa + \sqrt{\kappa^2 + 4 \kappa} \right]
\]

then the matrices \( Z^t AZ = A' \) and \( Z^t A Z = C' \) have the following diagonal form (the superscript \( t \) indicates matrix transposition):

\[
A' = \begin{bmatrix} a_1 & 0 \\ 0 & a_2 \end{bmatrix}, \quad C' = \begin{bmatrix} \omega_1^2 a_1 & 0 \\ 0 & \omega_2^2 a_2 \end{bmatrix} \omega_0^{-2}
\]

where

\[
a_n = \left[ 1 - \left( \frac{\omega_n}{\omega_o} \right)^2 \right]^2 + \kappa
\]

and furthermore,

\[
B' = Z^t B Z = \begin{bmatrix} P_1 Q_2^{-1} + P_2 Q_2^{-1} & \kappa [Q_2^{-1} - Q_1^{-1}] \\ \kappa [Q_2^{-1} - Q_1^{-1}] & P_3 Q_1^{-1} + P_4 Q_2^{-1} \end{bmatrix}
\]
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The constants $p_n$ are easily determined for any particular value of $\omega$ by carrying out the indicated matrix multiplications. Further investigation shows that for $0.7 \leq Q_1/Q_2 \leq 1.3$, a rapid approximate solution for $\ddot{x}_1$ and $\ddot{x}_2$ (as well as frequency response functions and rms values for random and sinusoidal inputs) can be obtained by the normal mode approach outlined below. (This method is exact for $Q_1 = Q_2$ and can be used to give rough estimates for $Q_1/Q_2$ outside the above range.)

Let the time dependent normal mode coordinates be denoted by the symbol $c_n(t)$ where the $c_n$ satisfy the following equations:

$$
\ddot{c}_n(t) + \frac{\omega_n}{Q_n} \dot{c}_n(t) + \omega_n^2 c_n(t) = \omega_n^2 \chi_n(t)
$$

(A5)

The above equations constitute a reformulation of Equation (A3) in terms of the $c_n(t)$ coordinates where the $x_n(t)$ coordinates and the $\chi_n(t)$ coordinates are related as follows:

$$
\ddot{\chi}_1 = \left[ 1 - \left( \frac{\omega_1}{\omega_0} \right)^2 \right] \ddot{c}_1 + \left[ 1 - \left( \frac{\omega_2}{\omega_0} \right)^2 \right] \ddot{c}_2
$$

(A6)

$$
\ddot{\chi}_2 = \ddot{c}_1 + \ddot{c}_2
$$

(A7)

(The term $(\omega_0/Q_1)\ddot{x}_1$ in Equation (A1) has been ignored since it occurs in the absolute value of the transfer function as an additive term in $Q_1$ and is thus negligible for realistic values of $Q_1$).

The "quality factors" for the two equivalent single-degree-of-freedom systems described by Equation (A4) are determined from the matrix $B'$ to be:

$$
\frac{1}{Q(1)} = \frac{\omega_0}{\omega_1^2} \left( P_1 Q_1^{-1} + P_2 Q_2^{-1} \right)
$$

(A8)

$$
\frac{1}{Q(2)} = \frac{\omega_0}{\omega_2^2} \left( P_3 Q_1^{-1} + P_4 Q_2^{-1} \right)
$$

(A9)

The equivalent acceleration input to the $n$th equivalent single-degree-of-freedom system is given by the following relation:

$$
\ddot{x}_n(t) = \frac{1}{a_n} \frac{(\omega_n)^2}{\omega_n} \left[ 1 - \left( \frac{\omega_n}{\omega_0} \right)^2 \right] \ddot{x}_0(t) = \left\{ (-1)^{n+1} \left( \frac{\omega_0}{\omega_n} \right)^2 \left[ 1 - \left( \frac{\omega_1}{\omega_0} \right)^2 \right] \frac{1}{a_n} \right\} \ddot{x}_0(t)
$$

$$
= e_n \ddot{x}_0(t)
$$

$$
e_n = (-1)^{n+1} \left( \frac{\omega_0}{\omega_n} \right)^2 \left[ 1 - \left( \frac{\omega_1}{\omega_0} \right)^2 \right] \frac{1}{a_n}
$$

(A10)
The power spectrum of any function $u(t)$ is denoted below by the symbol $\Phi_u(\omega)$. Thus, the power spectra of $\xi_n(t)$ and $\zeta_n(t)$ are denoted by the symbols $\Phi_{\xi_n}(\omega)$ and $\Phi_{\zeta_n}(\omega)$ respectively. Similarly, the cross spectral density for the two functions $\xi_1(t)$ and $\zeta_2(t)$ is denoted by the symbol $\Phi_{\xi_1 \zeta_2}(\omega)$.

It follows from Equations (A5) and (A7) that

$$\Phi_{\xi_1}(\omega) = \left[1 - \left(\frac{\omega_1}{\omega_0}\right)^2\right]^2 \Phi_{\zeta_1}(\omega) + \left[1 - \left(\frac{\omega_2}{\omega_0}\right)^2\right]^2 \Phi_{\zeta_2}(\omega) - \Phi_{\xi_1 \zeta_2}(\omega)$$

$$\Phi_{\xi_2}(\omega) = \Phi_{\zeta_1}(\omega) + \Phi_{\zeta_2}(\omega) + \Phi_{\xi_1 \zeta_2}(\omega) + \Phi_{\xi_2 \zeta_1}(\omega)$$

where

$$\Phi_{\xi_n}(\omega) = s_n \Phi_{\zeta_0}(\omega) \left[1 - \left(\frac{\omega}{\omega_n}\right)^2 + \left(\frac{\omega}{\eta n}\right)^2\right]^{-1}$$

$$\Phi_{\xi_1 \zeta_2}(\omega) = s_1 s_2 \Phi_{\zeta_0}(\omega) \left[1 - \left(\frac{\omega}{\omega_1}\right)^2 - i \frac{\omega}{\eta_1}\right] \left[1 - \left(\frac{\omega}{\omega_2}\right)^2 - i \frac{\omega}{\eta_2}\right]^{-1}$$

$$\Phi_{\xi_2 \zeta_1}(\omega) = \left[\Phi_{\xi_1 \zeta_2}\right]^*$$

(the asterisk denotes complex conjugation)

The maximum value of $\Phi_{\xi_2}(\omega)$ may be determined from a plot constructed with the aid of Equation (A12). This value occurs at the most critical frequency that can be applied to the primary structure insofar as the acceleration response of the secondary structure (or "black box") to a discrete input to the primary structure is concerned. If the secondary structure (or "black box") contains guidance or other equipment which is sensitive to some particular band of frequencies, the spectrum $\Phi_{\xi_2}(\omega)$ may be used to determine the rms response acceleration in that band.

For an input with a flat power spectral density (white noise), the rms accelerations of the primary and secondary structures may be determined by integrating the associated power spectral density function over all frequencies:

$$(\xi_{\text{rms}})^2 = \frac{1}{2\pi} \int_0^\infty \Phi_{\xi_n}(\omega) \, d\omega \quad (\Phi_{\xi_n}(\omega) \text{ is measured in } g^2/\text{cps units})$$

The results of these integrations (which are readily accomplished by application of the theory of residues) are presented on page 44.5.
\[
(\bar{x}_{1\text{rms}})^2 = \omega_0 \Phi \bar{x}_0 \left\{ \frac{\alpha^2 q(1)}{4\omega_0^2(\omega_1/\omega_0)^3} + \frac{\alpha^2 q(2)}{4\omega_0^2(\omega_2/\omega_0)^3} \right. \\
+ \frac{2\alpha \left[ 1 - (\omega_1/\omega_0)^2 \right]^2 (\gamma_2 + K\gamma_1)}{\omega_0^2 \left[ \beta_2^2 - K^2 \beta_1^2 - (\gamma_2 + K\gamma_1)^2 \right]^2 + 4\beta_2^2(\gamma_2 + K\gamma_1)^2} \right\}
\]

\[(A13)\]

\[
(\bar{x}_{2\text{rms}})^2 = \omega_0 \Phi \bar{x}_0 a_n^{-2} \left[ 1 - (\omega_1/\omega_0)^2 \right] \left\{ \frac{q(1)}{4(\omega_1/\omega_0)^3} + \frac{q(2)}{4(\omega_2/\omega_0)^3} \right. \\
+ \frac{2(\gamma_2 + K\gamma_1)}{\omega_0^2 \left[ \beta_2^2 - K^2 \beta_1^2 - (\gamma_2 + K\gamma_1)^2 \right]^2 + 4\beta_2^2(\gamma_2 + K\gamma_1)^2} \right\}
\]

\[(A14)\]

where

\[\gamma_n = \frac{1}{2q(n)}\]

\[\beta_n^2 = 1 - \gamma_n^2\]

\[K_2 = \omega_1/\omega_2\]

\[a_n = \left[ 1 - (\omega_1/\omega_0)^2 \right]^2 + \alpha\]

It is worthwhile to note that Equations (A13) and (A14) can be used to develop check data for digital or analog computer programs where accurate results are desired for cases where \(Q_1/Q_0 > 1.3\) or \(Q_1/Q_0 < 0.7\). Such computing procedure is recommended for these cases since the analytical expressions for the power spectral densities and mean square values of \(x_1\) and \(x_2\)—which must be developed from Equation (A4)—are quite cumbersome.

It can be readily determined from Equation (A3) that the maximum values of the absolute values of the transfer functions of \(x_1\) and \(x_2\), for the case \(m = \infty\) are \(\sqrt{q_1^2 + 1}\) and \(\sqrt{q_2^2 + 1}\) respectively. (Where \(\bar{x}_0\) is regarded as the input into the \(x_1\) system and \(\bar{x}_1\), in turn, is regarded as the input into the \(x_2\) system.) Hence, for this case the net transfer function for \(\bar{x}_2\) (regarding \(\bar{x}_0\) as the input) is the product \(\sqrt{(q_1^2 + 1)(q_2^2 + 1)}\) which is the magnification factor \(\bar{x}_{2\text{rms}}/\bar{x}_{0\text{rms}}\) for a
sinusoidal input $X_0$ at the resonant frequency $\omega_r$. The effect of mass ratio $(M/m)$ on the magnifications $X_{1\text{rms}}/X_{0\text{rms}}$ and $X_{2\text{rms}}/X_{0\text{rms}}$ for a sinusoidal excitation at the lower of the coupled frequencies is shown by Figures 130a and 130b respectively. Only excitation at the lower normal mode frequency was used—as a brief inspection of Equation (A14) shows—the rms response to excitation at the higher frequencies is less than the response to excitation at the lower frequencies. This fact is clearly borne out by Figure 132. Input conditions should be noted.

The data for Figures 130 and 131 were obtained for the case $Q_1 = Q_2 = 15$ by means of the following equipment:

2. Hewlett Packard Low-Frequency Generator, Model 202-A.

Figure 130a shows the expected initial decrease in $X_{1\text{rms}}/X_{0\text{rms}}$ as $M$ becomes larger followed by a gradual trend toward the $(Q^2 + 1)^{3/2}$ asymptote as $M/m = \chi^{-1}$ approaches infinity. Figure 130b shows the expected increase of $X_2/X_0$ toward the asymptotic value $(Q^2 + 1)$ at $M/m = \infty$. Both asymptotes were checked on the EAI Computer by zeroing the potentiometer governing the $\chi X_2$ coupling term in Equation (A1). As $M/m \rightarrow \infty$, both systems approach resonance with $X_1$ acting as an input to the $X_2$ system in precisely the same way as $X_0$ is an input to the $X_1$ system. For this reason, the situation might be aptly termed as "resonance on resonance."

It is then reasonable to ask if a situation similar to "resonance on resonance" occurs for a random input. The well-known single-degree-of-freedom magnification for a white noise random input $X_0$ is

$$\frac{X_{1\text{rms}}}{X_{0\text{rms}}} = \sqrt{\frac{\omega_r^2}{4\Delta f}}$$

(This relation hold for $M = \infty$—which is equivalent to $\chi = 0$—where $\Delta f$ is band width of $X_0(t)$.)

Since $X_1$ is essentially a randomly modulated sinusoid with a base frequency $\sqrt{\omega_R}/M$, it is reasonable to expect the magnification $X_{2\text{rms}}/X_{1\text{rms}}$ to approach a value somewhat less than $\sqrt{Q^2 + 1}$ as $M/m$ approaches infinity. Hence, the over-all magnification $X_{2\text{rms}}/X_{0\text{rms}}$ is somewhat less than $\sqrt{Q^2 + 1 + \frac{\omega_r Q^2}{4\Delta f}}$ or roughly of the order of $Q^{3/2} \sqrt{\omega_0 Q / 4\Delta f}$. Data which resolve this question were determined with the above mentioned equipment as well as the following equipment:
(4) Hughes Electronic Noise Generator, Model 101, Serial 7.

(5) Technical Products Analyzer TP 627.

The power spectrum of the noise generator output obtained by use of the TP 627 analyzer is shown in Figure 132. The results of the random noise investigation are presented in Figures 131a and 131b. Figure 131a shows an initial decrease of $\ddot{x}_1_{rms}/(x_{rms}\sqrt{\frac{\omega_0}{4\Delta f}})$ (as in the sinusoidal case where $\ddot{x}_1_{rms}/\ddot{x}_2_{rms}$ initially decreased) followed by a gradual increase toward $Q^2$ asymptote at $M/m = \infty$.

Figure 131b shows a fairly rapid initial increase of $\ddot{x}_2_{rms}/(x_{rms} \sqrt{\omega_0/4\Delta f})$ followed by a leveling off toward an asymptotic value of approximately $0.6 Q^{3/2}$ as $M/m$ approaches infinity.

Hence, in both the random and sinusoidal cases, the effect of mass ratio ($M/m$) on the rms acceleration of the secondary structure is quite important when the frequencies of the primary and secondary structures are approximately equal. Consequently, it is clear that large and possibly destructive responses may result when small pieces of equipment or secondary structure are mounted on relatively large primary structures.
APPENDIX B

EXAMPLE OF THE ADDITION RULE FOR PROBABILITY DENSITIES:
PROBABILITY DENSITY FUNCTION OF GAUSSIAN RANDOM NOISE AND A DISCRETE SINUSOID

A problem which is of interest in random noise analysis and which provides a useful example of the addition rules for probability density distributions is the problem of finding the resultant distributions for a noise consisting of normally distributed random components and a number of discrete frequency components. In such cases, the distribution of the envelope as well as the probability density of the noise is of interest. The case of a single sinusoid plus Gaussian random noise will be shown in some detail to illustrate the essentials of the addition process.

The main addition rule is stated as follows:

If $P_Z(b)$ is the probability density for a combined random process $Z(t)$ for which $N(t)$ and $S(t)$ are the constituent processes (i.e., $Z(t) = S(t) + N(t)$),

then

$$P_Z(b) = \int_{-\infty}^{\infty} P_S(a) P_N(b-a) \, da \quad (B1)$$

where $P_S(a)$ and $P_N(a)$ are the probability densities for the $S(t)$ and $N(t)$ processes respectively.

(Here, $P_f(b) \, db$ denotes the probability that, for any randomly chosen time $t_1$, $f(t_1)$ lies between $b$ and $b + db$.)

Another way of stating the same result is that if $F_Z(u)$ is the Fourier transform of $P_Z(z)$,

$$F_Z(u) = F_S(u) F_N(u) \quad (B2)$$

where $F_S(u)$ and $F_N(u)$ are the Fourier transforms of $P_S(a)$ and $P_N(a)$ respectively.

This result follows directly from the application (to Equation (B2)) of the Fourier convolution theorem which states that the Fourier transform of a convolution is simply the product of Fourier transforms of the functions which are convoluted.

A statistical interpretation of the above Fourier transforms exists since, for instance,

$$F_Z(u) = F.T. [P_Z(a)] = \int_{-\infty}^{\infty} P_Z(a)e^{iua} \, da = \text{Expectation of } e^{iua} \quad (B2)$$
These Fourier transforms are usually termed characteristic functions in statistical literature. One of their main advantages is that, as shown above, the characteristic function for a combined random process is the product of the characteristic functions of the constituent processes. Then application of the Fourier inversion theorem yields

\[
\mathcal{F}^{-1}\left\{ \mathcal{F} \left[ P_Z(a) \right] \right\} = \mathcal{F}^{-1} P_Z(u) = \frac{1}{2\pi} \int_{-\infty}^{\infty} P_Z(u) e^{-iu} du = P_Z(a) \tag{B4}
\]

The particular problem at hand consists of finding a probability density function \( P_Z(z) \) and an envelope distribution function \( P_R(R) \) for the combined process \( Z(t) \).

\[
Z(t) = S(t) + N(t)
\]

where \( S(t) = A \cos(\omega t - \varphi) \)

\( N(t) = \) normally distributed random noise with standard deviation \( \sigma \).

We shall first find \( P_R(u) \) (and incidentally \( P_S(a) \)). Then \( P_R(u) \) will be determined from \( P_N(a) = e^{-a^2/2\sigma^2} \sqrt{2\pi} \). Then the Fourier inversion theorem will be used to obtain the inverse transform of \( P_R(u) \) \( P_S(u) \) which is \( P_S(a) \) according to Equation (B3). The distribution for the envelope of \( Z(t) \) will then be developed and demonstrated to reduce the Rayleigh distribution for the case \( A = 0 \). Plots of the envelope probability density are presented for the cases \( A = 0, 2\sigma, 3\sigma, 4\sigma, 5\sigma \) in Figure 207.

Now choosing times \( t_i \) at random from the range \(-\infty < t < +\infty\) is statistically the same as fixing \( t \) and choosing the equiprobable phases \( \varphi \) from the range \( 0 \leq \varphi \leq 2\pi \). Since the density in \( \varphi \), \( P_{\varphi}(\varphi) \) has the simple normalized form shown in Figure 204, it is much easier to calculate the characteristic function \( P_S(a) \) using the finite range phase distribution than it is to use the infinite range distribution for \( t \).

![Figure 204. Probability Density of the Phase Angle](image-url)
\[
\mathcal{F}_S(u) = \exp(iua) = \int_{-\infty}^{\infty} \mathcal{P}(\varphi) e^{i\varphi} A \cos(\omega t - \varphi) d\varphi = \frac{1}{2\pi} \int_{0}^{2\pi} e^{iu} A \cos(\varphi - \omega t) d(\varphi - \omega t)
\]

(B5)

where the last integral is the well-known integral expression for the zero order Bessel function.

The Fourier inversion theorem (B4) leads to the following expression for the probability density \( P_S(a) \) for \( S(t) \):

\[
P_S(a) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-iua} J_0(Au) du = \begin{cases} 
\frac{1}{\pi \sqrt{\lambda^2 - a^2}} & \text{for } |a| < \lambda \\
0 & \text{for } |a| > \lambda 
\end{cases}
\]

(B6)

where the integral representation (B5) for \( J_0(Au) \) has been utilized to effect the last integration. This distribution is plotted in Figure 136. However, instead of convoluting \( P_S(a) \) with the random noise probability density \( P_N(a) = e^{-a^2/2\sigma^2}/\sqrt{2\pi} \) it is most convenient to obtain \( P_Z(a) \) as the inverse Fourier transform of the product \( P_S(u) P_N(u) \) where

\[
\mathcal{F}_N(u) = \text{F.T.} \left[ \frac{-\frac{a^2}{2\sigma^2}}{\sigma\sqrt{2\pi}} \right] \exp e^{iua} = \int_{-\infty}^{\infty} e^{iua} \frac{-a^2/2\sigma^2}{\sigma\sqrt{2\pi}} da
\]

(B7)

\[
\mathcal{F}_N(u) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{1}{2}(\frac{3}{\sigma} - i\sigma u)^2} - (\sigma u)^2/2 d(\frac{u}{\sigma})
\]

\[
\mathcal{F}_N(u) = \frac{1}{\sqrt{2\pi}} e^{-(\sigma u)^2/2} \int_{-\infty}^{\infty} e^{-(1/2)v^2} dv = e^{-(\sigma u)^2/2}
\]

where \( v = (\frac{3}{\sigma} - i\sigma u) \)

\[
dv = d(\frac{u}{\sigma}) = \frac{du}{\sigma}
\]

Then since

\[
\mathcal{F}_Z(u) = \mathcal{F}_S(u) \mathcal{F}_N(u) = e^{-\sigma^2 u^2/2} J_0(Au),
\]

it follows from Equation (B4) that

\[
P_Z(a) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-iua} \mathcal{F}_Z(u) du = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-iua} e^{-\sigma^2 u^2/2} J_0(Au) du.
\]
Figure 205. Probability Density of a Steady Sinusoidal Disturbance

\[ P_s(a) = \frac{1}{\pi \sqrt{\frac{a^2}{Y_A^2} - a^2}} \]
This integral may be put in a more tractable form (relative to ease of numerical integration) by making use of the integral expression for $J_0(au)$:

$$P_2(a) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \left\{ e^{iu(a-\sigma^2u^2/2)} \int_{-\infty}^{\infty} e^{iu A \cos \theta} d\theta \right\} du$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} \left\{ e^{iu(a-\sigma^2u^2/2)} \int_{-\infty}^{\infty} e^{-iu(s-A \cos \theta)} e^{-\sigma^2u^2/2} du \right\} d\theta$$

Now, according to Equation (B4), if $g = (a - A \cos \theta)$, then

$$\frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-iu \sigma^2 u^2/2} du = F.T. \left[ e^{-\sigma^2 u^2/2} \right]$$

where according to Equation (B7),

$$e^{-\sigma^2 u^2/2} = F.T. \left[ \frac{e^{-\sigma^2/2\sigma^2}}{\sqrt{2\pi}} \right]$$

and where $a_a$ is the dummy variable of integration used in the Fourier integral which yields $e^{-\sigma^2 u^2/2}$ (just as $a_a$ is the dummy variable in the two equations immediately preceding Equation (B7),

$$F.T. \left[ e^{-\sigma^2 u^2/2} \right] = F.T. \left[ e^{-\sigma^2/2\sigma^2} \right]$$

$$= \frac{e^{-g^2/2\sigma^2}}{\sigma \sqrt{2\pi}} = \frac{e^{-(a-A \cos \theta)^2/2\sigma^2}}{\sigma \sqrt{2\pi}}$$

Hence

$$P_2(a) = \frac{1}{n\sigma \sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-(a-A \cos \theta)^2/2\sigma^2} d\theta$$

(B3)

This reduces to a Gaussian distribution for $A = 0$. Now there is no loss in generality in any of the preceding results in not taking the sinusoidal portion of $Z(t)$ as $S'(t) = x_1 \cos (\omega t - \psi) + y_1 \sin (\omega t - \psi)$ since

$$S'(t) = \sqrt{x_1^2 + y_1^2 \cos (\omega t - \psi + \tan^{-1} x_1/y_1 ).}$$

453
Hence \[ S(t) = S(t) \quad \text{if} \quad \psi = \psi' - \tan^{-1} \frac{\chi_1}{\chi_2}, \quad \lambda^2 = \chi_1^2 + \chi_2^2 = R_1^2. \]

In the following development, the second representation for \( Z(t) \) will be more convenient.

Now the envelope of \( Z(t) \) is defined as \( R(t) \), where
\[ Z(t) = R(t) \cos (\omega t - \varphi(t)). \]

After expanding, there results
\[ Z(t) = S(t) + N(t) = R(t) \cos \varphi(t) \cos \omega t + R(t) \sin \varphi(t) \sin \omega t. \]

Now \( N(t) \) can be written as \( N(t) = \chi_r(t) \cos \omega t + \gamma_r(t) \cos \omega t \) where it can be shown that \( \chi_r(t) \) and \( \gamma_r(t) \) are normally distributed with standard deviation \( \sigma \).

Hence
\[ R(t) \cos \varphi(t) = \chi_1 + \chi_r(t) \]
\[ R(t) \sin \varphi(t) = \gamma_1 + \gamma_r(t) \]
and
\[ R^2(t) = [\chi_1 + \chi_r(t)]^2 + [\gamma_1 + \gamma_r(t)]^2. \]

A moment's reflection shows that the value of \( R(t) \) then represents the magnitude of a vector \( R(t) = \chi_1 + \chi_r(t) \) which is the sum of a fixed vector \( R_1 = \chi_1 + \chi_2 \)
and a random vector \( R = \chi_r(t) + \gamma_r(t) \).

Thus, the \( x \) density function \( P_1(x) \) for \( x = \chi_1 + \chi_r(t) \) is
\[ P_1(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\chi_1)^2}{2\sigma^2}} \]
since \( \chi_1 \) is clearly the mean value of \( P_1(x) \).

Similarly, the \( y \) density function \( P_2(y) \) is
\[ P_2(y) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(y-\gamma_1)^2}{2\sigma^2}} \]

Thus the joint probability density function \( P(x, y) \) is...
\[
P(x, y) = \frac{1}{2\pi} \cdot e^{-\frac{1}{2\sigma^2} \left( (x-x_1)^2 + (y-y_1)^2 \right)}
\]

This may be conveniently converted to polar coordinates with the aid of Figure 206.

\[\begin{align*}
\vec{R} &= \vec{R} - \vec{R}_i \\
\end{align*}\]

Figure 206. Relations between the Coordinates

so that

\[
P(x, y) \, dx \, dy \rightarrow P(R, \theta) \, R \, dR \, d\theta
\]

Hence, the probability \( P_R(R) \, dR \) that the envelope \( R(t) \) will lie between \( R \) and \( (R + dR) \) for all \( \theta \) is obtained by integrating over the entire range of \( \theta \).

\[
P_R(R) \, dR = \frac{1}{2\pi} \int_0^{2\pi} R \, dR \cdot e^{-\frac{1}{2\sigma^2} \left( R^2 + R_1^2 - 2RR_1 \cos \theta \right)} \, d\theta
\]

\[
= \frac{R \, dR}{\sigma^2} \cdot e^{-\frac{(R^2 + R_1^2)}{2\sigma^2}} \cdot \left\{ \frac{2\pi \cdot e^{-\frac{1}{2\sigma^2} \left( -1 \cdot RR_1 / \sigma^2 \right) \cos \theta}}{2\pi} \right\}
\]

Thus

\[
P_R(\theta) = \frac{R \, dR}{\sigma^2} \cdot e^{-\frac{(R^2 + R_1^2)}{2\sigma^2}} \cdot J_0(-\frac{RR_1}{\sigma^2}) = \frac{R \, dR}{\sigma^2} \cdot e^{-\frac{(R^2 + R_1^2)}{2\sigma^2}} \cdot I_0\left(\frac{RR_1}{\sigma^2}\right)
\]

where \( I_0(x) = J_0(-ix) \) is the zero order, modified Bessel function of the first kind. Since \( I_0(0) = J_0(0) = 1 \), \( P_R(R) \) reduces to the familiar Rayleigh distribution.

As mentioned before, \( P_R(R) \) is plotted (Figure 207) for the cases \( R_1 = 0, \sigma, 2\sigma, 3\sigma, 4\sigma, \) and \( 5\sigma \).
In fact, $F_R(R)$ and $F_2(a)$ might be called non-central Rayleigh and non-central normal distributions.

If the combined process $Z(t)$ consists of $n$ discrete sinusoidal components plus normally distributed random noise

\[
Z(t) = \sum_{i=1}^{n} A_i \cos(\omega_i t + N(t)) \quad \text{where} \quad \frac{\omega_i}{\omega_j} \text{is irrational for } i \neq j,
\]

application of the foregoing methods results in the following expression for the probability density of the resulting envelope:

\[
P_{n,R}(R) = R \int_{0}^{\infty} r J_0(Rr) \prod_{i=1}^{n} J_0(A_i r) e^{-\sigma^2 r^2/2} \, dr
\]

For the cases $n = 0$ and $n = 1$, the above expression specializes (after integration) to the Rayleigh distribution and the distribution given by Equation (89) respectively.
\[
S(t) = R_1 \cos(\omega t - \phi)
\]
\[Z(t) = \text{normally distributed random noise with standard deviation } \sigma\]

\[
\Phi_R(R) = \frac{R}{\sigma} \exp\left(-\frac{R^2 + (R/\sigma)^2}{2\sigma^2}\right) I_0\left(\frac{R^2}{2\sigma^2}\right)
\]

**Figure 207.** Probability Density of Envelope R of \(Z(t) = S(t) + N(t)\)

\(c = \text{probability in percent that } R \text{ exceeds the value of the R axis.}\)