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THE. CONTRIBUTION OF BOUND, METASTABLE, AND FREE
%
MOLECULES TO THE SECOND VIRIAL COEFFICIENT
(REVISED)
- by
Daniel E. Stogryn+ind Joseph O. Hirschfelder

ABSTRACT

The second virial coefficient for molecules interacting with a
spherically symmetric potential is divided into three parts: (1) a contribu-
tion Bb' related to the equilibrium constant for the formation of bound
double molecules; (2} a contribution Bm. re ated to the equilibrium con-
stant for the formation of metastably bound double molecules; and (3)

a contribution Bf. due to molecules which interact but are free to separate
after the interaction. Equations are given for determining each of the three
parts of the second virial coefficients. A detailed treatment of these three
contributions is presented for the square well, Sutherland, and Lennard-

Jones #bwdPy—potentials, 1

The mean lifetimes of metaetably bound double molecules are dis-
cussed and it is found that most metastably bound double molecules have
mean lifetimas considerably longey than the mean time betwoen collisions
at ordinary pressures. Finally, an equation is developed for the number of

vibrational levels of a doutle molecule.

- - - - -
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THE CONTRIBUTION OF BOUND, METASTABLE, AND FREE
MQOLECULES TQ THE SECOND VIRIAL COEFFICIENT
AND SOME PROPERTIES OF DOUBLE MOLECULES

1. INTRODUCTION:

The equation of state of a dilute gas can be expanded in the
virial form |

PV/RT = | + B(TYV + CTYV* +... (1)

«

Here, B{T), the second virial coefficient can be expressed in terms
of the energy of interaction hetween pairs of molecules, If the inter-

molecular potential, ¢ {r), ciepends only on the separation, r, and
not on the relative orientations of the two molecules, then

B(T) = 217."[[' _e-mfmT]rtdl’r (2)

This relationship is easy to derive from statistical mechanical argu-
ments and has been mledl since 1908 and maybe sarlier. The

simplicity of the second virial ceefficicat {a terms of the intermoiecu-

‘lar potential arises from the fact that the equation of state is an
equilibrium property.

The second virial coefficient can be broken up into three parts,

B(T) = 8(T). .+ B, (T) + By(T) (3)

Here Bf('l‘) arises from collilionl between free molecules; B (T) is
reiated to the equilibrium constant for the formation of bound double
moleculss {or dimers) in the gas; and Bm('r) is related to the equilib-
brium constant for the formation of metastable double molecules {or

1 L. 8. Orn-teiju. Thesis, Leaiden 1908,

1
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dimers) which, according to quantura mechanics, can disscciate but
) . . . . 2
which, according to classical mechanics, are firmly bound. Terrell Hill

has derived the equation for Qb(T), the partition function for bound

; double molecules, and from this we obtain Bb(T). In the present
: paper, we algso derive the relations between Bm(T). Bi(T)' and the
intermoiecular potential. Since Bb(T) and Bm(T) are related to the

cquilibrium cconstants for dimerization, a knowledge of these quantities

is useful in developing a theory for the variations of the transport
coefficiants with pressure 'due to the formation of dimers. The dissoci-
ation of metastable molecales and its effects on the transport proper-
tizs of a gas will be discussed lster, It will be seen that the
d.Aszouia‘tion of mctaetable molecules leads. to' a small quantum cor-
rizction for the transport coefficients &t low temperatures. |

VWhenaver the potential is purely repulsive, so that no bound or

metastable dimers exist, the second virial coefficien: can bte expressed
in terms of a collision integral which involves the angles of deflection
of the binary collision trajectories. Detailed equations are given for
determining Bf(T). Bb(T)’ . and Bm(T) for an arbitrary intermolecu-
lar potential, For molecules satisfying the square well, Sutheriand
[attractive term proportiomil to r.b), "'or Lennard-Jones {6-12)
rotentiai, tables of v;luca and grapits are givenrfor B;: Bf/bo'

B’; - }31)/},0, and B:ﬂ: Bm/bo (as functions of the reduced tempevature

0 3
7 ki/e . Here, bo = {2/3) 7T NO . The novelty of cur treatment

coneists in distinguishing between the bound and the metastably bound

double molecules, The introduction of the two types of double molecules

T. L. Hill, J. Chem. Phys. 23, 617, (1955); "Statistical Mechanics ,
{McGraw-Hill, 1956), Ch, 5.




is necessary to remove the ambiguities in the various definitions of
double molecules, Some authorities, such as Terrell Hillz, have not
considered the existence or effect of the metastable species,
Non-equilibrium properties of gases such as the transport
coefficients are much more complicated functions of the intermolecu-
lar potential than are the second virial coefficients. For example, the
transport coefficients in the limit of lcw pressure can be express‘ed3

in terms of the collision integrals

AT = AL 'ﬁ"l")”m-.' f e"“gt/lu.g"“[a-cos'z)bdbdg (4)

Here 4« is the reduced mass of the colliding molecules, = 6"%1;”_:‘:);
g is the initial relative velocity of the two molecules; b is the impact
parameter or the distance of closest approach of the two molecules if
their relative trajectory persists in a straight line; and A (b, g) is
the angle of deflection of the relative trajectories which results from
the intermolecular potential (sse Fig. 1) . The angle of deflection

can be expressed in terms of the intermolecular potential,

o d
X(,g) =T - zbjr W (5)
-~ ~ r

Here T is the distance of closest approach in the actual collision,
or r_ is the largest value of r for which

-2 - h* 6
17‘!5?..?‘:0 (6)

i P(r) corr'olpoudl to a purely repulsive potential, as shown in Fig,
la, then Y (b, g) is always positive; if @P(r) is a purely attractive

3 J. Q. Hirlchioldo:. C. ¥F. Curtiss, and R, B, Bird, "Molzcular

Theory of Gases and Liquids', (John Wiley, 1954), p, 484.



Fig. la. Trajectory of Collision with Repulsive Potential.
Here X is positive,

Fig. lo, Trajectory of Collision with Attractive Potential.

Here A is ncgative,
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potential, as shown in Fig, 1 b, then X (b,g) is always negative; and
if ‘(r) corresponds to attraction for large separations and repulsion
for small separations (as is usualiy the case), X (b, g) is positive for
sorme values of the parameters and negative for others, |

It is convenient to define the effective potential energy as

by (hL) = PN + L/ (M

Herxe L = sz where K is the initial relative kinetic. energy or the
total energy in the center of mass coordinate system, K =A32/2.
Insofar as the separation between molecules as a functjon of time is
concerned, the kinematics are the same as for the one dimensional
motion of a particle of mass 4 and ~e'ne;'gy K moving in the potential
ﬁe’ld4 p.“ (r, L) . The term L/r2 is known as the centrifugal poten-
tial.. The sngular momentum of the collision system is M = 4 gb and
the moment of inertia of the collision system is | = ,urz. Thus the
centrifugal potential L/r2 i MZ/ZI » which is the usual form for the

energy of rotational motion. Fig. ¢ shows a set of effective potential

energy curves for the Lennard- ones {6 12) potentia},

g = we[ (F)' -(F)] (8)

Hexe (- &€ ) is the maximum energy of attra. tion between two mole-
cales and O is the Jow velocity collision diameter, it is seen from
Fig. 2 toat *eff ‘bas an intlection point 4t . 8€ when L - Lc =

1, 4624€ d'z., The value of ¢ off at its inflection point is known as
the critical energy, Kc . The value of Kc depends Mpon the func-
tional form of the intermolecular potential. The critical value of b is
defined as bc = (Lclxc)* . Thus for the Lennard-Jones (6-12) poten-

tal, b_= (3/5'/3

Lc’ the effective potential curves have no minima and vary

Y0~ = 1.754410 . For values of L greater than

oA e et o+ e e+
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Fig. 2. Effective Potential Energy Curves for
-asl the Lennard-Jones (6-12) Potential
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monotonically with the separation., For values of L smaller than Lc,
the effective potentials have both a minimum and a maximum. The
energy of the maximum varie® between zero and 0.8€ ; and the
energy of the minimum varies betweeen (-€& ) and 0.8€¢ . Maxima
in ¢et’£ occur when the intermolecular potential is attractive at long
ranges and the attractive term varies inversely with & power of the
separation greater than two.

In Fig., 3, there are two cross-hatched areas, one labeled '"B'
and the other '"M!'. The region ‘'B' corresponds to those two mole-
cule systems where the total energy is less than the energy of the
separated molecules. The systems in '"B' correspond to bound
molecules where the molecules can only be freed by a collision with
another molecule., However, the '"M'" systems have energy greater
than that of the separated molecules, From the point of view of
classical mechanics, these molecules can only be freed by a collision
with another molecule, but from the standpoint of quantum mechanics,
the "M'" systems are metastable double mglecules which can dis-
sociate by leakage through the energy harrier. If the half-life for
dissociation is greater than the average time between collisions, the
"M'" systems behave like bound double molecules. But, if the time
between collisions is long compared to the half-life for dissociation,
the '"M'" systems behave more like free molecules. The mean life-
times of metastabie molecules will be discussed in section V. For
example, in the case of argon melecules, it is found that the mean
lifetime may vary between about 10"“ sec. to well aover lolo-ec.
depending on the particular value of the relative energy and angular
momentum of the metastable pair,

Now consider one of the effective potential curves for a small
value of L, as shown in Fig. 3. This effective potential has a

maximum value F(L). Since F is a monotonically varying function




Pets

Fig. 3. Typical Effective Potential Enérgy Curve for a Small’

Value of the Angular Momentum or a Small Value of

L = sz.
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of L, we can invert this rclation to obtain L as 2 function of F.
Thusa the family of effective potentia]l curves with F less than or equal
to Kc can be characterized by their value of F rather than by their
value of L. As is shown in Fig. 3, the intermolecular separation at
the hump or maximum in the effective potential is rh(F). Also,

rf(F) is the smaller separation for which the effective potential has
the value F. In the limit that F approaches zero, r  approacles

h

infinity and r, approaches 0 . In the other limit that F approaches

K ,r
c

f

h becomes equal to T

of two colliding molecules can be characterized by K and F. Con-

. The distance of closest approach, T

siderable interest is aftached to those collisions in which' K is very
nearly equal to F. In such collisions, the two niolecules orbit around
each other a number of times before they finally separate4. If K is
just slightly smalier than ~ then LI 18 slightly larger than Ty
whareas if K is just sliglitly larger than F, then T is slightly
smaller than T Since smali kineti~: energy, K £ Kc’ is required
for orbiting, it follows that such collisions are only frequent at low
temperatures, |
There is still another way that we can characterize the effective
potential energy curves which have humpsa. Let us define bftF'; as
the value of b for which tl}f: initial kinetir energy K is equalto F.

N
Since L{F) -~ Kb“, it follows that

b(F) = [LeFyE)™

Here bf varies monotonically with F from the value infinity when
F =0 to bc when F - Kc . Thus b{ might be used to characterize

the effective potential curves with low values of thke angular

.- - o e -

See Reference 3, M. T.G, L., pages 45 and 553,



10

r
r; T
|
(K) -
l
| (K,b)
(K) r=r, (K or
m/@/b‘ =r(- L)
( |
o l Ly
0 | by (K) b,

Fig. 4. The distance of closest approach T o8 afunc-

tion of b for a fixed value of the initial kinetic
energy K less than Kc .



11
momentum. The significance of hf is shown in Fig. 4. Here, for a
particular value of K (less than Kc) the values of r A are plotted
as a function of b, From Eq. (6) it follows that
b =rp [1- &a)] (9)

When b = bf(K) there is a discontinuity in r When b is just
slightly greater than bf(K). the energy of the system .5 not great
enough to get over the potential hump and T is slightly greater than
rh(K). Whereas, when b is slightly less than bf(K). then A is
slightly less than rf(K). When b is zero, r becomes equal to

ro(K) which is defined in terms of the equation,

g) = K

The meaning of r, and Bl will be explained in a later section. How-

1
ever, since ¢(rm) becomes small as r becomes large, it follows
from Eq. (9) that the value of b approaches the value of r_ asr

becomes large for a fixed value of K,

m

Thé second virial coefficient, B(T), for spherically symmetric

moleculé’s can be written as

BT) = -NA*Q,/v +NA*QY/a2v (10}

where Q 1 and Qz are partition functions for one and two pariicles
respectively, N is Avogadro's number, V is the volume, and

A? = hZ/ZTr m k T. The partition function Q1 involves integrations
over the volume in which the particle is contained and over the momen-
ta of the center of mass of the particle. The two particle partition
function , Qz, involves an integration over the volume in which the
two particle system is contained, an integration over the relative

coordinates of the two particles, an integration over the momenta
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of the center of mass, and an integration over the relative momenta of
the two particles.

Systems "B" and “M" of Fig. 3 have partition fuactions
Q

2b and sz respectively, They involve integrations over the same

variables as Qz. However, the integration limits are restricted so
that the two molecules remain ia the regions "B and “M" {ndicated
in Fig. 3. The integration limits are discussed in more detail in
section IlI. Then, ‘Bb("r) and Bm(‘l‘) are defined by the equations

B(T) = -NA* Q. /V (11)

B (T) = -NA® Qe (12)
The partition function of all other possible systems in Fig. 3 is Q,,-
Again, QZ! contains integrations over the same variables as Qz R
but the integration limits are such that the two molecules remain out-
side of the regions "B" and "M', One sees that these systems cor-
respond to molecules which interact but are free to separats to
infinite distances after the interaction. The definition of B(T) is

B(T)= -NA'Qu/V + NA*Q}/2v (13)

The role of double molecules in the second virial coefficient has long
been recogniasd. We will now show that the equilibrium coustart

K(TY= nxV/0'7 (14
is given by
“X(T) = B(T) + B,(T) (15)

12
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In Eq. (14), n, and n, are the number of moles of single and dnuble
molecules (i.e. n, =0, 2m

bound and metastable double molecules respectively) and (1 and

+n ; the subscripts b and m refer to
72 are activity coefficiznts, At low pressures, the activity coef-
ficients approach unity. From the equations given in Hill's papers,

one easily obtains the relation

]‘V/Tl," = A—‘ (qlb *’qu.)N/V * an +Ooc (16)

The right side of this equation is a power series in n which is defined

by

The number of moles of ''triple molecules!" is n_, etc. The coeffi-

cient "a'" involves integrals over certain regionl3of the phase space
of one, two, and three molecules respectively. Higher coefficients
depend on integrals over part of the phase spice of greater numbers
of molecules. Comparison of Eq. (16) with Eqs. (11) and (12)

shows

nVv/nt s -(B, +B )t an+ ... (17)

The equilibrium constant, ¥ (T), is equal to qu/nl2 in the limit
that n approaches zero because under this condition the activity
coefficients approach unity, Thus, Eq. (15) for (T} follows from
Eqs. (14) and (17).

The equilibrium constant, X (T), can be written as

Reference 2.
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K(TY= K, (T) + X, (T) (18)

where 7( (T) is the equilibrium -onstant for bound double molecules
sd X m (T) is the equilibrium constant for metastable double
molecules, It follows, for reasons similar to those given for X (T),
that -X,(T) =B (T) and -X_(T) =B (T).

In section IIT it will be seen that Bb‘(T) and Em(T) must be
negative 80 that the equilibrium constants are positive as they should
be. This is to be contrasted with the results of previous t.t“mptl to
relate the second virial coefficient to the equilibrium constant for
dimer formation. In these previous attempts, begause of the approxi-
mations made, either a negative equilibrium coultant" is obtained at
moderate and high temperatures or the introduction of an excluded
volume dus to the finite sise of molecules obviates the necessity ~f

dealing with & nagative equilibrium corstant 9

- The equations de-
rived in section III will relate the equilibrium constant to the inter-
molecular petential vithou.t the introduction of any empirical concepts.
The effects of interactions between two free molecules is repre-
sented by Bf(T}; Eq. (55) shows how Bt(T) depends on the angle of
deflection due to a collision. If it is desired, B‘(T) can be related to

the empirical concept of excluded volume by supposing that a gas is

¢ u w. Woolley, J. Chem. Phys, 21, 236 (1953).

7 J. O. Hirschfelder, ¥. T. ﬁ&l'ﬁre, and I. F. Weeks, J. Chem.
Phys. 10, 201 (1942).

8 W. Weltner, Jr., J. Chem. Phys. 22, 153 (1954).

% R. Gimell, J. Chem. Phys. 21, 2395 (1955).

- - .-
OO . - - 3
[ —— [ —— . R usied
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composed of n. moles of single molecules and n, moles of double

1
molecules satisfying the equation of state

P(v-b) = (n,+n,)RT

Except for the excluded volume, b', this corresponds to the perfect

gas equation, The number of single and double molecules are detar-

mined by Eq. (14) with the activity coefficients set equal to unity. If
we take V to be the molal volume, (regarding the substance to be

composed of monomers) then

Tl.*Z‘n‘sl

because the‘concept of molal volume is basec on the notion that all the
molecules are single. From the last equation and Eq. (14), it follows

that

M = é%ﬂ[{”i!\‘/m}-{l + %m}w]

For large volumes, expanding the right side of this equation in powers

of 1/V gives

n, = KTV - q4[xmv) + ...
Thus

PV/IRT = [1-n101 - bWV

[1 = %oV +49(XA) =L JU BNV +(B/V) 4.

b+ (K =-%XVYV +(B*-bX +4X"VV'+...

15
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so that the second virial coefficient becomes

B(T) =t = X7

The excluded volume, b', can then be identified with Bf (T).
Ordinarily, B‘(!) is positive correspoading to positive values of
the excluded volume. Hewever, at low temperatires Bf('r ), aand
theyefore the excluded volume, becomes nogative! Thus, this
simplified anslysis shows the limitations of the concept of excluded
volume.

We will now proceed with the derivations of the relations for
al('r). Bb(’r). and Bm('l'). Actually these relations were obtained

when we tried to extend, to molecules obeying an arbitrary inter-
molecular potential, a result which R, Byron Birvdw has obtained
for molecules obsying a monotonically varying intermolecular poten-
tial. Bird had used quantum mechanical arguments to express the
second virial coefficient in terms of the amgle of deflection of the
trajectories, For momotonically varying intermolecular potentials,
no bowad or maetastable double molecules can exist. Our resuits,
obtained by classical mechanical arguments, agree with Bird's for
this special type of potential.




. o AT e o e e te. Wi S AT I
- . & e -

17
II. BIRD'S DERIVATION OF THE SECOND VIRIAL COEFFICIENT
FOR MONOTONICALLY VARYING INTERMOLECULAR

POTENTIA LSloz

The quantum mechanical expression for the second virial coef-
ficient of a gas of spherically symmetric particles in the case where
the potential is monotonically decreasing with increasing separation

of the particles ia“

B = tTNA - 2*NA ;(al +l){. e“"‘wﬂ[# %ﬁ]dx (19)

vhere Tl‘ (¥) is the phase shift and )Cz = 2MK/K 2 . In the case
of Fermi-Dirac statistics, the plus sign {s used atd the sum over £
includes only odd values of A , For Bose-Einstein statistics, the
minus sign ;gplj.q_p. and the summation is over even values of l e In
the case of Boltzmann statistics, B(T) is the average of the Fermi-

Pirac and Bose-Einstein results. Thus,

B(T) = —2"NA §(21 *')L.C"‘x‘MAT[#%‘ﬂd& (20)

where the summation now extends over all values of £ .

To obtain the classical mechanical expression which corre-
sponds to Eq, (20), the following steps are carried out: (1) The
integral in Eq, (20) is integrated by parts. Use is made of the fact
that 7[‘(0) =0. (2) The sum over 4 18 replaced by an integra-
tion over £ . The resylt'is -

10 Reference 3, M.T.G. L., p. 51. We wish to thank R, B. Bird for

making available his unpublished notes giving his derivation,

H Reference 3, M. T.G. L., p. 409.

e
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BTy = - 2|ANA5.",-2L da Me-ae‘u\/ﬂﬁ)j&!{li*l)?&(}e) (21

Let
va
RELLL+N] = ugh (22)
Awn = mg (23)
Through the uze of the W.K.B. method, it is known that to the first
approximationl 2'
A(bg) = & L (24)

Eq. (24) becomes correct in t' e limit of large values of K or £
whére the correspondence principle requires gquantum and classical
mechanical results to be the same. It should be noted that Eq. (24) is
only valid {f there is only one turning point, and the intermoiecular
potcnti.llgl monotonically decreasing with increasing separation of

the particles. Integrution of Eq. (24) gives

n, = - % }:X(b', g)db (25)

Whistn bl eyuailan (a4 naf . & ii? Lal e ueed; wad vhe ovder of
integration over b and b' is changed, Eq. (21) becomes

BiT) = zNTr“‘(AT)""f e MR [XBdE)dk 20

* @& » W -

¢ Reference 3, M.T.G. L., Section 10,3b, p. 687,

B L

18
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This is the equation Bird obtained and is valid in classical mechanics
if the potential is monotonic decreasing with increasing sepatation of
the interacting particles. Below Eq. (45), it will be shown by strintly
classical mechanical arguments that when the potential is monotonic,
Eq. (26) is an alternate means of writing the more usual expression

for the second virial coefficient, i.e. Eq. (2).




11, DERIVATION OF THE SECOND VIRIAL COEFFICIENT FOR
ARBITRARY INTERMOLECULAR POTENTIALS IN.TERMS OF
THE DOUBLE MOLECULES AND COLLISION PROCESSES:

In order to investigate the contributions to the second virial
coefficient from the bound and metastably bound double riolecules, it

is of interest to reiate
- - T . 32— - 1. )
B/(Ty = 2N AT ™ e ™K ["xb dbldK (27)

to B(T) as given by Eq. {2) for the case where the potential is not
necessarily monotonic, Only in the case of the monotonic potential is

B'T) = B(T).

2
The integzral, I:oXb db, is found by taking the limit of

2

P Xb“db as b approaches infinity., Let us define r, as the value
° -

of ro corresponding to b1 and the given value of K, If bl is
sufficiently large, then r is very nearly equal to b1 irrespective

of the value of K. Using Eq. (5 and the definition

Glb, r) = bz !-2 [ Y- giny /K- 52.5?21 ‘!i, we obtain
2 co
a
(Mxbtdb = mbrss ~ [0 ] Gbr)drdb (z8)
O

1{ the integration over r is performed last, Eq. {23) becomes
- 8]

(“ABdb = Thi/s - [*“ar | G(br)db

R(x) o
t] . a _gﬂ
"{j: dr [b' G(bndb - )'rr:md.r[ i~ JC.‘,(b’ﬂdg

- jh db I”G(b,r)d.r (29)
' d

20



When use is made of the fact that

> M a ] >
(G(bndE = —2[3r(1- 32 $0 - 2)" +p (-9 - 5] (30)

and some of the resulting terms are combined into one integral,
Eq, (29) can be written as

ABdb = s - 40 rP[-807 ar

+2K Y C(K) - ," db { G(b,r)dr (31)

where

C(K) =

’r "2 r(K-pm- ";"f’:)% - ki(k-00- £ )*]d

(32)
ALY

The last integral in Eq. (31) will be evaluated in the limit that
r {or bl)—bw . Let

J= [ap f:oG(b,r)d,r

"
N
. o

n
S

b, (33)

First, an upper limit for J will be calculated, and this will be shown

to he equal to the lower limit for J as r, —~oe

21
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'S - r * 1
I=2(bdbf broli-K2-4 ] "dr
If the positive quantity - @ (r)/K 1s neglected, an upper limit for I
is obtained. S8ince
Lbr"(l-g;) dr -I (=x) "dx = sm"(b/r)
| z[‘b‘m"(b/n)db =212 (% -2m) (34)

Similarly,

- 2}‘ b sm'(b/b)db =

26 [ - (vaxr/b) s /b,) - 0RX (/b +3{i - 1] (35)
Use of Eq, (30) gives

t 4T, 3 . ®( S W
[Pl B0 505 - 42 -] Nar
5 a o L ! a ‘
(Rjo-§2-80)° o (p-42 - 81 o
If the negative terms of Eq. '3n; are neglected and - ‘(r)/l( is

replaced by the larger quantity, - ¢(x l} K, one finds that

= zl"r [}("“‘"’) + (fe w)'.]d

- *{.-%&)"‘(Q-nﬁ) M M‘("%g)w(b.-c) (37)

One finds mmax ahd nm‘x approach zero as r | == %S . In the

case of II » the assumption must be made that

r. g

Ead -
- v

— iy v W A——. Wy e
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lim r*é(r) =o

(38)
00
Thus,
limJ,, = WKY/s -4r'/q (39)

A lower limit for J is found by replacing - @(r)/K in Eq. (33) by
the larger quantity - ¢(r1)/K.

- s 4-2 A
S L B [or - 4 K] = 223N E - )
lim Jp,, = WK/ — 4r*/q (41)
et

Eqs. (39) and (41) show that lim J = TTri/3 - 4r?/9. Eq. (31)
rl-’no

becomes (on taking the limit bl-voa.)

b .a
lim | ' Xb'db = fim| wb28 -TEY + yr/q

b0’ b-»>eo

Coap, &1V -
- r*j1- &~ K
i”'mo ['-% ] dr +2 c(mJ

3
‘J""m{ .‘LL'ZC.'(.Q - %[jﬂ:"[("’ég )M ~ildr} +2K™e0  (42)
.-’W

Thus

9 {_J . ¢ -
[zsab = 2G0T - & f r[0-82)"-Jdr + 2k 00 as

In both Eqs. (42) and (43) use has been made of

bl =, (1 - ‘(rl)/K)% and hIi:nmrl =bl .

i 7 . . o ———— —
e e i an e e




Therefore,
p'm = AL, flm e b Y o 1 TP e " FO

A0

It is desirable to perform the integration over r in Y.q. (44) after the
integration over K. Fig, 5 shows the region of integration. The

distance of closest approach when ¢ef£ = ¢(r) (L =0 in Eq. (7)) is
0 when K =0,

fakf;gr = fdr[:ndk + [1'}?0“( (45)

In the case of monotonic decreasing potentials, C(K) is zero

because rf(l() = rh(l() for &1l values of K. Also, in this case,
Eq. (45) would be

f.-dkf‘:%r - ['uc;u

because @ = 0o . After some manipulation, it is found that

¢ );’,.“K- 0] kM) e AT g dr

= s-r“‘uT)"ﬁe‘“’”-']f‘d' # (e’ e ™ k™ ax

so that Eq. (44) i;*ilnntical with Eq. (2). Thus, the validity of Eq.
(26) in classical mechanics is demonstrated without the use of
quantum mechanics.

When Eq. (45) is used, Eq. (44) becomes

24
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Fig. 5. The cross-hatched area indicates the region of
integration in Eq. (44).
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N - Vs kAT
B'(T) = 32| 5 (e ATk - §f J Plr-dn] e arar

R ;( {:r)‘e‘mk"‘am -4 Z' ‘[7‘[(K-¢>(r = K** Jaiar

K -
[+ 2 [ “cre™Tdk

(46)
o
In the last term of Eq. (46), the upper limit for the integration over

K is Kc becaupe for values of K above KC, rf(K) = rh(K).
Then , by using

[ [k-om]" e Wak = 3 ) 9T

f re AN v i = %V“MT)Mﬁ"df ‘i’fme'wK“ [(®WI dK
* ‘sm °
{'Ku EATIK = FTHUTI™

and

ﬂK-W)]“ ek = %n"‘(ﬂ)me“wﬂ — (AT ¥ § - §0)
one finds

B/(T) =7 NTT"‘(AT)M NIA(AT)!A £°°r;[’ - e»—‘(')/AT]dr

. 2‘ AT r:’r. e-mvmr,( {)_ f‘? )iy

+ 2 L"‘C(K) e VAT K

i (47)

Here r' (n, x) is an incomplete gamma function,

Al ek v ot
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It is known that the partition function for bound pairs of mole-

.13
cules is8

Qu = 2TV A [ e AT - §R VT3 e

Thus, Eq. (11) gives

B,(T) = - 2NT/ j:r‘c""’m[r‘(i,‘%?)/f'(i)]dr (48)

The use of Eqs. (2), (47), and (48) together with the equation

S(5-$RYRE) = PG - $/rQ) - e*AT[4LT/I)

gives
L %1

BT = B, (M +8'mM + FNT [ §3] ar

_ YNEYE (e o WAT 49
) (e K (49)

In order to find the contribution of the metastably bound couble
molecules to the second virial coefficient, we start with the equation

for the partition function of two particles:

f o VAT

Q, = 37 dxdydz d@d@drdp, dp, dp, dp, dp, de,

H =(rr+p +pi)/um + (py rpp/smroymrt + g2/m o+ ()

Here, x, y, and z refer to the cartesian coordinates of the center

of mass while the other coordinates are the relative coordinates of the
two molecules. If the change of variables, Py = pg /(mrzk'rf% ,
P’ = Py /(mrzk’l‘)%, and Pr = pr/(mk'l‘) is made, and the inte-
grations over x, y, z, 6 , ¢, P py. and p, are carried out,

—————

Reference 2,




Q= aVIUAfrt exp[- K R -F-Rlarag afy up  (50)

The total energy in the center of mass system 18 given by

K= AT(R' +FR*) + ¢(r) + ATR?
Also,

(R* +B AT = Kb/
where szlrz is the centrifugal potential, Only the sum of the
squares o F, and P, is important in determining the centrifugal
potential, so a change to polar coordinates 18 made using

[fdP, P, = W(ATY" [rid(kb")

When the variable Pr is replaced by the variable K,

S
Q- VT (AT YA [[K-om)- %R "c""“‘rat(xb‘)atrdk (51)

To obtain Bm(T). the integration in Eq. /51) must be restricted to
the regions indicated in Figs. b6a and 6b. For a fixed K, Fig. 6a
Jhows the offective potentials for the two extreme values of sz
which are allowed. The lower of these 1s Kbi and the upper is Kb:
Fig. 6 shows the region of integration for a fixed K. The

condition

Kb ~ r*{K <¢m) 152;

is true at the turning points of motion. From its definitio~, ¥q. (12),

28
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Fig. 6a. The effective potentials when b = bf and b = b, .

KB =[x - 400

l
¥
1 , | ey
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Fig. 6b. The region of integration indicated in Eq. (53)

for a fixed value of K,
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K, o7 (k) ro[K-6(r) a2
o=~ B [ et T e e o
¢

80 that

R x)
SUBEL > | ;; r[k-6m-58T™ AT ardx (54)
4

Combining Eqs. (49), (54), and (3) shows that

] N Ma 0 s - V3
8, = BT + pfya [ ri[-om) 7 dr

- o -K/AT
%‘m J; C(K) e dK - 8, (T) (55)

Thus, the second virial coefficient has been divided into three
parts. Bb(T) is given by Eq. (48), Bm(T) by Eq. (54), and Bf(T)
by Eq. (55). In the case where the potential is monotonic decreasing,
all the terms except B'(T) are zero and B(T) is given by Eq. (26).
For arbitrary potentials, Bb(T) and Bm(T) have to be considered
in addition to Bf(T). In Bf(T). the terms added to B'(T) are a
result of the fact that there is more than one turning point (see

comment below Eq. (24) ).



1V, EVALUATION OF THE THREE PARTS OF THE SECOND VIRIAL

COEFFICIENT FOR SEVERAL INTERMOLECULAR POTENTIALS:

The results of the previous section will now be applied to the
square well, Sutherland, and Lennard-Jnones potentials. For these
potentials, it is convenient to write the equations in terms of reduced
variables, This also permits an easy tabulation of numerical results.
Let ' =z/e, b =bjo, K =Kle , @ = @/e , T = kT/e , and
D(K') = (o €™ C(K). Thus,

. o = ® e __gyT* F(3/2 ,-%1T*) »
BY(T") = 3]' r‘e Sy dr (56)
3
B*(T™ = -3V“"T*“"/K‘ M(K*) e "7/T y k" (57)
m °
r*cx®) 24
M(k*) = [" Tt [K"-¢%(re) - 5—:—.?5 ] dr (58)
Q_‘(x')

BrTm = sy [T e TR [ T A e b ] d k"

F YA TR-MA f“r“‘[~¢"(r")]mdr' - B, (TY

[}
KC* w -Kk®/T ™ [ ]
-¢Tr-'2 T"”*I D(KY) e d K (59)
(-]
r* ") w w2 32
D(K" = 7 [ (k" -p"(r™ - £
*(x*®)
4
W, *s /A
+ Kb (i< = @™ (r*) - L‘;-Ef ) ]dr" (60)
(a) The Square Well Potential,
This potential is given by
x %
@ (r) = oo roel
x %
‘(r)=~1 l(r*<R
% %
¢ (r) 0 r >R

t
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The expression for B';(T ) is given by Eq. (56),

BA(T™) = AT (1-RY) (2, T*) 7" (61)

*
Because of the discontinuity in the potential at r = R, some
*
special features arise. In the integral for B':n('!' }, two cases occur

K
depending on the value of K . The separation of the two cases occurs

when
» WA 1 8
Bege (1) = K*bIY/R
or
wy wd L T )
K by~ =1 = K*B'*/R
#*
Since b 2 = Rz, it follows that

f

K* = (R*-1)""
Incasel, K < (nz - 1)'1 and r’:(x*) 1. Incase II, K > ulz - 1i’l
and r:ﬂ(*) >1. Figs. Ta and Tb show the twc; cases. Also,
becaunse of the discontinuity of the potential at r = R, it follows that
K: is infinite instead of finite as is the case for smoothly varying
potentials. To find B:n(T*), the integration limits for u(x") must

first be determined from Eq. (52). For case ], one obtains
* % * _# E I *
rf(K ) =1 and ry (K ) =R, For case ]], T (K ) = R[K (K + 1)]*

* % *
and rh(x ) = R. The integration over r gives

o _ (e (a\-o)"'_ R T e " gk
B (T = ooy {a{’.%_..-gb“ A8 - _[_17_31#:-_1.“‘f } te2

The first integral in Eq. (62) is easily integrated in terms of the
exponential integral

32
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Fig. 7a. (p'effversus r for the Square Well Potential,
2

s -1 * ok
CaseI: K < (R ~1) * and rf(K) = 1,

»
¢)eff

K" \ R r*

* *
Fig. ™. ¢ eff VET8us r for the Square Well Potential.

* 2 -1 x =
CaseII. K > (R - I and rf(K)> 1.
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C - X
-ty = = f £ _dx (63)

The second integral in Eq. {62) can be evaluated by making a change
" 2
in variables to y = [1 - (Rz - DK ]/R and then expanding the

exponential term. Thus

*rw = R [Lpe (- * LAY
BY (T #i-“.fm[ EL-T*) + A+ R - In B2 g.(v:;)%@](u)
where

B, (572,70 = JN M -0 dx (65)

°
18 an incomplete beta function.

The equations for X , to be used in Eq. (59) are givsr by
14
Holleran and Hulburt . The integrations in Eq. (59) can be carried

out to give

BT (T" = (= (R*-0(e” 1) - BY (T*) - By (T9) (66)
As a check on the work, Eq. '3} (in its reduced form) can be used
n Eq. '66,. When this 15 donr . one obtains the well known result for
the second virial coefficrent of particles interacting with a square
well potential.

Table I gives the viluc s of the coefficients (—;@r)‘_gn*‘](g_l‘l
which appear in Eq. (64 . The various contributions to the second
virial coefficient are shown in Tabie [1I for three values of the

parameter R. Fig. 8 is a graph for the case R = 1.5,

-----

E. M, Holleran and H. M. Hulburt, J. Chem. Phys. 19, 232 (1951)
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Table I.

B e o T T e it -~ R -

The Square Well Potertial Coefficients

v " » £ /4 '
['—L;‘ o ] Bﬁtﬁa M) en

Occur in Kq. (64) for n;('r*).

8 1.5 _ 1.7 1.9
1| -9.48146 x 1077 ~4.30777 x 1072 -2.23438 x 1072
#z | s.s243 x 1072 2,;3950 x 1072 1.23950 x 1072
|5 -2.43107 x 10”2 -9.60556 x 107> -4,60869 x 10>
4 7.76289 x 107> 2.81876 x 107> 1.29243 x 107
5 -2.02366 x 107> -6.68550 x 10~ -2.91628 x 107*
s 4.48630 x 107 1.3353; x 107 5.51624 x 107
%ﬁ | -8.69652 x 107 -2.31036 % 107 -8.99779 x 197
s 1.50388 x 10~ 13.53503 x 107° 1.29210 « 1078

R — — * s M sttt sl s -




© e e a——

36

P

99%88S 01,858" szecLT” - 6S16960° - 0°ot
0S9EET" 4+ »ec08L" zeTYOC” - zossez” - 0's
06ETIT" - 69089, ° osEISY° - sy - 0y
0c08yS” - 119669 098L65° - 18L6v9° - 0°¢
SYSES'T - L9€19° c1%098° - 2Zeeeey - 0°z
6Y90L°T - €o%ES " 12871 °1- T9921°T - $°1
€9czL S - LOMC "+ ore5°1- 9TeYS Y - 0°1
9000°92- $0°- % °2- €sC 12~ g
»¥ M- H- lan -
('tTew
T e e gy ooy -
6120SL" 1% St - zeze850° - 0°ot.
e91vLY’ T00688" oeyIve” - 9vcELT” - 0°s
Tyoszc” c9twe’ 6LETOC® - Syevz: - o'y
ZT9090° + 08¥se 66096¢° - SeEY6C” - o'¢
TrOvS - 206018" TeecLS” - eczoLL” - o'z
L90SZ°1 - LeLeL” 6692cL" - %68z 1 - st
16080°¢ - 06169° 0€Z10°1- 15094°T - 0°1
1, 78 88 2 &4 0&3. ﬁo.ncr 096°21- [ ¢
- % ) > ;

C°l=1X

1#¥3uajod 113

31enbs 343 107 IUSYOFFIECD IVEITA PEOIeS 3yl 03

SUOIINQTIIBOD  °I1 WIQEL

A~ -~



37

£08€8E° + £00ELL" 980792 " - PIICHT" - e.oL
00ZL6Z° - SSYOY9 © 61001G6° ~ 9€9L2Y%° -~ 0's-
to1v99° - 85158S" 7L06£9° - 881019° - o'y
68L1€°T - 6610S" 7569%8° - 8Z62L6° - o't
s t
| 99008°Z -  6€SSE” 8£9€Z 1~ LS616°T - 0°
b 8£2SS°Y - 11€22°+ L9%6S°1- zzIgT € - '
0%.90°6 - 89020 - 889€Z "2~ »0018°9 - 0°1
“CEEy o€~ . 969" - L9L ¢- ZL6° 1€ c
i e - oL .
o <8 »d & A
, | 6°1 = uw
)wﬁ\ -
(ponuTIu0))  “II SIqel _

PO



. ’ \
The CoutnﬂQuul to the Secomd Virial
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(b) The Sutherland Potential.

The potential for this model is

Pr (") *

i

8
s |
A
—

¢ (r*)

]

]
g ]
a |
\'
—

*
The equation for B:(T ) will be given as a power series in
* o
T l. An expansion for e*p (3/2,x)/I" (3/2) is first developed; this
*
expansion will also be useful in finding B;(T ) for the Lennard-Jones

potential, The incomplete gamma function is a particular case of the

confluent hypergeornetric15 function which is defined by /
n

¢ (3,0 '20 () M/ (67) .
where '

(a)° = | |

(3) =a@@+n... (asn -1 n=1,2,... ;
Thus, |

WA x

e"resn, /o) = S48 8 (3,50;- 10

VA
%%‘m)@(l,.f/z;x)

3/4 o0 M n
4y (nerlx (68)
=
Fe 2

Here, the second step follows from Kummer's transformation and the

third step from Eq. (67). !

e = oo

A,Erdelyi,"Higher Transcendental Functions', Vol. ,Bateman Manu-
script Project, (McGraw-Hill,1953).Ch, VI of this book has a summary
of all the properties of the confluent hypergeometric function used in
this paper. It also has information on the Whittaker functions which
are introduced in the discussion of the Lennard-Jones potential,

Ao e

e :



L g ——

If the expansion, Eq. (68), is used in Eq. (56), integrals of the

= w2er(me}) 2 .
form}:l' dr*s=s TyrTv=e result; Eq. (56) becomes
» -~ 4" (n+1)]
» = a——
B (17 = Tana T TGy o T (69)

Eq. (69) is valid if ¥ > 4. [t will be shown below that B;(T*) aiso
is defined for ¥ > 2. This is to be contrasted with the result for the
second virial coefficient for this potential which is defined only for

¥ > 3. The fact that B; and B; are defined when ¥ » 2 implies
that an equilibrium constant for the formation of double molecules can
be calculated (see Eq. (1)) for some cases where the second virial

coefficient does not exist,

For the special case where ¥ = 6,

- -4 a
Br M = Sheesr L % (0)
where
. = M nl (71)
i (2N +3)| | 2
We find that a = 1. 66666 x 10 a =3 33333 x 10 °,
-3 -3 -4
a,=6.34921 x 1077, 4,-1.05820x 10", a, =1.53920x 10" ",
ag = 1.97334 x 10‘5, a, = 2.25524 x 10'6, and a, = 2.32157 x 10'7.
* %2 *
To find B (T ), one must first determine K bf , Kc , and

EN
integration limits for M(K ). From the form of the potentiul. it is

x %
obvious that r (K)=1, One findlK' - l il-—-—) and r" (k") =

(1 -2
2K

* % * % x % *
g“(r )=K . Byletting r, (K)=r (K), itis found that K_= 323

i’y
-) by solving the equations d ¢cﬂ' /dr = 0 and

- L N v
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#2 * *

*
When the above equations for K bf » T and r, are used and the

substitution t =

*
is made, the integral M(K ) becomes

A

. Aoy - g ]
M(K*) = (—'f,{;)’ 1 (_:.E ./,* ![!Z“r—%”“] dt (72)

If ¥> 2 inEq. (72), it is easy to see that Eq. (57) gives a finite

value for B* It should be noticed that the polynomial under the

square root sign always has a double root at t = 1,

The integral of Eq. (72) can be evaluated for several choices of

¥ but unfortunately a different method must be used for each choice.

/
2
We shall consider only the casc ¥ = 6. When the substitution z =t

2
is made in Eq. (72) and (1 - z) is factored from under the square

*
root sign, M(K ) is easily evaluated. Thus,

\ ira ! ' 3/
MK = &0 = [1rakn] L [rarm™)

' - ) /2
- coth™ 3"+ coth” [1 + (4r®)"] (73)

On expanding the exponential in Eq. (57) and changing the integration

1
variable to y = [l + (4K ) /3]% » Eq. (57) can be integrated to give

B (T*) = Tr:iTﬂ & S5 (74)

2]
where ;
6 !!u :Va. “ﬂ 321'1: : w2l INeS-r -w) -, 75 ;
&= Yy (nra)(sms)'n![ +Haned) (Gnez-r)lr|(¢n+7-ar)! (75)
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We find c, = 1.23065x 107} c, =-3.75800x10" 2 c, = 1.20161x10'z,
-3 -4 -4
€y = -3.51826 x 10 -, €y = 9,23385 x 10 , Cg = -2.1740 x 10 ,
- -6
Ce = 4,6196 x 10 5, and cy = ~-8.9247 x 10 .
The total reduced second virial coefficient for this potential
. 16
when 7 =6 is
BT - - 8 & (76)
As
where
LY (an-1)n|
Here, d =1, d, = L, 66666x10'1. d, = 3. 33333x10’2. d,= 5.95238xxo‘?
dg = 9.25926 x 1074, d = 1.26263 x 1074, d, = 1. 52625 x 10°°, and
dg = 1.65344 x 1078,
E
When Eq. (3} is written 1n reduced form, B‘;(T ) can be found
i -, -« X -,k
by subtracting Bb(T ) and Bm(T ) from B (T ). Table III and
Fig. 9 show the contributions to the gecond virial coefficient for the
* .
Sutherland potential with the attractive term equal to -r 6.
(c) The Lennard-Jones {0-12) Potential,
The equation for this potential is
pU(r®) = y(r"* _rr*-¢) (78)

- o & & o

6 Reference 3, M. T.G. L., p. 58. This follows from the equation
given for B(T) which is valid for ¥ > 3 after the typographical
errors are corrected.
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To obtain BY(T"), let x=- ¢ (r)/T and use Eq. (68). In the

*x
series for B"b(T ), integrals of the form
(]
A, = f re* X"“ dr®
'

SENT N D (AR (L iat) P TR

appear. Repeated integration by parts gives

- (%‘)ﬂ‘t! -—31&“ nl

é(anes)2n+T)2n+q).. (Y7 +8)
Thus

BT = Fhdm, £ $n (19)
where

R

T (4n +3)]7 | (89)

e

The firet eight coefficients are e = 1.666666 x 1002,
o = 4.232804 x 103, e, = 9.472010 x 1074 e, = 1. 782967 x 1074
o = 2.859895 x 10'5. e, = 3.978986 x xo“’.

= 4, 878450 x 10'7, and e, = 5.341019 x 10'8.

‘e
The integrals for either B‘:n('l’*) or l"(‘r*) must be done
awmerically. Of the two, the numerical integrations for B* (T") gre

much sasier; the numerical details are described in Appendix A,
When the exponential in Kq. (57) is expanded, B*(T") is found tn

‘e ,
terms of a power series in T 1 with the coefficients given by

. s coA— e - - e P - -

e el o s i oo =

45
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-l‘ 0.8 »h v »
§ = %l_'l £ K*® M(K*) d K (81)

Thus

* T - 82
B‘(T)‘?i—fmgo%‘:n (82)

We find that f, = 2.5400 x 10'1. £, = - 4,8167 x 10'2,

f, = 8.2071 x 107>, f, = - 1.1886 x 1073, f, = 1.4766 x 10’4,

f, = - 1.5985x 107°, f, = 1.5302x 1078, and f, = - 1.3115x 107

Because of the numerical integrations, it is uncertain whether or not

the { are correct to five siguificant figures.

Recently, Nosanow and Mayer” have shown that the reduced
second virial coefficient for the Lennard-Jones (6-12) potential satis-
fies the differential equation

Lo -

T B 1T 02T 48, r(2+3TMBY =0 (83)

* . -

This equation can be solved by letting B* =T 3/4 Q(T* l) '
* L
and noticing that Q (T l) satisfies the differential equation of a
confluent hypﬂrgéometric function 15. Thus 18

BY(T") = T--W[R,Q(M, Va,T*') + R, T §(wy,34,T*)] (84)

Here, RI and Rz are constants which can be determined by com-

paring the series form of Eq. (84) with a result previously obtained

by Lcnmrds»lpnuw: '

17 L. H, Nosanow and J, E. Mayer, J. Chem. Phys. _2.__3_, 874 (1958).
An error of ane sign in the differential equation given by Nosanow
and Mayer has been corrected in Eq. (83).

18 An alternstive nethod of arriving st Eq. (84) is given by L. F.
Egstein and G, M. Roe, J, Chem. Phys, 19, 1320 (1951).

19 Reference 3, M. T. G. L., p. 163,
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R, = -2 M (-i) (85)
R, = =2""* (W) (86)

Eq. (84) can be written in terms of the Whittaker functziom15

*.1 *.]
l(*. _”4(7 ) and M*' 1/4(T ). Thus,

B8*(T*) = e‘“"..[R,Mt:t(T‘") *R‘Mi.t (T*"] (87)
By using the expansions
M TR LR R e
and
n n-J
M T 25w E;;'):‘L T A 89)

Eq. (87) becomes equivalent to the result given for B"(T*) by
Nosanow and Mayer except that they give recursion relations for the
coefficients of T*.n while Eqs. (88) and (89) show the explicit
form of these coefficients.

The reduced second virial coefficient for this potential has been
tlbuht&iza. Thus, B?(’I‘*) is found by using Eq. (3) in its reduced
form. The contributions to the second virial coefficient for the
Lennard-Jones potential are shown in Table IV and Fig. 10.

With the tables given in this section, it is easy to calculate the
number of bound and metastably bound double molecules in a gas if the

force constants are known, If the activity coefficients are set equal

20 Reference 3, M.T.G. L., pp. 1114 and 1118,
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50
to unity in Eq. (14) and if ., the number of moles of single mole-
cules is replaced by n, the number of moles that would be present
if molecular association did not occur, then on using Eq. (15) the

mole fraction of double molecules is given approximately by

X, = -b (8] +BY)n/vV

while the mole fractions of bound and metastably bound double mole-

cules are given by

' 3
va = —b, By n/v
As an example of the type of results to expect, we list in Table V
the mole fractions for a number of gases at several temperatures,

The calculations are for the Lennard-Jones potential and at a
concentration of 1 moley22.4 liters (i.e. n=1, V =2,24x 10‘

c.C.) .
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V. THE LIFETIMES OF METASTABLY BOUND MOLECULES:

It was mentioned in the introduction that the mean lifetime of
metastably bound molecules will have an effect on the transport
properties of gases. This is because double molecules with a life-
time less than the mean time between collisions will behave more
like single molecules than double molecules. It will be seen below
that except at low temperatures [the comparison is being made at a
fixed density) most metastable molecules have lifetimes sufficiently
long so that effects of dissociation will not have to be considered in
calculations of the transport properties,

The theory of the mean lifetime of metastably bound double

21, 22, 23

molecules is very similar to the one body model theory of

o -radioactivity. There are several ways of calculating msan life-
times but we shall employ the simplest method using the W. K. B.
approximation, This is the quasi-classical approach discussed in
referetice 22, From a classical mechanical point of view, the meta-
stable 1nolecule has a vibration period t. This is the time, as
calculated by c¢lassical m=chanics, for the system to move once back

and forth across the potential well, Thus,

n
t = l’r m‘r"“ .

- e nd

21
H. A. Bethe, Rev. Mod, Phys. 9, 69 (1937). See especially part

qu

22 E. C. Kemble, "The Fundamental Principles of Quantum Mechan-

ics" (McGraw-Hill, 1937), Sectioa 31,

23 D. Bohm, "Quantam Theory ' (Prentice-Hall, 1951), Ch, 12,
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where T and r, are the two turning points for a fixed value of K

and sz. According to quantum mechanics,there will be a probability
of transmission @, that a particle hitting the poteutial barrier at r, will
penetrate the barrier. Thus, thz probability of dissociation in one
second, P, is

P = 8/t (91)

and the mean lifetime T is

T =i/Pp = t/6 (92)
The transmission coefficient T can be found by the W, K.B. method

and is given byzl

6= *° . (93)
where
G = Lff-ﬁ/‘(%_m r (94)
5
Here, T, is the turning point inside the potential well (see Eq. (90))
and r, is the turning point outside the well. For the W, K.B. method

to be applicable, G should be somewhat larger than one.

The mean lifetimes of metastably bound molecules will be calcu-
lated for systems interacting according to the Lennard-Jones (6-12)
potential. When Eqs. (78) and (7) and the reduced variables intro-
duced at the beginning of part IV are used (with y = r*-z), Eq. (94)

becomes

6 = }E‘f‘ ﬁ]‘ _.tyt +K'b“]‘K' %yx‘,‘. (95)

*
Here, . is a parameter which also appears in the quantum mechan-

ical equation of ltateu of a Lennard-Jones gas,

Reference 3, M.T.G, L., p. 421.
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Also, with this chaunge of variables, Eq. (90) for t becomes

(97)

te f TRy

The right hand sides of Eqa. {95) and (97) lead to hyper-
elliptic integrals and hence are evaluated numerically. The details
are described in Appendix B. The integrals were evaluud for

several values of l( for three different fixed valul of K b 2

The potential curves corresponding to these three values of K b 2
are shown in Fig. 2. In Table V], 2 ./CG and 2 g_/\*t/h are tabu-
lated. Thus if the potential parameters cf a gas are known, the mean
lifetimes of metastably bound molecules ~an be estimated. Table VI
lllo shows the mean lifetime for metalhhly bound argon molecules
(A 0,186, €/k=119.8 1(). For K = 0,49, G is approxi-
mately 0.5 in the case of argon so that the W, K. B. approximation
does not apply, but for the other values of K*, G variss between

2 and 33 so that the W. K, B. approximation is valid, Since the mean
time betwaen kcoluoiou is of the order of lt)"9 or 10 -10 seconds

at ons atmosphere pressure and ordinary temperatures, one sees that

most metastable argon molecules will not dissociate before uader-

goiag & collision. The only exceptions will be molecules in meta-

stable states which happen to have encrgies lying close tn the top of
the hump in the potential. However, at low temperatures, when the
meaa time betweeon collisions increases, a larger aumber of meta-
stable melecules will dissociate before a collision with another
molecule. This will lead to a rather small correction in the trans-
port coefficients of the gas,

56
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Table VI.

* *
The Functions 2 A G and 2€ A t/h for Calculating
the Mean Lifetimes of Metastable Double Molecules Using
the Lennard-Jones (6-12) Potential

le

W--..-“ . MBI, - ostprin A

» &2 » * .
Kb K 2A G 2§ At/h Targon("c')ﬂ
.02 8.18 3.75 4.75 x 10’
64355 | .04 4.7 4.28 5.25 x 107}
.06 2,64 5.15 8.30 x 10°°
t .08 1.17 6.96 3.98 x 10°°
.06 12.0 1.83 2.19 x 10
1.3%1 1 .12 6.98 2.04 4.43 x 10°
.18 3.92 2.41 3.78 x 103
o2 1.74 3.14 3.82 x 10~
1 ' -7
| .40 2.23 2.29 3.94 x 10
| rea3s | a3 1,69 2.56 8.52 x 10™°
.46 .824 3.05 2.76 x 10°1°
-11
.49 .199 4.53 1.462 x 10

-~
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Vi. THE NUMBER OF VIBRATIONAL LEVELS OF A DOUBLE
MOLECULE:

During the course of this research, an equation for the maxi-
mum number of vibrational states of a dimer was obtained for the case
of molacules interacting with a Lennarde«Jones (6«12) potential, This
equation will be derived in this section. The results obtained here will
justify the use of classical mechanics instead of quantum miechanics
in the evaluation of the partition functions in section III. It is known
that the methods of classical statistical mechanics are applicable
provided that AE <« kT, where A E is the energy difference
between two neighboring quantum states of a system. In calculating
A E for a dimer, only the change in vibrational energy need be
considered because the rotational states are very close to each other
except for hydrogen and helium isotopes. Thus, in the case of the
Lennard-Jones potential, one must show that AE/ <« T*. For
example, it will be seen that for argon, there are nine vibrational
levels in a potential well of depth € , so that classical mechanical
methods are valid if 1/9 « 'I’*. Except for hydrogen, helium, and
neon, the results below show that quantum mechanical corrections
should be small for most gases at values of T* as low as 'I‘* = 0.5,
For values of T* a little larger than one, the quantum corrections
for neon also become small.

According to the W. K. B. methodzs, the vibratiénal quantum

number, v, is given by the c¢quation

L. I. Schiff, "Quantum Mechanics", (McGraw-Hill, 1955),
Ch, VII.
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(v o) = B[ (6 - pen - LTV o, (98)
The limits of integration are the two positive zeros of the integrand,

E is the energy eigenvalue, and A is the angular momentum quan-
tum number, The coeificient of r-2 coni:ains26 (4 + -15)2 instead

of f(A + 1) because of the singularity in the potential at r =0,

Eq. (98) can be rewritten in terms of the quantum mechanical para-
meter _/\.*, which was introduced in Eq. (96), and the reduced
quantities r* and ¢* For the Lennard-Jones potential, é* is

given by Eq. (78) and

¥ /g
o R heoh - S e
The integral on the right side of Eq. (99) is hyperelliptic and

thus the energy eigenvalues cannot he obtained except by numerical
methods. However, if we are only interested in the maximum number
of vibrational states, the integrand can be simpiified. First, the
maximum number of vibrational states occurs when A= 0. This is
because the addition of the centrifugal term makes the effective poten-
tial well narrower and less deep, and both of these factors decrease
the number of energy levels. Therefore, we need only consider the
case where L= 0. Under these circumstances, the coefficient of

na
r*-2 is E:i—\:_"—{

He3) and for most gases is of the order of 10-4. Thus, only a small

which is never more than 1.50 x 10-2 (the value for

. r '
26 P. M. Morse and H. Feshbach, '"Methods of Theoretical Physics.,

(McGraw-Hill, 1953) Part II, p. 1101,
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error is made by neglecting the term containing r*-z. Secondly, for
a bound state, E cannot be greater than zero. If I is set equal to
sero in Eq. (99), the right side will in general no loager be equal to
v+ §. bus the greatest integer contained in the right side of Eq. (99)
minus § will be the maximum value of the vibrational quantum number,
v. Thus

o = [Hf (e -t ]

In Eq. (100), the integration limits a¥e the positive seros of the inte-
grand. In this section only, the square brackets, [ ] » indicage the
largest integer less than or equal to the number inclosed by the
brackets.

The integral in Eq. (100) is easily evaluated in terms of the
incomplete elliptic integral of the first kind 1by making the substitu-

_*-2
tioa y=r « Thus,

Ve " [%’i ] (101)

where
v = coa' (74 ) (102)
A= (2 o) (103)
The manimem sumber of vibrationsl states, M, is equal Veax' |

(becanse v = 0 is the first vibrational state). By iasertiag the
aumerical value of F(V, k) in Bq. (101), we find

Mmoo [SH r4) (104

- - e

T . 7. Byrd sed M. D. Friedmas, "Headbeok of Eiligtie Susgrals
for Eaginsers aand Physicists” (Beriin: J. Spriager, 1984),

¢ e - . R . 1 : — - .
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Table VII shows the results for several molecules. It is
interesting to note that for He4 these calculations predict one vibra-
tional level lying near the top of the potentiai weil., More accurate
methods show that probably no discrete levels exist. However, this
result for Hc4» indicates that in the case of the Lennard-Jones (6-12)
potential, the W, K.B. method does give a fairly good approximation
for the number of levels even when the maximum quantum number is
low, while for most [;otentials one can only use the W. K.B. methdd
with confidence when dealing with high quantum numbers, It should
be noted that for the polyatomic molecules in Table VII, the number
of vibrational levels refers to vibrations of the bound molecules and
not to the vibrational levels of the individuzl molecules. In such cases,

it is assumed that there is no coupling between the vibrations of the

molecules and the vibrations within a molecuie.

61
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Table VI1I, The Maximum Number of Vibrational Levels for Several
Dimers Using the Lennard-Jones (6-12) Potential (2)

Maximum Number of
Single " 1.684 + 1 Vibrational Levels
Molecule A A* 2 in Dimer.

lle4 2.67 1.13 1
Ne .593 3.34 3
A .186 9.54 9
Kr .102 17.0 16
Xe .064 26,8 26
CH, .239 7.54 v
N, «226 7.94 7
co .220 8.15 8
0, . 201 8.87 8

*
(a) The values of the parameter A are from Reference 3,
HHIT.G‘LI, p. 423.
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APPENDIX A. THE COMPUTATION OF THE COEFFICIENTS fn

OF EQ. (81) FOR THE LENNARD-JONES (6-12) POTENTIAL:

In this appendix, the numerical calculations used in finding the
coefficients fn of Eq. (81) are described. For the Lennard-Jones

(6-12) potential, Eq. (58) becomes

r(K!) y .y ,k“' wdi V2
M(K) = [° [K'-*,::ur;*:z——;,—?f ] r**alre (A-1)

ACY

. ® kg ) * _ * *
One finds K b."as a function of r by solving d ¢eff /dr =0 for

*p*2 ¥ is found by solvi *(r)= K. Th 1t

K bf . Then, r, is found by solving pe{f (rh = . e results
are

” 6 (4- s‘K"ZV" (A-2)

l‘h = 5 |- 5 -
and
s _
by 1
K»b:a - ‘;__:2_?,5[, - L‘t;zik_*l_] [3 +(4-5K") "] (A-3)

2t

s
Numerical methods are used to find r x The quantity, K , which is
the upper limit for the integrals fq, is needed. It is found that

* . v & 2, % %2
K = 0.8 by solving d ¢eff /dr =0 and d ¢eff /dr " =0

simultaneously.

Lk
The integral, M(K ), can be written in a more convenient form
* o
for numerical integration by making the change in variables y =r 2

Thus,

-

1 'yf-(K')
M(K") = — (A-4)

12
G

¥, (k%)

#
and in this form it is seen that M(K ) is a hyperelliptic integral in

the case of this potential. The function which is actually calculated is
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L3 *
_"’_‘_(% ; the reason for this being that as K —»0, M(K ) has a
-~

*
logarithmic infinity. To show this, we shall write M(K ) in still

Y-
another form, let ¢+ r 3 in Eq. (A-1}.
t 3 w 2 '/l.d.
, - 2 _ 0 K K*b at
M({K*) = 3’{* (1-t YIT T oY WS ) 1 (A-5)
N

* *
An upper bound for M{K ) as K —0 is found by noticing that

L)

NS P W o Yy (A-6)
t = o4t T gt

0

The equal sign holds at t = t otherwise Eq. (A-6) is an inequality.

Hence

A
M(K¥) < %5 -t* + —h—é ) ‘“ (A-7)
t

From Eq. tA-2%, it follows that as K approaches zero, t approaches
(K /812, Also, as K approauhes zero, tf approaches unity because
lim r{ K j =1, The right side of Eq. (A-7) is evaluated, in the limit
K —»0 N 5

of small K , by letting x =t , integrating by parts (the division being

i‘-!‘-.’-‘—,;_ and the radical), using Eqgs. ({236.00) and (236.16) of Byrd
x3

27
and Fz‘iedmanz . and then taking the limit as K —-rO. Thus,

) & . L - -4 I inz A-8
LL}ZOM(K) 3 In K 3 + 3 in { )

* *
A lower bound for M{(K } as K —>0 is found by noticing that

for small K‘T ’
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,bvz " " w q /%
K*be® _ K* . (K*brt) (A-9)
R T T

3/
. . _ 3 i . .
The equal sign holds in Eq. (A-9) for t = (_KT' = ; otherwise the
inequality holds, (This can be verified by the usual methods of

calculus.) Therefore

43 K b‘l) 2 dt {A-
M(k*) 2 % 5[ t> +t -(-——éT)—v‘] _{312. ‘ (A-10)
In Eq. (A-10), the limits of the integral are the positive zeros of the
radical. These zeros lie between t,n and t:f because th and tf are
the zeros of the radical in Eq. (A-5) while the integration limits of
Eq. (A-10) are the zeros of a radical which is always less than or
equal to the radical of Eq. (A-5) in the region of interest. When the
right side of the Eq. (A-10) is integrated by parts (the division being
_%_f_,,’__ and the radicalz)7and Eqs. (256.00), (256.11), and (256, 12)
of Byrd and Friedman are used, we find on taking the limit as

*
K —0 that

[im M(K*) 2 - —i,,- InkK* -2 «+ —% In2 (A-11)
K*=>0

*
Unfortunately, a better estimate of the limit, lim M(K ), could
- K*50
not ke obtained than those of Eqs. (A-8) and (A-11). Therefore, in
finding the value of

o.8
fo= e TR MK dK® (A-12)

n T,

numerically, the technique of subtracting the limiting form of M(K*)
from the integrand of Eq. (A-12) and then integrating the logarithmic

term analytically cannot be used. The method used consists in writing
Eq. (A-12) as



- - (")“ 8 K> MIKR®) LW *
A ! 50 ~In K¥ (- Ink*) dK
n X »N »
- f 5 KT MK 4 {A-13)
nt 4 -fn K~
where
X = &% = K" |n K* - {A-14)

When n = 0, the integrand of Eq. ‘A-13} has an infinite slope at
x =~ 0. However, since :L“'—,(‘%z _:'5— , and is thus finite when x = 0,
this does nct cause much error since the integrand is evaluated for
closely spaced values of x. In fact, it is estimated that the error
from this source in {0 :5 somewhat less than 10-4. For other
values of n, this difficuity does not occur,

The integrand of Eq.;A-13} is evaluated at O, X, 2% 3%

30 30 ap ’
2 %, 3 X BX, 25 X 26 Xe 29X, MN7Xe 118 X
* o 3 1 0 3 'O 2 o s 0 ) IO » 30 2 30 Pl o e @ " 30 Fl llo ] l.\l’.‘

ES

. For each of trnese values of x, X was [irsc computed

and then :t"-g% wx8 found from Eq. ‘A-4', The integrand of Eq. {A-4)

‘vas computed at Yh + n:yf - yh': for n equal to Ox.s'—o ’Z%" cee ,-a""—o 5

<2, ...,18 .55 ,56 . ..., 1, Over the intervals n:== 0 to
20 20 60 60

' e 28
n - '22'5 and n - é% to n -1 3 seven point integration formula  can be

. _ 2 - .y -

used and over the intervals n .."38_-5 to n = éL% and n ..-?-_% to n = -a%
a nine point integration forrnula® can be used. After N K.’) was
computed, the integral of Eq. {A -13} was found by using a seven point

28
“"Tables of Lagrangian [nterpolation Coefficients!', Mathematical
Tables Project, Federal Works Agency, (Columbia University
Press. 1948, n. XXXii.

66



i 200, T AR5 3 T e

67

integration formula over the intervals [0, -?l-gc] and [?T-ol‘ ) % ] ,

a six point formula over the interval [%c , 2-_;%‘;] » and a five point

formula over the interval [2_335& ’ Xc] . Table A-1 shows some of

the intermediate resulgs in the calculation of fn.

The accuracy of the numerical integrations is difficult to deter-
mine. The five figures given for fn may not all be significant.
However, at worst, the error should not affect more than the fourth

figure in the first few fn and the third figure in the last few fn'
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APPENDIX B. THE COMPUTATION OF THE INTEGRALS [ !
EQS. (95) AND (97}

The integral of Eq. {95) is easily evaluated by numeric 1| intwr.
gration. For a given value of K* and K*b*z, the integratiun
limits Ys and y, are first corrynuted. These integration limits ave
the two smallest positive roots of the radical in the integrand. Tke

n N - -
integrand was computed at Y3+ T (yz - 313) for n equalto O,.5,

»

het s

1.5,2,3,4,5, and 5 for all values of K and K b “~ in Table V. For

R Z ;

I P - .
K equalto .02 and .04 (K b G.64355) and K equal tn .05 and

* %
0.12(K b 2 = 1,3261) the integrand was also computed for . = 0,25

and 0.75, The integral was eval:ated by using a five-poirt in'egra-

tion formula28 over the intervals n:=0 to n:»2 andn=2 ton=6
except when the integrand was evsluated at 1 = 0,25 and n =0, 75,
In the latter case, a five-pocint integration fo :mulaz8 was used over
the interval n=0 to n: 1, a th ee- paint formula from n=1 to

n =2, and a five-point formula from n =2 t> n =< 6,

To evaluate the integral of Ilq. (97), the :ntegration limits .iwre
computed as above. The limit ¥y is the large st positive root of the
radical in the integrand. The intrgrand is infinite at the two end-
points 8o near the endpoints the polynomial 1n the radical is appro<i-

( 3

mated by (y - yo)f(y,). Here, f{y): (K - 4y "+4y” - K b*zy)/

&
(y - y,) and y, indicates either y or y,. Now, [fivil ™2, near

the eﬁdpoint Ypr ©F [-f(y)] ’%, near the endpoir: y,» can be
expanded in a Taylor series about the endpoint. ‘| he apprcximatior

{y - yo)f(yo) was used for the polynomial in the radical as long as

e

the second term in the Taylor series expansion of [t’fy)] or

-ad
i-f(y)j ¢ was less than 1% of the tonstant term. Whd n this
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approvircatior. iv used, ke contribution to the integral from the regions
rear (v endpoiats are easily evaluated analytically, To obtaia the
toty L valur,'vuf the integral, the remaining portiun beiwesn thé ness ¢nd-

points, y£ and y{, is evaluated numericslly. The integrand was

- S w g o .
avilvaiad ac g3 4 7 \y| -9 lor o egudlto D,.3,1,1.%, 7.3, 4,

4.5, 5.5, aud 6. A five-point inteyratiou formula was used from

a=0 to n=2, athree-pointfcrmulafro:n n=2 to n=4, anla

{ive-point formula from n =4 to n =6, :



" Errata for WIS-ONR-32a
™~
‘ o~ i, p. 6 : Replace Fig. 2 oof report by the Fig. 2 given on following pages,
i ~
O 2. p. 10 Replace Fig. 4 of report by the Fig. 4 given on following pages.
3. p.27 : Second line from bottom: P‘ =By /{mr 8in 8 kT)
| : : ) e 4
N 4, p.60 : Eq. (104) should read M = [1—'6_8;%- + ;]' ,
A , S S N
5. ;.62 : GChange column beiding from -
1,684 1,682
=X ti ot E— o+

6. v. 62 : . For I:r’.hf-?}?:':nge’ 417.‘0. to 16.99

| ‘ . : L * 1 a-1/6
oo N P * - -
1. p. 63 . Eq. (A' 2) shoulqd re.‘;‘d rh - 51 /6 [ ) (4 gK ) ]
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r(K) r=r, (Kb or
= s B ALY
ro(K) |

0 bf(K) b,

Fig. 4. Ths distance of closest approach r,asa func -

tion of b for a fixed value of the initial kinetic

energy K less than Kc'
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