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1 SUMMARY

The objective of this investigation is to create an autonomous, decentralized guidance algorithm for a formation reconfiguration maneuver of an arbitrary number of satellites. The algorithm must handle the twin problems of assignment and delivery. The current algorithm uses an auction process to assign the spacecraft to new positions in the formation. This auction bases its bidding around the estimated \( \Delta V \) and the estimated time of flight for each transfer. The algorithm then uses either artificial potential functions (APF) or model predictive control (MPC) to design the maneuvers that deliver the spacecraft safely to its new position. The APF and MPC guidance strategies both utilize the Yamanaka-Ankersen approximation of orbital relative motion. In simulations under Keplerian and perturbed dynamics, the guidance algorithm is successful in guiding formations through reconfiguration maneuvers; it requires from the operator only the initial spacecraft state information and desired new formation geometry to perform the maneuver. Both APF and MPC have parameters that can be tuned to better suit different scenarios. Current work is focused on determining the optimal ranges of these parameters, along with which scenarios are suited to APF or MPC delivery methods.

2 INTRODUCTION

The options afforded by satellites or spacecraft operating in formation is an important development that may allow new civilian and military operational capabilities; autonomous, decentralized control and guidance for these formations is essential to the success of such operations. Current formation flying missions include: Prototype Research Instruments and Space Mission Technology Advancement PRISMA, Cluster, and the Magnetospheric Multiscale (MMS) Mission.\(^1\), \(^2\), \(^3\) In recent years, other mission concepts have also been explored including the developments for Terrestrial Planet Finder (TPF) from NASA and Darwin by ESA.\(^4\), \(^5\) Closer to Earth, TechSat-21 was a planned Air Force satellite mission to demonstrate formation flying technology.\(^6\) Spacecraft formations have, in fact, long been investigated for mission scenarios that cannot be accomplished by a single vehicle; cooperating formations are potentially more robust and adaptable than single monolithic spacecraft. However, multiple spacecraft operating in close proximity also introduce additional complexities. To quickly and efficiently operate in such environments, guidance and control algorithms that operate autonomously are also a key capability. Thus, a decentralized autonomous guidance algorithm for formation maneuvers is examined.
For the development of this formation guidance system, two problems have traditionally been identified that any such algorithm must solve. The first is defined as the “assignment problem”, i.e., assigning the spacecraft in the formation to their new positions. A satisfying solution to the assignment problem fills all the positions in the formation such that overall propellant consumption, time of flight, or some combination of both is minimized. The next step is a solution to the “delivery problem”, that is, the task of delivering each spacecraft to their assigned positions by balancing the maneuver cost ($\Delta V$) and travel time while avoiding collisions between the spacecraft and any other orbital objects. For this investigation, the goal is the creation of a straightforward guidance strategy for autonomous delivery of the reconfiguration maneuvers for formations of spacecraft. The manifestation of this strategy is a guidance algorithm that performs simulated reconfiguration maneuvers. This analysis addresses this goal through three main objectives: Creation of a scheme to assign spacecraft to positions in the formation, creation of methodologies to deliver the spacecraft to their new positions, and evaluation of the guidance algorithm in varied scenarios.

In the overarching strategy, the assignment problem is addressed through an auction process; auction algorithms are a well-accepted approach for solving the classical assignment problem, that is, matching $n$ spacecraft and $n$ target positions.$^7, 8$ A cost is associated with every spacecraft-target combination, and each target carries a price. The cost of each pairing between spacecraft and target is determined by a combination of the estimated $\Delta V$ and the estimated time of flight for that pairing. The spacecraft “satisfaction” with its assignment is based on the trade-off between cost and price. Initially unassigned, a simple algorithm is employed to allow a spacecraft to bid on the targets that result in the most spacecraft satisfaction. Then, each target selects the spacecraft with the largest bid; the target price increases based on the winning bid, and the process repeats for all spacecraft that remain unassigned. As the auction continues and the targets receive new bids, the assignments change, and the prices rise—changing the calculus of desirability. The algorithm terminates when all spacecraft are assigned to targets. In an update to the authors’ previous work,$^9$ the improved auction algorithm avoids initialization bias in the assignments and accommodates a broader spectrum of formations—uneven numbers of spacecraft and targets or restrictions on spacecraft-target pairing, for example.

The second task in any reconfiguration problem is the “delivery problem,” i.e., delivering each spacecraft to its assigned position. Any guidance strategy that supports a formation of vehicles operating autonomously must be sufficiently straightforward in terms of the on-board computational requirements while still offering accurate and propellant-efficient
relative trajectory computations and delivery. Simultaneously, the complexity involving
multiple vehicles in the likely operational environment implies continually evolving relative
motions yet includes constraints on both the path and the time of flight. Two strategies to
achieve delivery of the vehicles are examined. The first is based on Artificial Potential
Function (APF) guidance and is similar to a previously introduced technique. Alternatively,
a second approach involves Model Predictive Control (MPC). Of course, both guidance
schemes possess advantages and disadvantages. Wahl develops the complete details, but the
results of the complete effort are presented in this work. A review of the dynamics of relative
motion in Earth orbit first offers an introduction to the problem. The relative motion equations
are briefly summarized in terms of suitable approximations—including the Yamanaka-
Ankersen relative motion model—used in the auction and delivery processes, along with the
impact of orbital perturbations. The mathematical foundations and the performances of the
two delivery methods, MPC and APF, are introduced and compared. The auction algorithm
applied to the assignment problem is detailed; the most useful improvements are emphasized.
Finally, the status and ongoing efforts are noted.

3 METHODS, ASSUMPTIONS, PROCEDURES

3.1 Relative Motion
For a formation of spacecraft, accurately modeling the relative motion is a necessity for any
guidance strategy. To represent the relative motion of spacecraft orbiting the Earth, the Hill or
Local-Vertical Local-Horizontal (LVLH) frame is typically employed. The Hill frame is a
reference frame with an origin at a spacecraft as it orbits the Earth. For a formation, let one
spacecraft be designated the “chief” while the others are denoted as “deputies.” It is not
required that the chief be a physical vehicle, rather, it may exist simply as a reference orbit
for the formation. The orbital motion of the chief serves as the basis for the definition of the
Hill frame with the chief located at the origin. The \( \hat{x} \)-direction is then aligned with the radius
vector directed from the Earth center toward the chief, the \( \hat{z} \)-direction is aligned with the
chief’s orbital angular momentum vector, and \( \hat{y} \) completes the triad such that \( \hat{y} = \hat{z} \times \hat{x} \).
If the chief moves in a circular orbit, the \( \hat{y} \) direction is aligned with the in-track velocity
direction. The elements of the Hill frame are illustrated in Figure 1. The chief orbit is plotted
in red, with the vector from Earth center to the chief labeled as \( \mathbf{r}_c \) and the true anomaly
corresponding to the chief orbit is represented by \( \theta_c \). In the Hill frame, the positions of the
deputy spacecraft with respect to the chief are denoted by \( \mathbf{p} = x\hat{x} + y\hat{y} + z\hat{z} \). Note that, variables
in bold type represent vectors, italic type reflect scalars, and carets indicate unit vectors.
3.1.1 Equations of Relative Motion

A representative dynamical model serves as the basis for any analysis, so the first task is to derive a set of variational equations of motion. Assuming the only force on the spacecraft is the force of gravity due to a spherically symmetric Earth, the equations of motion for a deputy spacecraft are derived and appear in the following form:

\[
\begin{align*}
\ddot{x} & = \frac{\mu}{r_c^2} + \dot{\theta}_c^2 x - 2\dot{\theta}_c \left( \frac{\dot{r}_c y}{r_c} - \dot{y} \right) - \frac{\mu}{r_d^3} (r_c + x) \\
\ddot{y} & = \dot{\theta}_c^2 y - 2\dot{\theta}_c \left( \ddot{x} - \frac{\dot{r}_c x}{r_c} \right) - \frac{\mu}{r_d^3} y \\
\ddot{z} & = -\frac{\mu}{r_d^3} z
\end{align*}
\]

where \( \mu \) is the gravitational parameter of Earth and \( r_d \) is the distance from Earth center to a deputy spacecraft—such that \( r_d = \left[ (r_c + x)^2 + y^2 + z^2 \right]^{1/2} \). These equations incorporate the chief radial distance, \( r_c \), and true anomaly, \( \theta_c \), that are determined from the conic equations:

\[
\begin{align*}
\ddot{r}_c & = \dot{\theta}_c^2 r_c - \frac{\mu}{r_c^2}, & \quad \dot{\theta}_c & = -\frac{2\dot{r}_c \dot{r}_c}{r_c} 
\end{align*}
\]
Unless otherwise indicated, any simulations use the nonlinear equations of relative motion to represent the dynamics of spacecraft in the Hill frame. These equations of motion are valid for any chief moving on a Keplerian orbit and require no assumptions about the chief eccentricity.

To avoid relative drift, it is necessary that the vehicles within the formation remain at some bounded distance relative to each other. A fundamental concept in formation flying is the matching of the orbital energies of the deputy spacecraft with that of the chief. Recall that the purpose of this investigation is not to design the best formations for a particular mission; rather, the objective is to create a guidance strategy for a formation to achieve any desired geometry. Thus, the formation designs in the simulations highlight features of the guidance algorithm. The formation geometries ensure that the orbital energy matches across the formation members without additional requirements. The specific orbital energy for the chief is represented as $E_c$ and, assuming a conic orbit, is evaluated from the chief orbit semi-major axis, $a_c$: $E_c = -\frac{\mu}{2a_c}$. The specific energy associated with the orbit of a deputy is represented by $E_d$, and is defined as:

$$E_d = \frac{1}{2} \frac{r_d^2}{r_d} - \frac{\mu}{r_d} = \frac{1}{2} \left( (\dot{x} - \dot{\theta}_c y + \dot{r}_c)^2 + (\dot{y} + \dot{\theta}_c (x + r_c))^2 + z^2 \right) \frac{\mu}{\sqrt{(x + r_c)^2 + y^2 + z^2}}$$

If these two energies are equated, the following relationship is produced:

$$\frac{1}{2} \left( (\dot{x} - \dot{\theta}_c y + \dot{r}_c)^2 + (\dot{y} + \dot{\theta}_c (x + r_c))^2 + z^2 \right) \frac{\mu}{\sqrt{(r_c + x)^2 + y^2 + z^2}} = -\frac{\mu}{2a_c}$$

Matching the orbital energies allows naturally bounded formations. For a given chief orbit, an initial deputy position, $\rho$, is selected and the relative velocity values are determined from Equation 6. If the initial relative velocity is arbitrarily assumed in the $\hat{y}$-direction, periodic motion—that is, natural motion circumnavigation (NMC)—is produced as viewed in the Hill frame.
3.1.2 Relative Motion Approximations

There are numerous approximations for the relative motion of orbiting spacecraft, and the guidance algorithm exploits an approximation in the solutions to the delivery and assignment problems. The most well-known approximation is the Clohessy-Wiltshire (also labelled the Clohessy-Wiltshire-Hill or the Euler-Hill) equations—often abbreviated as “CW”. The most typical formulation of the CW equations assumes a circular Chief orbit. The state transition matrix (STM) that essentially maps the variations—i.e., position and velocity relative to the chief—in an initial state to variations downstream; application of the CW approximation yields an STM that is constant. The linear approximation employed for the relative motion dynamics in the guidance algorithm is expressed via the Yamanaka-Ankersen (YA) STM, one that does not assume a circular chief orbit. Since the YA approximation applies to eccentric reference orbits, its region of applicability is much larger than the range that is valid for application of the CW equations. The trade-off is a more complex YA STM than the CW version since it requires information about the chief true anomaly for an accurately computation of the relative motion. Fortunately, evaluating the true anomaly along an orbit is accomplished iteratively for a conic using Kepler’s equation. The YA STM is represented as Φ(t, t₀) and it is employed to propagate the relative position and velocity of a deputy spacecraft at time t₀, ρ₀ and v₀, forward in time:

\[
\begin{bmatrix}
\rho \\
v
\end{bmatrix} = \Phi(t, t₀)
\begin{bmatrix}
\rho₀ \\
v₀
\end{bmatrix}
\]  

(7)

where ρ and v represent the relative position and velocity at time t, respectively. The YA STM is not constant, however the elements of Φ(t, t₀) are constructed analytically and numerical integration is not required for this approximation.

3.1.3 Orbital Perturbations

The initial applications of the strategy to assign and deliver spacecraft in a formation occurs under the assumptions of Keplerian motion. Even in Earth orbit, however, spacecraft are subject to numerous forces including the gravitational effects of Earth oblateness, lunar gravity, solar gravity, atmospheric drag, and numerous smaller accelerations. To demonstrate the applicability of the approach to more complex dynamical models, an additional force is introduced in select simulations, i.e., Earth oblateness. To include such a force into the dynamical model, the numerical integration is accomplished in the Earth Centered Inertial (ECI) frame, although the formulation of the assignment and delivery problems remains in the Hill frame. Thus, for simulations that incorporate oblateness, the equations of orbital motion are perturbed by the Earth J₂, spherical harmonics. The dynamical equations are then rewritten as:
\[ \ddot{X} = -\frac{\mu X}{r^3} - \frac{3}{2} J_2 \left( \frac{\mu}{r^2} \right) \left( \frac{R_e}{r} \right)^2 \left( 1 - 5 \frac{L}{r} \right) \frac{X}{r} \]  

(8)

\[ \ddot{Y} = -\frac{\mu Y}{r^3} - \frac{3}{2} J_2 \left( \frac{\mu}{r^2} \right) \left( \frac{R_e}{r} \right)^2 \left( 1 - 5 \frac{L}{r} \right) \frac{Y}{r} \]  

(9)

\[ \ddot{Z} = -\frac{\mu Z}{r^3} - \frac{3}{2} J_2 \left( \frac{\mu}{r^2} \right) \left( \frac{R_e}{r} \right)^2 \left( 1 - 5 \frac{L}{r} \right) \frac{Z}{r} \]  

(10)

where \( \mu \) is once again the Earth’s gravitational constant, \( R_e \) is the Earth equatorial radius, \( r \) is the orbital radius \( r = \sqrt{X^2 + Y^2 + Z^2} \), and \( J_2 = 1082.63 \times 10^{-6} \) and is non-dimensional. In these equations \( X, Y, \) and \( Z \) represent the ECI \( x, y, \) and \( z \) coordinates, respectively.

### 3.2 Delivery Problem

Once the spacecraft are assigned to their new positions in the formation, the task for the guidance algorithm is delivery of the spacecraft safely and efficiently to these new relative locations. In selecting a delivery approach, a key consideration is the balance between the total sum of the maneuvering \( \Delta V \)'s, the time of flight, and the computational demands. The introduction of the delivery methods occurs, however, prior to developing a framework for the assignment problem, because any decision process for assigning spacecraft to new positions is based on the guidance strategy to be employed for delivery. Two methods for solving the delivery problem are compared, i.e., artificial potential function (APF) guidance as well as model predictive control (MPC).

#### 3.2.1 Artificial Potential Function Guidance

A guidance strategy employing artificial potential functions is an autonomous motion-planning methodology that links the kinematic planning problem with the dynamic execution problem in an efficient manner.\(^{13, 14}\) This linkage is accomplished by creating a potential function that incorporates the necessary system information for the spacecraft to reach its goal: the minimum of the potential is placed at the target location and any obstacle locations are surrounded by areas of high potential. The consequence is a scheme such that the negative gradient of the potential leads to the desired target and avoids any obstacles. This gradient can represent the vehicle path; in this work, the negative gradient serves as the basis for the
design of the spacecraft maneuvers. The APF guidance strategy offers mathematical guidance laws that are implemented in real time and do not require any a priori assumptions concerning the system dynamics. The trade-off for this simplicity is an APF control law that is not inherently optimal. Consequently, the approach in this current analysis actually employs an extension of APF guidance denoted Adaptive Artificial Potential Function (AAPF) guidance. The AAPF guidance strategy employs state transition matrix representation of the system dynamics to adapt the potential field to the natural flow in the system in an effort to improve the propellant performance of the guidance system. The APF guidance scheme in the guidance algorithm is detailed in Wahl and Howell. To create a potential field with the minimum value at the target and large values surrounding the obstacles, the potential function is separated into attractive and repulsive pieces. The attractive potential function is typically a Lyapunov candidate function to ensure that the spacecraft approaches the target asymptotically. The attractive potential, $\phi_a$, is a quadratic function based on the separation between the spacecraft position in the Hill frame, $\rho$, and the target position in the Hill frame, $\rho_t$. It is modeled as follows:

$$\phi_a = \frac{1}{2} (\rho - \rho_t)' Q (\rho - \rho_t)$$  \hspace{1cm} (11)$$

This construction of $\phi_a$ ensures that the attractive potential is a Lyapunov function if the shaping matrix, $Q$, is positive-definite. In the adaptive artificial potential function approach, the matrix, $Q$, is ‘shaped’ to align with the natural flow in the relative motion dynamics. This information is available through the YA state transition matrix. Muñoz develops the shaping process. The companion component for APF guidance is the repulsive potential, $\phi_r$. For $N$ obstacles, define the repulsive potential as follows:

$$\phi_r = \frac{K}{2} \sum_{i=1}^{N} \frac{(\rho - \rho_{o,i})' Q (\rho - \rho_{o,i})}{(\rho - \rho_{o,i})' P (\rho - \rho_{o,i})^{-1}}$$  \hspace{1cm} (12)$$

Here, $K$ is a constant scalar weighting factor and is determined by the user, $\rho_{o,i}$ represents the position of the $i$-th obstacle in the Hill frame, and $P$ is a positive-definite matrix that describes the size and shape of an ellipsoid. To structure the denominator in the repulsive potential, to create an ellipsoid of repulsion around each obstacle. This ellipsoid accommodates uncertainty in the obstacle position and shape. The numerator essentially includes the attractive potential to ensure that the target position is at the minimum of the total potential—similar to the method described by Ge and Cui as well as Muñoz. Tagging the other satellites as obstacles prevents intra-formation collisions, however, it is also possible to include obstacles beyond the formation members, e.g., debris or even other satellites.
To guide the spacecraft to the target location, the APF algorithm determines the relative velocity required at departure. The negative gradient of the total potential produces the desired velocity, $v_d$, for the spacecraft to reach the target while avoiding collisions. The total potential is the sum of the attractive and repulsive portions: $\phi = \phi_a + \phi_r$. The desired velocity is then:

$$v_d = -\nabla \phi = -\nabla \phi_a - \nabla \phi_r$$  \hspace{1cm} (13)

This desired velocity vector, $v_d$, as defined in the Hill frame and relative to the chief, guides the spacecraft to the target location—provided the target is stationary. To reach a moving target, the spacecraft must match both the target position and velocity to enable a rendezvous or to achieve the correct motion for the formation. The velocity matching is accomplished with a strategy similar to one used by Ge and Cui as well as Muñoz: a simple velocity matching condition that is added to the $v_d$ computation.\textsuperscript{15, 17}

To implement the velocity matching condition, combine the difference between the spacecraft and target velocities with the desired velocity from the negative gradient of the potential function. Additionally, a velocity-vector-angle-separation threshold serves as a check to determine if a maneuver is necessary. The velocity vector for the spacecraft, in terms of the Hill frame, is represented by $v$ and the target velocity vector by $v_t$, where the components are defined:

$$v = \begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{z} \end{bmatrix}^T$$ \hspace{1cm} (14)

An error in velocity, $\epsilon_v$, is defined as the difference between the spacecraft and target velocity vectors:

$$\epsilon_v = v - v_t$$ \hspace{1cm} (15)

The angle, $\psi$, between $\epsilon_v$ and $v_d$ is also defined:

$$\psi = \arccos \left( \frac{\epsilon_v \cdot v_d}{|v_d||\epsilon_v|} \right)$$ \hspace{1cm} (16)

If $\psi$ is larger than a user-defined threshold, $\psi^*$, then the APF guidance strategy recommends an impulsive maneuver, $\Delta V$, defined as the difference between $v_d$ and $\epsilon_v$:

$$\Delta V = v_d - \epsilon_v$$ \hspace{1cm} (17)
Again, express this impulsive $\Delta V$ in terms of Hill frame coordinates and define it relative to the chief. In this investigation, a threshold angle such that, $\psi^* = 45^\circ$, is incorporated throughout the analysis.

For efficiency, any maneuver recommended by the guidance law should be feasible to accomplish. Since artificial potential function guidance and, to a lesser extent, adaptive artificial potential function guidance uses the distance between the spacecraft and target as the basis for determining the size of the recommended maneuvers, APF and AAPF can both recommend $\Delta V$ values that are not feasible for actual implementation. Incorporating an approximation to the natural dynamics in the AAPF computations reduces this effect, but may not eliminate it in every scenario. Capping the size of individual maneuvers in the simulations bounds the available impulsive $\Delta V$ magnitude, $\Delta V$, via an upper limit. For the simulations here, each impulsive $\Delta V$ is capped at 0.5 m/sec. Thus, at this time, the total $\Delta V$ along a trajectory is not limited, but each impulsive maneuver is bounded by 0.5 m/sec. Conversely, there is no lower bound on $\Delta V$; such a lower bound can be incorporated.

Some parameters in the APF structure are straightforward to tune. These include $K$, $P$, and the look-ahead time, $\tau$. The look-ahead time determines the forward propagation time for the YA STM, which is then used to create the attractive potential, $\varphi_a$. The selection for the look-ahead time, $\tau$, impacts the performance of the APF guidance algorithm; however, thus far, the investigation has not revealed a consistent “best” choice for the value of $\tau$. For the simulations in this investigation, unless otherwise noted, a constant $\tau$ value equal to one-fourth of the chief orbital period is consistently applied. This value for $\tau$ incorporates sufficient relative motion information to plan useful maneuvers but does not adversely affect the computational time. The other two parameters influence the repulsive potential, $\varphi_r$, and, in this investigation, unless otherwise noted, $K$ is assigned a value of $1/20$, and $P$ is fixed to equal $P = \left(\sqrt{25^2}\right) \times I_{3,3}$. This selection for $P$ creates a sphere of repulsion with a 25-m radius, i.e., obstacles of substantial size. This value of $K$ delivers reliable obstacle avoidance while not recommending unnecessarily large maneuvers.

3.2.2 Model Predictive Control Algorithm

Artificial potential function guidance possesses advantages and disadvantages. The main advantages include its computational simplicity that enables on-board operation and its inherent obstacle avoidance capability that prevents collisions. The main disadvantage of an
APF guidance strategy is the inefficient use of maneuvers. While an adaptive artificial potential function alteration mitigates these inefficiencies, an alternative guidance approach may yield more propellant-efficient trajectories. Thus, a model predictive control (MPC) strategy as an alternative approach is explored for solving the delivery problem and to serve as a comparison for maneuver efficiency. Model predictive control (MPC) is an optimization-based control strategy that is structured and implemented in numerous ways. To enable a reduction in the computational load and delivery of a guidance algorithm more amenable to on-board implementation, the optimization of the cost function is recast as a quadratic programming problem as described by Brand et al.\textsuperscript{18} The approach requires a linear model of the dynamics and, for this investigation, the Yamanaka-Ankersen state transition matrix is employed to approximate the relative motion dynamics.\textsuperscript{12} Recasting the optimization of the MPC cost function as a quadratic programming problem offers a more efficient solution process, for example, using the interior-point and active-set methods described by Wright.\textsuperscript{19} However, one of the disadvantages of using quadratic programming to solve the optimization problem is its requirement for linear inequality constraints. Obstacles, e.g., other spacecraft or general debris, represent nonlinear constraints on the spacecraft trajectory—to avoid collisions. To overcome the problem of collisions requires the introduction of two additional steps. The first is establishing ellipsoidal path constraints about any obstacles in a manner similar to Jewison et al.\textsuperscript{20} These nonlinear constraints violate the parameters of a quadratic problem, so a nonlinear optimization method—like sequential quadratic programming—is now required. The second step is the inclusion of an element in the cost function that seeks to maximize the separation between the spacecraft and any obstacles.

### 3.2.2.1 Objective Function Design

Model predictive control is essentially a receding horizon approach to compute a future control profile that optimizes an open-loop performance objective. Over a number of future time-steps, $N$, a series of control inputs, $u_i$, are computed such that a cost function is minimized; subsequently, only the first control input is implemented and, at the next time step, the process repeats with the computation of a new series of $u_i$. A type of feedback loop is implemented such that the positions and velocities for both the spacecraft and target are updated and as the future control inputs are reconstructed at each step. As previously noted, the dynamic model incorporated into the MPC guidance scheme is linear. The model for the linear dynamics:

$$x_{k+1} = \Phi(t_{k+1},t_k)(x_k + Bu_k)$$

\textsuperscript{(18)}
where $x_k$ is the state of the spacecraft as observed in the Hill frame, $x = [\rho, v]^T$ at time $t_k$, $u$ represents the impulsive $\Delta V$ maneuver, $\Phi(t_{k+1}, t_k)$ is the YA STM from time $t_k$ to $t_{k+1}$. The control matrix, $B$, is defined as: $B = [0_{3x3} \ I_{3x3}]$. This formulation does allow the incorporation of the Yamanaka-Ankersen state transition matrix, not as a constant matrix, but one that evolves with time.

The objective function for minimization is based on the quadratic difference between the spacecraft state at each time step, $x_k$ and the target state at the final time step (originating from time step $k$), $x_k^*$ and a quadratic function of the control cost at each time step, $u_k$. The optimization problem as characterized:

$$\min_{U_k} J(U_k, x_k) \quad (19)$$

where $U_k$ is a stacked vector of the control vectors, $U_k = [u_k, K, u_{k+\mathcal{N}-1}]^T$, and the objective function, $J$, is a balance between the deviations and the control effort: $J(U_k, x_k) = J_1(x_k) + J_2(U_k)$. The first component, $J_1$, addresses the state differences:

$$J_1(x_k) = (x_{k+\mathcal{N}} - x_k^*)^T \bar{S}(x_{k+\mathcal{N}} - x_k^*) + \sum_{i=1}^{\mathcal{N}-1} (x_{k+i} - x_k^*)^T \bar{S}(x_{k+i} - x_k^*) \quad (20)$$

where $S$ is the weighting (or penalty) matrix on the difference in the six-dimensional state for all but the final time step; then, the matrix $\bar{S}$ is the weighting on the final time step. In the operational guidance algorithm, the weights are assigned values such that $S = 10^{-10} I_{6x6}$, where $I$ is the identity matrix. The weighting on the final state variation, $\bar{S}$ is formed from the discrete-time algebraic Riccati equation, i.e.:

$$\bar{S} = \Phi(t_{k+\mathcal{N}}, t_k)^T \bar{S}\Phi(t_{k+\mathcal{N}}, t_k) + S^* - H^T (R + B^T \bar{S}B) H$$

$$H = (R + B^T \bar{S}B)^{-1} B^T \bar{S}\Phi(t_{k+\mathcal{N}}, t_k) \quad (21)$$

where $S^*$ functions as an initial value for $\bar{S}$, with a value such that $S^* = 10^{-1} I_{6x6}$. Note that $R$ is also a weighting matrix on the control cost. Prior to every time step, the discrete-time algebraic Riccati equation is solved for $\bar{S}$, but this computation is efficiently accomplished with a numerical algorithm. The second component of $J$ is then defined:
\[ J_2(U_k) = \sum_{i=0}^{N-1} u_{k+i}^T R u_{k+i} \]  

(22)

where \( R \) is the weighting on the control cost, which also appears in Equation 21, and is equal to \( R = 2 \times 10^4 I_{3 \times 3} \). These values of \( R, S^* \) and \( S \), and the large differences between them, are selected to prioritize the minimization of \( \Delta V \) rather than the minimization of the difference in spacecraft-target state vectors, while still delivering the spacecraft to the target.

### 3.2.2.2 Quadratic Program Formulation

The optimization problem as defined in Section 3.1 in Equation 19 can be recast as a quadratic programming problem in a manner described by Brand et al.\(^{18}\) Recasting the optimization problem as a quadratic programming problem allows a solution with a fast numerical algorithms—thus, easing the computational burden on the spacecraft processes. This quadratic programming problem is written in the form:

\[
\min_{U_k} \left( \frac{1}{2} U_k^T Q U_k + H^T U_k \right)
\]

\[
V U_k \leq W
\]

(23)

The matrices \( Q \) and \( H \) are produced from combinations of the weighting matrices \( R, \tilde{S}, \) and \( S \), the control matrix, \( B \), and the YA STM, \( \Phi(t_{k+1}, t_k); \) the constraint matrices \( V \) and \( W \) are then produced from any path or control constraints input by the user. The details for the construction of these matrices appear in Brand et al.\(^{18}\). The time varying nature of the Yamanaka-Ankersen STM requires a slight modification of the linear system representation, but this change is accomplished in Equation 18. Despite easing the computational burden over the optimization process, the quadratic program formulation is limited to only linear constraints—the \( V \) and \( W \) matrices. Obstacles viewed in the relative motion frame present non-linear constraints along the path, which must be avoided to prevent collisions.

### 3.2.2.3 Obstacle Avoidance

One of the necessary features in any autonomous solution to the delivery problem is the successful avoidance of collisions between the spacecraft in the formation and other obstacles. An inherent advantage exists in favor of artificial potential function guidance since obstacle avoidance is a fundamental APF characteristic with the inclusion of a repulsive potential.
Formulation of the optimization step in a model predictive control scheme as a quadratic programming problem greatly reduces the computational burden on an optimizer but, to successfully avoid collisions, the strict quadratic programming structure is abandoned in this implementation. Robust obstacle avoidance in the MPC guidance system is incorporated in two alternate steps. First, in a method similar to one described by Jewison et al., the MPC optimization problem is solved with a constrained non-linear optimization algorithm, in this application, sequential quadratic programming (SQP), with ellipsoidal path constraints surrounding every obstacle. The second step is the inclusion of a third element in the cost function in Equation 19, such that an additional penalty is introduced as the spacecraft approaches any obstacle; the inclusion of this element is motivated by previous experience with APF guidance and its success in collision avoidance.

To create the constraints for the model predictive control path, the motion of the spacecraft and any obstacles are also modeled over a series of time-steps. Similar to creating the path of the spacecraft through the stacked control vector, $U_k$, and the YA STM, the paths of any obstacles are also modeled with the same linear approximation. The state corresponding to an obstacle at time $t_k$ in the Hill frame is represented as $x_{o,k}$, and the obstacles are assumed to move only with the natural dynamics—i.e., they do not introduce any maneuvers. Depending on the length of the time steps, it may be necessary to interpolate between the time steps to properly avoid collisions; for example, the time steps in the cost function are nominally 5 minutes apart but potential collisions may occur between the 5 minute measurements. Interpolation adds numerous elements to the constraint function—adding to the computational load. To offset this increase, the constraint computations over the time steps are not fully activated. Over the total number interpolated steps, an inequality constraint must be satisfied for every step $i$:

$$c(i) = 1 - (\rho_i - \rho_{o,i})^T P (\rho_i - \rho_{o,i}) < 0$$

(24)

where $\rho_i$ and $\rho_{o,i}$ represent the position of the spacecraft and obstacle relative to the Chief in the Hill frame at step $i$. The matrix $P$ is the same quantity that appears in the APF guidance method that serves to define an ellipsoid surrounding every obstacle. This constraint is applied for every obstacle, which, at a minimum, includes the other spacecraft in the formation.
The second step incorporated to avoid obstacles is the addition of an element to the objective function. Thus, the cost function includes a third term, i.e., $J = J_1 + J_2 + J_3$. The new addition, $J_3$, is structured similarly to the repulsive potential, $\phi_r$, from the APF guidance scheme. For $N$ obstacles and $N$ time steps:

$$J_3 = K \sum_{j=1}^{N} \sum_{i=1}^{N} \left( \left( \rho_{k+i} - \rho_{o,j,k+i} \right)^T P \left( \rho_{k+i} - \rho_{o,j,k+i} \right) - 1 \right)^2$$

(25)

where $\rho_i$ is the position of the spacecraft at step $i$ and $\rho_{o,j,i}$ is the position of the $j$-th obstacle at step $i$. An ellipsoidal boundary—of size and shape determined by $P$—is established around each obstacle. Once again, $P$ is the same matrix that appears in the APF delivery scheme. The weighting on $J_3$ is $K$, which is not the same weighting, $K$, used in $\phi_r$, and is selected to be sufficiently large to influence the path away from obstacles, but not so large as to prevent reaching the target.

### 3.2.3 Demonstrations

A demonstration of the MPC guidance strategy appears in Figure 2(a). For this first simulation, there are no obstacles present. The spacecraft initial position is highlighted by the red circle, and the initial path is the green dashed line. The target trajectory is plotted in blue, and the spacecraft trajectory in red. The final position of the spacecraft is represented as a red square, while the target appears as a blue asterisk. The black arrows indicate the initial direction of motion, while the colored arrows represent the location and direction of maneuver $\Delta V$'s. For this simulation, the chief orbit is characterized by a perigee altitude of 1,276 km and an eccentricity of 0.125. The MPC guidance scheme uses the previously described values for $\bar{S}$, $S$, and $\mathcal{R}$. Each time step is 5 minutes, and the guidance looks ahead for $N = 11$ time steps. The MPC guidance scheme uses 0.48 m/s of maneuvering $\Delta V$ and requires 180 minutes to complete the maneuver. A demonstration of the MPC performance in the presence of obstacles is demonstrated in Figure 2(b). The chief orbit and the initial conditions for the spacecraft and target are identical to the previous example. An obstacle, a sphere of radius 25 m, is added with an initial position and velocity defined to intercept the spacecraft trajectory.
from Figure 2(a). The colored spheres indicate the position of the obstacle at each time step, with the green shading representing the beginning of the simulation evolving to red later in the simulation. The MPC cost function includes $\mathcal{K} = 100$ in $\mathcal{J}_3$, and the collision constraint, described in Equation 24, is applied over the first two look ahead time steps with an interpolation every 20 seconds. The MPC guidance strategy consumes 0.52 m/s of maneuvering $\Delta V$ and, again, uses 180 minutes to complete this maneuver.

![Figure 2. Demonstration of MPC Guidance](image)

(a) No obstacles. (b) Moving obstacle.

### 3.3 Auction Algorithm

The assignment problem is formulated as the task of assigning spacecraft to new positions in the formation; consequently, $n$ spacecraft must be matched to $n$ targets in the desired formation. A quantifiable cost, $b_{ij}$, is associated with the matching of each spacecraft $i$ to target $j$, and the goal is the assignment that minimizes the total cost to the entire formation. This construction of the assignment problem is known as a “linear sum assignment problem” and there are numerous approaches to solving such problems, each with advantages and disadvantages.\(^8\) As previously discussed, the overarching guidance scheme employs an auction process (also labelled an “auction algorithm”) to assign the spacecraft; the auction algorithm is attractive because of its computational simplicity, its success in producing near-equilibrium (minimized cost) assignments,\(^7\) and its ability to be implemented in parallel.\(^21,22\)
In Wahl and Howell, the auction process is based on the strategy of Bertsekas and involves preassigning the targets to spacecraft before initiating the auction algorithm proper. In certain cases, this initialization of the algorithm biases the result of the auction process so that the result is no longer the “best” assignment for the formation. This defect is corrected via an improved auction process also based on the framework of Bertsekas. The main difference with the improved version is a step that separates each auction round into a bidding phase and an assignment phase, thus eliminating the initialization bias and adding extra functionality to the auction procedure.

### 3.3.1 Cost, Price, Expense, and Satisfaction

A key to a successful auction is determining the costs associated with each spacecraft target pairing such that the final assignment corresponds to a desirable formation from the operator viewpoint. The costs used in the auction are based on the estimated \( \Delta V \), the estimated time of flight (\( ToF \)), or some suitable combination. Before the auction commences, the algorithm first determines the cost values for each spacecraft to reach every target. These estimates are produced via running a simulation of the spacecraft traveling to every target using the YA STM to represent the relative motion dynamics and either the APF or MPC (depending on which approach is used during the computation of the maneuver) guidance strategy to deliver the spacecraft. In these cost calculation simulations, no obstacles are incorporated, and, in the MPC case, the quadratic-programming formulation computes the control costs. For example, for spacecraft \( i \) traveling to target \( j \), the maneuvering \( \Delta V \) in the simulation is \( \Delta V_{ij} \) in units of m/s and time required is \( ToF_{ij} \) in units of the chief orbital period. These are combined to yield the cost of target \( j \) for spacecraft \( i \) such that:

\[
b_{ij} = \Delta V_{ij}^F \cdot ToF_{ij}^L\]

where \( F \) and \( L \) are the scalar weightings on maneuvering cost and time of flight, respectively. In a more sophisticated strategy, the weightings can be separated by spacecraft, \( F_i \) and \( L_i \), by target, \( F_j \) and \( L_j \), or some combination of the two. In the examples here, the values of \( F \) and \( L \) are always either 1 or 0, such that if \( F = 1 \) then \( L = 0 \) and vice versa; thus, the cost is based solely on \( \Delta V \) or \( ToF \).
Separate from the cost assessed for every pairing, each target also commands its own price. The prices can be initially set to the same value over all targets, or the prices can be set individually. For target \( j \), the price is denoted \( p_j \). As the auction proceeds, the prices may rise, and the desirability of the targets are modified. The expense of target \( j \) to spacecraft \( i \) is represented by \( v_{ij} \) and is the combination of cost and price, i.e.:

\[
v_{ij} = b_{ij} + p_j
\]

In the auction, each spacecraft is seeking to minimize its expense. Spacecraft \( i \) is “satisfied” with target \( j \) if:

\[
v_{ij} = \min_{k=1,K,m} \{v_{ik}\} + \epsilon
\]

where \( \epsilon \) is a slack variable introduced to prevent tie bids and to speed up the auction process—this technique is labeled as “\( \epsilon \)-Complementary Slackness.” An “equilibrium assignment” occurs when all spacecraft are satisfied. Bertsekas investigates the optimal size for \( \epsilon \) and determines that, for \( n \) members of the auction, the optimal size is \( \epsilon < 1/n \). In the auction algorithm incorporated into the guidance strategy, \( \epsilon = 1/(n+1) \). As the number of spacecraft, \( n \), increases, \( \epsilon \) decreases.

### 3.3.2 Bidding Phase

Once all the costs are computed for every spacecraft, the auction begins. In the beginning, all the spacecraft are unassigned, and, as the auction proceeds, spacecraft are gradually assigned until the auction terminates with every spacecraft assigned to a target. Each round of the auction starts with the bidding phase and only unassigned spacecraft participate in the bidding phase. Let \( I \) indicate the subset of unassigned spacecraft. Then for each spacecraft \( i \), where \( i \in I \), the algorithm determines the target, \( j_i \), with the minimum expense for spacecraft \( i \):

\[
j_i = \text{argmin}_{j \in A(i)} \{v_{ik}\}
\]

where \( A(i) \) is the subset of targets that are available to spacecraft \( i \). For the following simulations, every target is available to every spacecraft, so \( A(i) = 1, \ldots, n \). However, this auction formulation allows for scenarios where certain spacecraft are restricted to subsets of the targets. With the most desirable target identified, the corresponding minimum expense, \( v_i \), is also constructed:
\[ v_i = v_{j_i} = b_{j_i} + p_{j_i} = \min_{j \in D(i)} \{ v_j \} \] 

(30)

The second lowest expense, \( \omega_i \), is also evaluated:

\[ \omega_i = \min_{j \in D(i), j \neq j_i} \{ v_j \} \] 

(31)

With the lowest, \( v_i \), and second lowest, \( \omega_i \), set of expenses determined, spacecraft \( i \) will create a bid, \( \gamma_i \), for target \( j_i \), one that is based on the difference between the minimum and second lowest expense such that:

\[ \gamma_i = \omega_i - v_i + \varepsilon \] 

where the slack variable, \( \varepsilon \), once again emerges to ensure that the minimum bid size is \( \varepsilon \). Every unassigned spacecraft is processed and submits a bid. It is possible that one target receives multiple bids and several targets receive no bids. The auction algorithm records which targets received bids, the bid values, and the spacecraft bidding. The auction then moves into the assignment phase.

### 3.3.3 Assignment Phase

In the assignment phase, every target that received a bid follows up with a procedure to be assigned a spacecraft. For target \( j \), let \( \Pi(j) \) be the set of spacecraft submitting bids. First, the algorithm identifies the bidder, \( i_j \), with the highest bid:

\[ i_j = \arg \max_{i \in \Pi(j)} \{ \gamma_i \} \] 

(33)

The corresponding maximum bid, \( \gamma^* \), is determined:

\[ \gamma^* = \max_{i \in \Pi(j)} \{ \gamma_i \} \] 

(34)

Next, target \( j \) is assigned to spacecraft \( i_j \) and target \( j \)'s price, \( p_j \), increases by \( \gamma^* \):

\[ p_j^+ = p_j^- + \gamma^* \] 

(35)
where \( p_j^- \) represents the prior price and \( p_j^+ \) represents the price after the bid is added. Any spacecraft that was previously assigned to target \( j \) is now unassigned, and any other spacecraft in \( \Pi(j) \) remain unassigned. Once every target that received a bid goes through this procedure and the prices are accordingly adjusted, the algorithm returns to the bidding phase and the process repeats if any spacecraft remain unassigned. The auction terminates once every spacecraft is assigned, and that assignment is then used in the delivery phase of the guidance algorithm. The improved auction structure allows for scenarios with an unequal number of spacecraft and targets, perhaps representing a formation that has lost one or more spacecraft.

### 3.3.4 Demonstration

A demonstration of the improved auction process begins with the formation as illustrated in Figure 3. The chief orbit for this scenario is characterized by a perigee altitude of 1,000 km and an eccentricity of 0.1; the chief location in the Hill frame is depicted as a black asterisk. The initial positions of the spacecraft (corresponding to the chief perigee) are denoted as red circles and numbered 1 through 4. The initial positions of the targets in the desired formation are depicted as blue circles and identified as \( A \) through \( D \), their trajectories are represented in blue with arrows indicating the direction of motion. For this simulation, the auction employs the APF guidance scheme to compute the costs. Additionally, the costs are solely evaluated from the estimated \( \Delta V \), so \( F = 1 \) and \( L = 0 \) in Equation 26. The costs corresponding to each pairing are summarized in Table 1. Initially, all the targets are assigned the same price, i.e., zero.

![Figure 3. Auction Example](image)

Spacecraft Initial Positions Depicted as Red Circles, the Target Trajectories in Blue, the Chief Pint as a Black Asterisk, and Target Initial Positions as blue Circles. Arrows Indicate the Direction of Motion
With the costs for each pairing tabulated, the auction begins. Evident in Table 1, target \( C \) possesses the lowest cost for each spacecraft and, therefore, receives bids from all four spacecraft. In the first round, spacecraft 4 offers the largest bid, thus, it is assigned to target \( C \), and the price for target \( C \) is increased. Since spacecraft 1 through 3 are still unassigned, the auction continues. For this scenario, the auction terminates after seven rounds—when all spacecraft are assigned to targets. The final price for each target is listed in Table 2; clearly, the highest price occurs for target \( C \)–corresponding to its desirability—and target \( D \) earns the lowest price—corresponding to its high cost for every spacecraft.

The measure for an assignment is defined as the satisfaction as described in Equation 28. A summary reflecting the final assignment of each spacecraft (S/C) appears in Table 3. For each spacecraft, the final assignment (\( Tar \)), the corresponding expense (\( Exp \)), the minimum expense (\( Exp^* \)), and the corresponding desired target (\( Tar^* \)) are included. There are two spacecraft (3 and 4) that are not assigned to their most desired target (\( A \) and \( C \), respectively). However, these spacecraft are within \( \varepsilon \) of their minimum expenses, demonstrating that these spacecraft are “satisfied” with the assignment. (For four

**Table 1. Pairing Costs for Figure 3 (Unit-less)**

<table>
<thead>
<tr>
<th></th>
<th>( A )</th>
<th>( B )</th>
<th>( C )</th>
<th>( D )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.5147</td>
<td>4.0046</td>
<td>0.7919</td>
<td>4.2242</td>
</tr>
<tr>
<td>2</td>
<td>2.4462</td>
<td>2.7876</td>
<td>1.8264</td>
<td>4.0153</td>
</tr>
<tr>
<td>3</td>
<td>1.6945</td>
<td>3.2936</td>
<td>1.1334</td>
<td>5.2550</td>
</tr>
<tr>
<td>4</td>
<td>2.1595</td>
<td>4.4362</td>
<td>0.9358</td>
<td>3.3961</td>
</tr>
</tbody>
</table>

**Table 2: Final Prices for Targets in Figure 3**

<table>
<thead>
<tr>
<th></th>
<th>( A )</th>
<th>( B )</th>
<th>( C )</th>
<th>( D )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p )</td>
<td>1.9634</td>
<td>0.6625</td>
<td>2.7245</td>
<td>0.4643</td>
</tr>
</tbody>
</table>

**Table 3. Final Assignment and Expenses for Figure 3**

<table>
<thead>
<tr>
<th>( S/C )</th>
<th>( Tar )</th>
<th>( Exp )</th>
<th>( Exp^* )</th>
<th>( Tar^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( A )</td>
<td>3.4781</td>
<td>3.4781</td>
<td>( A )</td>
</tr>
<tr>
<td>2</td>
<td>( C )</td>
<td>3.4501</td>
<td>3.4501</td>
<td>( B )</td>
</tr>
<tr>
<td>3</td>
<td>( D )</td>
<td>3.8579</td>
<td>3.6579</td>
<td>( A )</td>
</tr>
<tr>
<td>4</td>
<td>( C )</td>
<td>3.8603</td>
<td>3.6603</td>
<td>( C )</td>
</tr>
</tbody>
</table>
spacecraft $\varepsilon = 1/5$.) The auction process succeeds in producing satisfactory assignments for the formation.

4 RESULTS AND DISCUSSION

The performance of the complete guidance algorithm is analyzed through maneuver simulations in several formation reconfiguration scenarios. The differences between the performance of the APF and the MPC delivery options are noted. The initial scenario (Pentagon Reconfiguration) involves a 5-spacecraft formation with a chief orbit perigee altitude of 1,000 km and eccentricity of 0.1. In this formation, the chief location is actually unoccupied by any spacecraft and exists only as a reference point. The initial state for this scenario is displayed in Figure 4, where the spacecraft initial positions are represented as red circles, and the target formation appears in blue. The spacecraft are numbered 1-5 and the targets are A - E. For the following simulations, no additional obstacles are included; that is, the spacecraft are only avoiding intra-formation collisions.

Figure 4. Pentagon Reconfiguration Spacecraft Initial Positions

The Pentagon reconfiguration spacecraft initial positions are depicted as the Red Circles, the Target Trajectories in Blue, the Chief Point as a Black Asterisk, and Target Initial Positions as Blue Circles. Arrows Indicate the Direction of Motion
Four simulations are presented for this starting scenario. Each delivery method, MPC and APF, is tested and each auction cost computation, i.e., all \( \Delta V \) or all ToF is employed. The internal parameters for each delivery method are described previously, except for \( K \) in Equation 25—which is set equal to 0.2. Unless otherwise noted, all simulation dynamics assume a spherically symmetric Earth. The results from the simulations appear in Table 4, where the Delivery Method “DM” column indicated the delivery method, “Auc” reflects the auction cost evaluations approach, underneath each “S/C” is the spacecraft assignment, “ \( \Delta V \)” lists the total formation maneuvering \( \Delta V \), and “Time” is the time interval required for all the reconfiguration maneuvers. For this scenario, the MPC delivery method produces maneuvers that use less \( \Delta V \) when compared to the APF method, and–conversely–the APF method offers much shorter times of flight. This result is not surprising since the MPC method is built around optimizing control usage. The different auction cost computation approaches do not result in a significant difference as the delivery schemes, however, there is an effect. For MPC delivery, there is no difference in the time of flight; the resulting \( \Delta V \) values are different, however, with the lower \( \Delta V \) value emerging from the auction using estimated \( \Delta V \) in its cost calculations. For APF delivery, the results conform to expectations. The assignment based on ToF yields a lower time of flight, and the assignment based on \( \Delta V \) produces a lower total control cost. The formation maneuver with MPC delivery and \( \Delta V \) auction weighting is plotted in Figure 5(a) and the formation maneuver with APF delivery and ToF auction weighting is shown in Figure 5(b). Clearly, the differences in the paths are evident.

Table 4. Guidance Comparison Results for Figure 4

<table>
<thead>
<tr>
<th>DM</th>
<th>Auc</th>
<th>S/C 1</th>
<th>S/C 2</th>
<th>S/C 3</th>
<th>S/C 4</th>
<th>S/C 5</th>
<th>( \Delta V ) [m/s]</th>
<th>Time [min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPC</td>
<td>( \Delta V ) ToF</td>
<td>E D</td>
<td>A A</td>
<td>B B</td>
<td>C E</td>
<td>D C</td>
<td>8.05</td>
<td>300</td>
</tr>
<tr>
<td>MPC</td>
<td>( \Delta V ) ToF</td>
<td>D C</td>
<td>A B</td>
<td>B A</td>
<td>C D</td>
<td>E E</td>
<td>8.39</td>
<td>300</td>
</tr>
<tr>
<td>APF</td>
<td>( \Delta V ) ToF</td>
<td>D C</td>
<td>C D</td>
<td>E E</td>
<td>A B</td>
<td>B A</td>
<td>10.13</td>
<td>142.5</td>
</tr>
<tr>
<td>APF</td>
<td>ToF</td>
<td>C D</td>
<td>E E</td>
<td>A B</td>
<td>B A</td>
<td>C D</td>
<td>10.82</td>
<td>138</td>
</tr>
</tbody>
</table>
Figure 5. Pentagon Reconfiguration Spacecraft Trajectories

The pentagon reconfigure spacecraft trajectories are in red, Target Trajectories in Blue. Colored Arrows Indicate the Direction and Location of Impulsive Maneuvers, Black Arrows Indicate Direction of Motion

The second scenario (Tetrahedron Deployment) involves a simulated deployment maneuver. The four spacecraft originate close to the chief location and then move to a formation selected to form a tetrahedron at the chief orbit perigee. The chief orbit has a perigee altitude of 3,189 km and eccentricity of 0.15. The scenario starting conditions are displayed in Figure 6, where the spacecraft initial positions are denoted by red circles, and the target formation trajectories are in blue with the positions at perigee represented by blue circles. The initial—that is, before any maneuvers are performed—trajectories of the spacecraft are in red as well. The spacecraft are numbered 1 - 4 and the targets are A - D. Once again, no extra-formation obstacles are included in the simulations.

Again, four simulations are presented for this deployment scenario. Each delivery method, MPC and APF, is tested with each auction cost computation approach, all \( \Delta V \) or all ToF. The internal parameters for each delivery method are the same as in the previous example, and the simulation dynamics again assume a spherically symmetric Earth. The results for the simulations are presented in Table 5. There is a surprising result that the MPC delivery method does not give the lowest \( \Delta V \) maneuvers. The APF delivery with \( \Delta V \) auction weighting gives the lowest, followed by the two MPC simulations, and then the other APF simulation. Once again, the MPC simulations have the same time of flight, but the \( \Delta V \) weighted auction does have a lower maneuver cost. The APF simulations behave as expected, with the ToF auction weighting delivering a shorter time of flight, but higher \( \Delta V \) cost. The formation maneuver with MPC delivery and ToF auction weighting is plotted in Figure 7(a) and the formation maneuver with APF delivery and \( \Delta V \) auction weighting is shown in Figure 7(b).

(a) MPC Formation Guidance  (b) APF Formation Guidance
Figure 6. Tetrahedron Deployment. Spacecraft Initial Positions

Can be shown depicted as Red Circles, the Target Trajectories in Blue, the Chief Point as a Black Asterisk, and Target Initial Positions as Blue Circles. Arrows Indicate the Direction of Motion

Table 5. Guidance Comparison Results for Figure 6

<table>
<thead>
<tr>
<th></th>
<th>Auc</th>
<th>S/C 1</th>
<th>S/C 2</th>
<th>S/C 3</th>
<th>S/C 4</th>
<th>( \Delta V ) [m/s]</th>
<th>Time [min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPC</td>
<td>ΔTV</td>
<td>C</td>
<td>A</td>
<td>C</td>
<td>A C</td>
<td>4.09</td>
<td>220</td>
</tr>
<tr>
<td>MPC</td>
<td>ΔTV</td>
<td>B</td>
<td>A</td>
<td>D</td>
<td>B D</td>
<td>4.36</td>
<td>220</td>
</tr>
<tr>
<td>APF</td>
<td>ΔTV</td>
<td>B</td>
<td>A</td>
<td>D</td>
<td>B A</td>
<td>3.66</td>
<td>185</td>
</tr>
<tr>
<td>APF</td>
<td>ΔTV</td>
<td>D</td>
<td>B</td>
<td>C</td>
<td>D C</td>
<td>5.29</td>
<td>118.5</td>
</tr>
</tbody>
</table>

Figure 7. Tetrahedron Deployment. Spacecraft Trajectories

Are shown in Red, Target Trajectories in Blue. Colored Arrows Indicate the Direction and Location of Impulsive Maneuvers, Black Arrows Indicate Direction of Motion
For the final scenario ($J_2$ Deployment), the simulations take place under dynamics perturbed by Earth $J_2$ spherical harmonic and utilizing Equations 8 - 10. The chief orbit for this simulation once again has a perigee altitude of 1,000 km, eccentricity of 0.1, and an inclination of 10 degrees. The scenario is once again a deployment maneuver for a 4-spacecraft formation, and the spacecraft starts at similar locations as in Figure 6(a); however, the target formation is different. The target formation and initial spacecraft positions are displayed in Figure 8, with the targets labeled $A$ through $D$.

![Figure 8. $J_2$ Deployment Spacecraft Initial Positions](image)

As shown in the figure above $J_2$ deployment spacecraft initial positions are the Red Circles, the Target Trajectories in Blue, the Chief Point as a Black Asterisk, and Target Initial Positions as Blue Circles. Arrows Indicate the Direction of Motion.

The first simulation for this scenario uses the MPC guidance scheme to deliver the spacecraft and the auction algorithm with $\Delta V$ weighting to assign the targets to spacecraft. The full maneuver is displayed in Figure 9(a) with the spacecraft details in Table 6. The formation total maneuver $\Delta V$ is 13.18 m/s and the time of flight is 610 minutes. This long time of flight is reflected in the trajectories of the spacecraft in Figure 9(a); these trajectories “shadow” the paths of the targets for several revolutions before finally achieving the formation. This “shadowing” behavior is due to the influence of the $J_2$ perturbation on the spacecraft which is not modeled by the Yamanaka-Ankersen STM used in the MPC calculations; thus, a larger number of maneuvers are required to deliver all the spacecraft to their correct positions. Since the influence of Earth oblateness decreases with increasing distance from Earth, it is likely that the guidance algorithm will require less time of flight for a formation with a larger orbital radius.
Table 6. Maneuver Results for Figure 9(a)

<table>
<thead>
<tr>
<th></th>
<th>S/C 1</th>
<th>S/C 2</th>
<th>S/C 3</th>
<th>S/C 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td>C</td>
<td>A</td>
<td>D</td>
<td>B</td>
</tr>
<tr>
<td>ΔV [m/s]</td>
<td>3.14</td>
<td>3.41</td>
<td>3.15</td>
<td>3.43</td>
</tr>
</tbody>
</table>

The second simulation for this scenario uses the APF guidance scheme for delivery and, again, the ΔV weighting for the auction. The formation maneuver is presented in Figure 9(b) with the spacecraft particulars in Table 7. The guidance algorithm takes 362 minutes to achieve the formation with a total ΔV of 15.57 m/s. Once again, the APF guidance has a shorter time of flight but higher control cost when compared to the MPC example. The APF delivery method also uses the YA STM to plan maneuvers but is not as reliant as the MPC method on accurately predicting the future motion. This agnosticism to dynamics models is one of the advantages of APF guidance.

Table 7. Maneuver Results for Figure 9(b)

<table>
<thead>
<tr>
<th></th>
<th>S/C 1</th>
<th>S/C 2</th>
<th>S/C 3</th>
<th>S/C 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td>C</td>
<td>B</td>
<td>D</td>
<td>A</td>
</tr>
<tr>
<td>ΔV [m/s]</td>
<td>4.06</td>
<td>3.75</td>
<td>4.02</td>
<td>3.74</td>
</tr>
</tbody>
</table>

Figure 9. $J_2$ Deployment. Spacecraft Trajectories

The different colors shows the $J_2$ deployment spacecraft trajectories in Red, also the Target Trajectories is in Blue. Colored Arrows Indicate the Direction and Location of Impulsive Maneuvers, Black Arrows Indicate Direction of Motion
5 CONCLUSIONS

To summarize, the objective of this investigation is to create an autonomous, decentralized guidance algorithm for a formation reconfiguration maneuver of an arbitrary number of satellites. The algorithm must handle the twin problems of assignment and delivery. The current algorithm uses an auction process to assign the spacecraft to new positions in the formation. This auction bases its bidding around the estimated $\Delta V$ and the estimated time of flight for each transfer. The algorithm then uses either artificial potential functions (APF) or model predictive control (MPC) to design the maneuvers that deliver the spacecraft safely to its new position. The APF and MPC guidance strategies both utilize the Yamanaka-Ankersen approximation of orbital relative motion. In simulations under Keplerian and perturbed dynamics, the guidance algorithm is successful in guiding formations through reconfiguration maneuvers; it requires from the operator only the initial spacecraft state information and desired new formation geometry to perform the maneuver. Both APF and MPC have parameters that can be tuned to better suit different scenarios. Current work is focused on determining the optimal ranges of these parameters, along with which scenarios are suited to APF or MPC delivery methods.

6 RECOMMENDATIONS

Many challenges remain in the development of a fully decentralized autonomous guidance strategy for formation reconfiguration maneuvers. This investigation is preliminary and serves as the basis for more comprehensive developments incorporating specific spacecraft or mission limitations and requirements. Future efforts are likely to involve some combination for increasing the fidelity of the autonomous delivery methods, fully parallelizing the auction algorithm, and incorporating relative navigation concepts suitable for on-board implementation. Potential improvements in the autonomous delivery schemes include increasing the accuracy of the relative motion approximation used in the APF and MPC guidance schemes. The Yamanaka-Ankersen approximation is an improvement on the Clohessy-Wiltshire equations for elliptic reference orbits, however, it does not include any information on the non-spherical gravity perturbations. When the largest non-spherical term, $J_2$, is included in the dynamics, the performance of the MPC delivery scheme is impacted. There exist analytical approximations of relative motion under the $J_2$ perturbation (the Gim-Alfriend STM as one example) such that possible replacements for the YA STM in the APF and MPC schemes. Alternative structures for the objective function used in the MPC delivery scheme also warrant more investigation. For example, the targeting of the modeled target final state $\mathbf{x}_k^*$ could be replaced by targeting the modeled target state at each of the $N$ time steps.
The auction algorithm as currently designed slows the autonomous guidance algorithm, since it is currently run sequentially. A true “chief” spacecraft could be incorporated to run the formation and assign the deputy spacecraft to selected positions; however, to become more decentralized, it is desirable to spread the auction to various formation members and run it in parallel. The auction algorithm can be run in parallel and with delayed information sharing between the spacecraft. The implementation would create a truly decentralized, autonomous guidance algorithm for the formation reconfiguration maneuver problem.

In an operation context, relative positioning errors leading to uncertainties between the spacecraft and obstacles, along with imprecise maneuver implementations, must be considered and addressed. The current investigation assumes perfect knowledge of the relative positions and velocities and does not accommodate maneuver errors. A process for incorporating relative state uncertainty would be beneficial as well as the sensitivities to these uncertainties. A Kalman filtering approach to uncertainty errors is a likely candidate for addressing the estimation problem. For errors in maneuver implementations, a minimum $\Delta V$ threshold on maneuvers would eliminate the large number of small thrusts recommended by both APF an MPC controllers. Alternatively, some investigation of a practical continuous controller is also warranted. A comprehensive examination of the most-suitable values for the various parameters in each delivery scheme is necessary for each specific mission application.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta V )</td>
<td>Change in velocity magnitude, i.e., maneuver cost</td>
</tr>
<tr>
<td>( J_2 )</td>
<td>Coefficient for the second zona harmonic, i.e., the ‘oblateness’ term, in the spherical harmonic representation of the Earth’s gravitational field</td>
</tr>
<tr>
<td>( \hat{x}, \hat{y}, \hat{z} )</td>
<td>Cartesian coordinate direction in the Hill frame</td>
</tr>
<tr>
<td>( r_c, \dot{r}_c, \ddot{r}_c )</td>
<td>Position vector from Earth center to chief vehicle and derivatives as viewed by an inertial observer</td>
</tr>
<tr>
<td>ECI</td>
<td>Earth Central Inertial coordinate frame</td>
</tr>
<tr>
<td>( \theta_{c_2}, \dot{\theta}_c )</td>
<td>True anomaly of chief in its orbit and its rate of change</td>
</tr>
<tr>
<td>( r_d, \dot{r}_d, \ddot{r}_d )</td>
<td>Position vector of deputy spacecraft relative to the chief and derivative as viewed by an inertial observer</td>
</tr>
<tr>
<td>( x, y, z )</td>
<td>Cartesian coordinates of position vector of the deputy relative to the chief</td>
</tr>
<tr>
<td>( r_c )</td>
<td>Magnitude of the position vector ( r_c )</td>
</tr>
<tr>
<td>( \omega )</td>
<td>Angular velocity of the Hill frame with respect to the inertial frame</td>
</tr>
<tr>
<td>( r_d )</td>
<td>Position vector from Earth center to the deputy vehicle</td>
</tr>
<tr>
<td>( \mu )</td>
<td>Gravitational parameter for the Earth</td>
</tr>
<tr>
<td>( E_c )</td>
<td>Chief conic orbital energy</td>
</tr>
<tr>
<td>( a_c )</td>
<td>Chief orbit semi-major axis</td>
</tr>
<tr>
<td>( E_d )</td>
<td>Deputy conic orbital energy</td>
</tr>
<tr>
<td>( p_c )</td>
<td>Semilatus rectum of chief orbit</td>
</tr>
<tr>
<td>( n_c )</td>
<td>Mean motion of the chief orbit</td>
</tr>
<tr>
<td>( X, Y, Z )</td>
<td>ECI coordinates for the</td>
</tr>
<tr>
<td>( \phi_a )</td>
<td>Attractive potential</td>
</tr>
<tr>
<td>( \Phi(t_{k+1}, t_k) )</td>
<td>YA state transition matrix</td>
</tr>
<tr>
<td>( J(U_k, x_k) )</td>
<td>Objective function for the MPC controller</td>
</tr>
<tr>
<td>( x_k )</td>
<td>State of the spacecraft in the Hill frame</td>
</tr>
<tr>
<td>( U_k = [u_k, K, u_{k+N-1}]^T )</td>
<td>Stacked vector of the controls ( u_k ), each at time ( t_k )</td>
</tr>
<tr>
<td>( S, R, V, W, K )</td>
<td>Weighting matrices in guidance strategy</td>
</tr>
<tr>
<td>( F, L )</td>
<td>Weighting matrices in the auction algorithm</td>
</tr>
<tr>
<td>( b_{ij} )</td>
<td>Cost for spacecraft ( i ) to reach target ( j ) in the auction algorithm</td>
</tr>
<tr>
<td>( p_j )</td>
<td>Price of target ( j ) in the auction algorithm</td>
</tr>
<tr>
<td>( v_i, \omega_i )</td>
<td>Minimum expense and second lowest expense in the auction algorithm</td>
</tr>
<tr>
<td>( \gamma_i )</td>
<td>Bid by spacecraft ( i ) in the auction algorithm</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>AAPF</td>
<td>Adaptive Artificial Potential Function</td>
</tr>
<tr>
<td>AFP</td>
<td>Artificial Potential Function</td>
</tr>
<tr>
<td>AFRL</td>
<td>Air Force Research Laboratory</td>
</tr>
<tr>
<td>CW</td>
<td>Clohessy-Wiltshire Model for Relative Motion</td>
</tr>
<tr>
<td>ECI</td>
<td>Earth Centered Inertial</td>
</tr>
<tr>
<td>DM</td>
<td>Delivery Method</td>
</tr>
<tr>
<td>ESA</td>
<td>European Space Agency</td>
</tr>
<tr>
<td>LVLH</td>
<td>Local-Vertical Local Horizontal</td>
</tr>
<tr>
<td>MMS</td>
<td>Magnetosphere Multiscale Mission</td>
</tr>
<tr>
<td>MPC</td>
<td>Model Predictive Control</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>NMC</td>
<td>National Motion Circumnavigation</td>
</tr>
<tr>
<td>PRISMA</td>
<td>Prototype Research Instruments and Space Mission Technology Advancement</td>
</tr>
<tr>
<td>STM</td>
<td>State Transition Matrix</td>
</tr>
<tr>
<td>TPF</td>
<td>Terrestrial Planet Finder</td>
</tr>
<tr>
<td>TOF</td>
<td>Time of Flight</td>
</tr>
<tr>
<td>YA</td>
<td>Yamanaka-Andersen approximation for the state transition matrix for relative motion</td>
</tr>
</tbody>
</table>
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