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Abstract

Cyber incidents are increasing in the United States and critical infrastructure is no exception. Aging operational technology is reliable, but much of it was not conceived in this century and lacks the security measures required to deal with worldwide interconnectivity. In order to bring security to the forefront of the critical infrastructure operator’s priorities, there must be incentive. Insurance may provide the answer, as transferring risk is an attractive option which can be used to incentivize risk reduction, making it more attractive to both the insured and insurer. The incentives built into insurance contracts today, whether negative or positive reinforcement, have a profound effect on our behavior. This research explores the foundations of insurance theory and adopts behavioral manipulation methods used by mature insurance industries into cyber insurance. This cyber security framework builds on established research to incentivize security investment via insurance contracts by including coinsurance and deductible options. The model is validated by applying power industry performance data from 2013 through 2015. The results show how the addition of coinsurance and deductibles can serve as risk reduction incentives that create trade space in constrained budgets and ultimately make the power industry more secure from a cyber perspective if adopted.
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Critical infrastructure systems are resources that provide essential services to our citizens. Power generation and distribution facilities, water treatment and wastewater treatment facilities, and the defense industrial base are examples. As managers of critical infrastructure companies continually assess and manage their company’s risks, their primary concern is ensuring the availability and reliability of their systems, with security and risk reduction considered secondary objectives [1]. The conflict between availability and security is understandable, as security often complicates operations at critical infrastructure. However, as more systems are retrofitted for remote management, or connected to company networks, they are exposed to threats in ways that were never considered when they were built and implemented and therefore, vulnerable to cyber threats [2].

Any Internet connected system is a potential target for cyber attack, whether intentional or not. Iran’s nuclear program was disrupted when 1,000 uranium enrichment centrifuges were destroyed via cyber attack. Despite the success of the attack, the operation nearly had disastrous unintended consequences when cyber security experts across the globe detected the same type of malware on untargeted systems. [3]. The Davis-Besse nuclear power plant in Ohio was inadvertently infected by malware from a consultant’s laptop which prevented safety monitoring systems from broadcasting statuses and alerts for nearly five hours [4]. Figure 1 illustrates the increasing trend in
cyber incidents reported by federal agencies to the Department of Homeland Security U.S. Computer Emergency Readiness Team (US-CERT) [5], [6]. Federal Information Security Management Act (FISMA) reporting indicates that non-federal entities reported seven times as many cyber incidents to US-CERT in 2014 [5].

![Figure 1. Cyber incidents reported to US-CERT by federal agencies.](image1)

Critical infrastructures, as outlined in Figure 2, are also experiencing an increasing trend in cyber incidents, as reported by the Industrial Control Systems Cyber Emergency Response Team (ICS-CERT) and depicted in Figure 2 [7].

![Figure 2. Reported cyber incidents at infrastructure control systems.](image2)
To date, there have been relatively few verified examples of physical effects inflicted via cyber methods, but the physical impact of those events cannot be ignored. In 2007, the Idaho National Laboratory performed a demonstration that physically damaged a power generator by exploiting known software vulnerabilities [8]. A German steel mill owned by Thyssenkrupp AG was subjected to “massive damage” inflicted through tampering with the controllers of a blast furnace [7–12]. Ukraine has been subject to multiple cyber induced outages in recent years. In 2014 a suspected BlackEnergy malware attack that caused blackouts for approximately 225,000 customers across Ukraine and in 2016, a power distribution facility in Kiev lost the equivalent of a fifth of the city’s power consumption [3], [10], [15–17]. Incidents such as these continue to
surface, though more quietly than data breaches and identity theft, but security experts and company managers have taken notice.

**Problem Statement**

This research is directed at solving the problem of under investment in cyber security in United States critical infrastructure, specifically, power companies. To do this, one of the four primary risk management methods, risk transfer via insurance, will be used to incentivize cyber security investment as way to mitigate risk. In order to do this, the conditions of the cyber insurance market must be addressed as well.

In light of the relative scarcity and lack of significant publicity of physical attacks executed through the cyber domain, many of the direct consequences and legal ramifications of successful cyber incidents remain relatively unknown [18]. The majority of the $2 billion cyber insurance market today is designed for information technology (IT) risk—reputation control, lawyers, credit monitoring, and investigation expenses [19], [20]. Cyber insurance for IT does not meet the requirements of industrial control systems (ICS)—bodily injury, property damage, loss productivity in the economy, or even pollution [20]. Major power companies in the United States have already warned that their existing insurance coverage may not cover all aspects related to a cyber attack [17]. In other cases, when insurance policies do meet the requirements of critical infrastructure, the potential insured is turned away because their existing cyber defenses are deemed insufficient after the insurance company performs a cyber security assessment [21], [22]. To achieve the goal of increasing cyber security investment at power companies, this research will simultaneously address how to bridge the gap between power companies,
and insurance companies, to encourage more participation by both parties in the insurance industry.

**Research Questions**

The questions posed in this research will address both how to incentivize investment and increase participation in the cyber insurance market suitable for ICS. In order for this research to be successful, the following questions must be answered:

1) What factors within an insurance policy incentivize the reduction of risk?

2) What factors affect the structure of the insurance policy?

3) Is there an optimal structure of insurance contract that electrical power companies will utilize to manage their risk more effectively?

4) How can insurance design incentivize insurers to offer the right types of insurance, and the insured to purchase insurance?

5) What effects will the proposed insurance framework have on the industry?

Initially, this research was exploratory in nature, executed by extending the Young et al. model and testing it using one third of the data used in the final research. The pilot testing process resulted in the formulation of the hypotheses designed to test the efficacy of the model and its impact on the entire power industry. The hypotheses are detailed in Table 2.
Table 2. Hypotheses

<table>
<thead>
<tr>
<th>Hypotheses:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1$</td>
<td>Model insurance policy options</td>
</tr>
<tr>
<td>$H_0$</td>
<td>No difference in policy options recommendations of z, C, or D</td>
</tr>
<tr>
<td>$H_a$</td>
<td>Policy options are not equal</td>
</tr>
<tr>
<td>$H_2$</td>
<td>Pre-treatment risk reduction</td>
</tr>
<tr>
<td>$H_0$</td>
<td>No difference in risk profiles across NERC regions in pre-treatment conditions</td>
</tr>
<tr>
<td>$H_a$</td>
<td>Risk profiles in NERC regions are not equal in pre-treatment conditions</td>
</tr>
<tr>
<td>$H_3$</td>
<td>Post-treatment risk reduction</td>
</tr>
<tr>
<td>$H_0$</td>
<td>No difference in risk profiles across NERC regions in post-treatment conditions</td>
</tr>
<tr>
<td>$H_a$</td>
<td>Risk profiles in NERC regions are not equal in post-treatment conditions</td>
</tr>
</tbody>
</table>

Methodology

This research will focus on extending the framework proposed by Young et al. that incentivized risk reduction through security investment using insurance premium discounts. Initial research will consist of an analysis of mature insurance industries to determine what behavior changing factors exist already and whether they can be incorporated into a cyber insurance framework. Once additional economic elements have been identified and incorporated into the Young et al. framework, the focus will turn to applying data collected from the U.S. Department of Energy (DOE) and the U.S. Energy Information Administration (EIA) to the model. The use of performance data reported by power companies will serve two purposes: (i) as a validation tool for the extended model by indicating whether or not the model effectively discriminates between power companies based on reported performance criteria and (ii) as a possible indicator of what can be done to more effectively manage risk across the power industry. Using the results
generated by the new model, implications for the power industry and avenues for future research will be generated.

Assumptions/Limitations

In order to move forward with this research, three assumptions were made: (i) companies within the U.S. electric power industry will choose risk transfer as a method of managing risk if financially advantageous; (ii) the performance data used for application to the model may include cyber induced incidents, but is not limited to them. As reporting standards become more stringent moving forward, data may become available where cyber incident data is used exclusively, but for our purposes, power interruption events not resultant from cyber incidents will serve as proxies in this research; and (iii), the losses inflicted by a cyber event were estimated using the economic loss sustained by the customers within the power company’s sphere of influence. While it may be unrealistic to expect that a power company would be responsible to provide compensation for the all economic losses sustained by an economy, we use this method for several reasons: given the proliferation of methods available to disrupt critical infrastructure systems, disregarding even the simplest of measures that could make a system considerably safer could be construed as an act of negligence, which could open the company up to lawsuits and consequently, extensive monetary reparations; second, the severity estimate has validity as a worst-case scenario for a cyber incident, which is the amount of coverage that ideally would be sought by the insured [23]. Using these assumptions the research can continue to move forward.
Implications

A successful extension of Young et al.’s model will provide a path forward for U.S. power industry to increase its security posture through a variety of means. By incentivizing risk reduction through risk transfer, the mutual gains by the insured and insurer will generate more participation in the cyber insurance market (with a focus on meeting the needs of critical infrastructure). As more companies in the industry subscribe to risk transfer and reduction methods, the industry as whole will become more robust in rebuffing cascading incidents stemming from cyber incidents for the following reasons: (i) insurance policies will become more affordable to power companies as more information is collected by insurers; (ii) companies will become “more insurable” as they are incentivized to reduce risk by the structure of the insurance policies; (iii) as the number of companies utilizing risk transfer methods increases, the data available for cyber security analysis will increase and contribute to the evolution of cyber security best practices; and iv) the security posture of the overall industry will be enhanced as more companies continue to invest in effective security methods.

Preview

The exploration of effective incentive measures via insurance policy structures will continue in following manner: Chapter 2 consists of a literature review where research relevant to the relationship between cyber security and cyber insurance will be identified; In Chapter 3, will describe the methodologies used to build the proposed model and apply real data to the framework; Chapter 4 will discuss the results generated by the framework and application of real data in Chapter 3, and perform an analysis of
the results; Finally, Chapter 5 will draw conclusions from the analysis, discuss implications for the industry, and provide recommendations for future research.

II. Literature Review

Chapter Overview

This chapter will present a literature review exploring insurance theory and relevant aspects for adoption into cyber security insurance. We will then examine the state of the cyber insurance industry and its implications to the critical infrastructure environment and operational technology. Finally, we will explore how current arms of insurance feature incentives using contract design and how this design may be applicable for incorporation into a cyber security strategy at power companies.

Insurance Theory

Risk Management

Modern risk management principles have coalesced over the centuries into a relatively stable loop of identification, assessment, planning, and monitoring [24], [25]. Part of this process is determining the best method of handling risk—executed via transfer, avoidance, reduction, or acceptance of identified risks [24]. Of the four methods available, avoidance or acceptance of identified risks does nothing to further the security posture of the power industry, and for this reason, will be excluded from this research. Risk transfer and its application as an incentivize mechanism will be the focus of this research.
The Babylonians authored the first known insurance contract more than 6,000 years ago, documented on clay tablets in 4,000 BC [26]. Its structure and applications have evolved constantly through the millennia into the many arms available in the market today. However, linking the field of insurance theory to other fields of study did not begin in earnest until the middle 20th century, when economic and risk management theories were applied to insurance [27]. Since then, new lines of thought regarding insurance contract structure and how to effectively combat knowledge asymmetries in the market have bloomed. Using modern insurance theory, the framework presented in this research will provide companies with the ability to establish a stronger security posture utilizing risk transfer via market insurance designed to incentivize the reduction of risk through cyber security self-investment.

**Insurance as a Regulator**

But why insurance? Shouldn't the federal government play a leading role in ensuring the viability of our national critical infrastructure? Given economic and bureaucratic challenges that face national governments every day, literature suggests that the answer is no. Typically, regulatory authorities lack incentives created through market pressure, the ability to respond to dynamic environments, or the resources to ensure that everybody behaves in a reasonable manner.

To start, Talesh argued that the insurance industry exerts a regulatory influence in the market by serving as a gatekeeper (an example would be automobile or mortgage insurance requirements) in some industries, or by providing payments for damages that would otherwise require the involvement of the civil court system (liability insurance pays damages to the injured in a car accident caused by another individual) [28]. The
gatekeeping function ensures a reasonably smooth operation of the marketplace by preventing high-risk individuals from engaging in activities in which they should not [28]. Codified liability insurance regulations serve as a tool that simplifies tort law into understandable action and consequences, with payments dependent on actions, which influence the insured [28].

Kehne argued in 1986 that the imposition of conditional financial burdens and premium based incentives could significantly augment safety standards in the hazardous waste industry [29]. He also contended that the insurance companies have the capability to react quickly in a dynamic environment through market pricing, whereas regulatory authorities are hindered by bureaucracy and political considerations which contribute to faulty risk assessments [29]. Interestingly, Kehne concluded with the assertion that insurance based incentives would have positive effects in a variety of arenas, specifically where low-cost technologies can generate asymmetric damages within that particular sphere of influence. He cited genetic and chemical engineering as such arenas specifically due to their characteristics of rapid technological change outpacing the ability of regulatory abilities to maintain proper oversight [29]. Using Kehne’s perspective, it could certainly be argued that the evolution of cyberspace and availability of asymmetric weapons in this sphere could benefit from regulation imposed by the insurance market.

While Kehne argued the financial responsibility of the insured could drive safety, Ben-Shahar and Logue argued from the perspective of the insurance companies themselves. Companies will act selfishly in order to contain costs once premiums are captured. They will use their resources to develop better information about the insured and offer incentives to reduce risk or mandate that the insured engage in self-protection
prior to initiating the contract [30]. In these cases, the insurers perform tasks tantamount to the regulation of public safety through rulemaking, claims investigation, and issuing verdicts on insurance claims—creating a set of rules and regulations by which the insured must operate or otherwise face financial consequences [30].

As the fiscal environment constrains the capabilities of all government bodies, capabilities available to an ever-widening population of potentially harmful actors continue to grow. As reviewed, the regulatory environment does not act as efficiently as the open market, nor does it possess the best tool with which to monitor the changes. However, the insurance market, with the capability to impose de facto regulations through insurance contracts—which if not abided by, will put the potential insured and public at risk, can use properly structured contracts to place responsibility on the insured and to monitor behavior more efficiently using resources that otherwise may not be available to the government. This in turn will create a safer environment using the private marketplace as a regulator.

**Asymmetric Information**

In perfect markets, where all information is available to all parties, the optimal insurance contract can be obtained at will. In 1973, Rothschild and Stiglitz studied imperfect information in the insurance market and concluded that imperfect information had a significant impact on competitive insurance markets [31]. Continuing in this vein, the study of insurance markets with imperfect knowledge has led to a plethora of research on the topics of moral hazard and adverse selection. Adverse selection occurs when characteristics of the insured cannot be determined and the group of individuals seeking insurance are not the same, leading to the inability to discriminate between good actors.
and bad actors [27]. The nature of the framework presented in this research, where security assessments are integral to the insurance policy structure, will inherently provide insurance companies with information that will allow them to discriminate between insurable and uninsurable power companies. For that reason, adverse selection is not considered further in this paper and we will focus on moral hazard as the sole form of asymmetric information.

The first empirical steps toward a modern definition of moral hazard in insurance can be traced back to 1865 when a correlation between insurance and the insured event was identified [32]. After a century of grappling with this state, Marshall defined moral hazard as “any misallocation of resources which results when risks are insured with normal insurance contracts and only with such contacts” [33, p. 880]. Winter built on the argument by asserting that the probability or size of the loss depends on the individual under contract and the driving force in any model of moral hazard is that the behavior of the insured is chosen after the contract is signed [34]. Consistent with the aforementioned descriptions, Loubergè identified two key elements for moral hazard to be present: the contract outcome can be influenced by the insured and the insurer cannot monitor the behavior of the insured without costs [27]. In the field of insurance, contrary to other disciplines, moral hazard has negative connotations and is something to be avoided [32]. As such, for the purposes of our research, moral hazard will be defined as engaging in behavior that willingly does nothing to reduce the probability of loss and in which the insured party would not otherwise engage in the absence of a risk transfer mechanism.
Insurance Economics and the Optimal Insurance Contract

Initially, the application of economics to insurance began in 1963 when Karl Borch applied Kenneth Arrow's 1953 general equilibrium model to risk sharing among reinsurance markets [27]. However, Borch's work is only relevant to this application in that contributed to the beginning of growth in the field of what is now known as insurance economics. It was Arrow's work in the early 1960's that began to develop the insurance concepts that will be applied to cyber insurance in this research: First, while working for the RAND Corporation on resource allocation for research and development, he touched briefly on the relationship between market insurance and self-protection activities. He contended that the presence of insurance in the wrong form can weaken the incentive of the individual to protect against loss [35]. Second, while studying economics as applied to the medical field, he provided proofs for optimal insurance policies under different conditions. From the perspective of the individual, an insurance policy providing full coverage above some sort of deductible is the optimal policy. In cases where the insurance company is also risk averse, a deductible policy with additional cost sharing in the form of coinsurance is optimal. The final relevant point made for our application was his continued speculation on moral hazard. He contended that the relationship between the patient and doctor may serve as a natural check on moral hazard, which naturally led to the issuance of more insurance policies than in other fields because of the reduced risk of fraud [36]. Arrow's identification of policies associated with risk adverse individuals and insurers, and the relationship between them not only will play a role in the forthcoming proposed framework, but ignited a stream of research that will also be used in this research.
Self-Protection and Market Insurance

In 1972, Ehrlich and Becker are credited with defining self-insurance and self-protection, and studying their relationship to market insurance [27]. In their research, they identified self-insurance as steps taken to reduce the size of a loss; self-protection was defined as a reduction in the probability of a loss [37]. Their studies are crucial to this paper's cyber insurance model in that they put forth the idea that self-protection can be encouraged by market insurance if the cost of the insurance is negatively related to the quantity of self-protection [37]. Schlesinger and Venezian take the idea of self-protection coupled with insurance a step further in suggesting that a profit-maximizing insurer may wish to invest its own money in loss prevention in a monopolistic market [38]. Similarly, Kleindorfer and Kunreuther use empirical evidence to show that lowering deductibles in exchange for consumer implementation of risk mitigation measures in risk-prone areas result in advantages for both the insured and insurer [39]. As research has evolved from the structure of insurance policies to taking an active role in pricing policies reliant on self-investment, there is direct support for our model that indicates a combination of risk transfer and direct self-investment reap net benefits for both the insured and insurer.

Connecting Operational Technology and Moral Hazard

The manners of “optimized” insurance policies referenced above make use of cost sharing between the insured and the insurer. As Winter posits, there can be moral hazard when dealing with loss reduction, or loss prevention, each of which give rise to a market response of insurance policies with coinsurance or a deductible [34]. The elements of moral hazard noted by Marshall, Winter, and Loubergé are clearly present in the operational technology cyber security landscape: resources spent on measures, when
faced with a growing threat, other than to reduce the probability of loss to a reasonable level, could qualify as a misallocation of resources; the insurer cannot monitor the insured without costs to itself; and the probability of loss lays with the company through its cyber security practices [27], [33], [34]. Adopting the policy designs suggested by Arrow, Ehrlich and Becker, and Winter provide the theory behind how to incentivize security investment that will reduce the probability of a loss event or the size of the loss in light of a successful event. Moving forward, application of this theory will be examined.

**Application of Theory: Incentivizing Good Behavior**

It is in the best interests of both the insured and insurer to reduce both the probability of an event. As literature has shown, risk management coupled with insurance has led to growth in the field insurance economics—designing contracts to induce individuals to act in their own best interests. Behavior altering incentives are featured in insurance policies in a variety of ways as companies attempt to prevent or reduce insured losses. Each field offers something that can be adopted into cyber insurance policies that will incentivize power companies to invest in their own security.

**Automobile Industry**

When it comes to incentivizing behavior, the auto insurance industry is continuously evolving. Generally speaking, the typical American cannot watch television without seeing insurance commercials touting “safe-driving discounts” in some form or another. Companies across the world are attempting to incentivize better behavior through a variety of means. Premium discounts and altering deductibles are two
prevalent methods cited in literature. The development of Pay-as-You-Drive insurance premiums is a significant shift in the insurance market that may allow for reduced insurance costs as a trade-off for increased monitoring by the insurance company. An experiment in 2015 showed a 50% decrease in speeding behavior across all ages when Pay-as-You-Drive feedback was provided immediately and tied to the consumer's insurance premium [40]. In other cases, simple penalties, levied as increases in the premiums for bad driving have reduced claims incidents by 6.5% [41].

The topic of moral hazard is actively researched in car insurance. Wang, Chung, and Tzeng studied the car insurance market in Taiwan in 2008, looking for evidence of moral hazard to determine whether increasing deductibles for every claim reduced its presence. Their findings indicated that increases in deductibles limited moral hazards in the industry [42]. In 2013, Dionne, Michaud, and Dahchour found empirical evidence of moral hazard in drivers with less than 15 years of driving experience [43]. The presence of deductibles in the automobile insurance market indicate that companies have some idea of how to combat moral hazard, but the existence of recent literature seeking to prove its presence indicates that there is not yet a definitive answer on what to do about it [44].

Automobile insurance is relevant to cyber insurance in that the insurance companies are negatively relating performance on the road to dollars paid for risk transfer. Active efforts to incentivize the insured to drive more safely through increased monitoring can be equated to active efforts to prevent cyber incidents at power companies—increased investment by the power company is an active effort to perform better. Combating moral hazard by increasing the amount of deductible could have the
same effect—power companies faced with a higher percentage of the loss will be incentivized to take a more active stance in securing their systems.

**Earthquake Insurance**

The state of California created the California Earthquake Authority (CEA) in 1996 to reinvigorate the housing insurance market in the aftermath of the California Northridge Earthquake in 1994 [45]. Recently, the CEA has been experimenting with incentivizing risk mitigation measures in a variety of ways. Over the past three years, residents in earthquake prone counties in California, are eligible to receive up to $3,000 to offset the costs of retrofitting their homes [46]. Additionally, the CEA has significantly boosted premium discounts from 5% to 20% if an insured proves that they have retrofitted their housing [46]. Finally, the CEA has been offering flexible deductibles through The Choice program. This program allows the insured to pick the percentage of deductible in their policies for both structure and personal property (now separate coverages within the policy). Many consumers have taken advantage of these new insurance designs, moving away from the old design of a single, flat deductible [46]. Since 2012, earthquake insurance that the CEA has underwritten has grown by 4.5% [46].

The incentives associated with earthquake insurance policies offered by the CEA offer viable methods that could be adopted into cyber security practices. Reductions in premiums based on risk mitigation is a common incentive offering, however, the use of a flexible deductible and coverage through The Choice program, designed to increase availability and affordability also seem to be successful in the aim of increasing earthquake coverage in California [46]. The flexible deductible is a key feature adopted into the proposed framework.
Flood Insurance

Flood insurance is a volatile insurance product that exhibits an increasing trend of policies in force over a 30 period, but decreasing trend since 2009 [47]. Incentives in the U.S. are extremely limited, exercised via community participation in flood risk rating programs offered through FEMA [48], [49]. However, experience seems to act as an incentive at the state level, where empirical data shows that flood insurance purchases are highly correlated with flood losses in that state from the prior year [50]. A study by Hudson, Botzen, Feyen, and Aerts examined the growing flood threat in France and Germany. They determined that the implementation of risk mitigation measures implemented at the owner’s expense in exchange for premium discounts could reduce expected flood damage in France by 24% and in Germany by 12% [51].

With experience as the only incentive for an individual to buy flood insurance, written flood insurance policies are trending downwards in America [47]. The critical infrastructure of our nation cannot afford to wait experience to learn a painful lesson in cyber security. The empirical results in the proposed public-private insurance programs in France and Germany using risk mitigation methods to spur incentive premiums are included in the framework proposed by Young et al. and incorporated into the framework proposed in this research [51].

Value Based Insurance Design

Value based insurance design (VBID) language was signed into law in March 2010, authorizing insurers to pursue insurance designs that incentivize consumers to use high value health services over low value services [52]. While health insurance is structured somewhat differently than property and liability insurance due to the presence of co-pays,
behavioral incentives remain prevalent. It was developed with the long term objective of emphasizing value in healthcare rather than embarking on strict cost reduction measures that lead to decreases in social welfare while ultimately increasing long term health costs [53]. Practically, the focus on value is executed by insurance companies reducing or eliminating co-pays on services that treat chronic disorders which could result in more harmful complications in the future if left untreated [53].

Ultimately, the design is relatively new, but empirical evidence has been published that supports the continuation of this type of insurance into the future: pediatric care using VBID indicated that well-child visits and the use of recommended vaccinations increased while emergency department and specialist visits decreased, resulting in no significant increase in overall cost of total healthcare [54]. In a study of 275,000 patients across 76 different plans, medication adherence under VBID increased, and better drug adherence led to an predicted cost savings over a five year period going forward [55], [56]. In the long term, VBID may actually generate cost savings by incentivizing smart healthcare selections by insured and ultimately creating a healthier population [57].

VBID incentives involve reducing costs on desirable behaviors. This form of positive reinforcement was initially used in the Young et al. model through premium discounts based on security investment and remains in the extended model.

Each of the mature insurance industries examined have institutionalized behavior-altering incentives in their insurance design. The automobile industry uses deductibles extensively and is developing more robust monitoring measures. The CEA in California not only subsidizes risk reduction, but rewards consumers for it through reduced
 premiums. The nationalized flood insurance industry offers no incentives and the impacts can be seen in decreasing trends. The only true incentive in flood insurance is loss, which is reactionary and generally not recommended as a robust security strategy. VBID seeks to incrementally build a more stable healthcare environment through incentivizing desirable behaviors using copays. From insurance economics theory to application, literature has proven that the behavior of the insured can be altered through insurance policy elements, specifically cost sharing measures. Using a combination of theory and economic elements borrowed from other industries, Young et al.’s framework will be extended using the additional cost sharing elements of coinsurance and deductibles in order to incentivize insured companies to actively engage in risk reduction measures as a condition of the insurance contract.

State of the Industry

Recent surveys conducted by the insurance industry, outlined in Table 2, indicate that cyber liability insurance is increasing. However, cyber insurance policies primarily target the information technology domain rather than the operational technology domain relied upon by critical infrastructure [17], [20], [58]–[61]. Of the four reports examined, only one considers physical property in addition to intellectual property—with less than one third of the companies surveyed indicating physical property damage was a concern [58].
Table 3. Summary of insurance industry surveys.

<table>
<thead>
<tr>
<th>Firm</th>
<th>Year</th>
<th>Report Name</th>
<th>Percentage Using Cyber Insurance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zurich Financial</td>
<td>2011</td>
<td>Information Security &amp; Cyber Liability Risk Management</td>
<td>35%</td>
</tr>
<tr>
<td>Chubb North America</td>
<td>2012</td>
<td>Cyber Risk: Threat and Opportunity</td>
<td>36%</td>
</tr>
<tr>
<td>Zurich Financial</td>
<td>2012</td>
<td>Information Security &amp; Cyber Liability Risk Management</td>
<td>44%</td>
</tr>
<tr>
<td>Willis North America</td>
<td>2013</td>
<td>Willis Fortune 1000 Cyber Disclosure Report</td>
<td>6%*</td>
</tr>
<tr>
<td>Willis North America</td>
<td>2013</td>
<td>Willis Fortune 500 Cyber Disclosure Study</td>
<td>6%*</td>
</tr>
<tr>
<td>Zurich Financial</td>
<td>2013</td>
<td>Information Security &amp; Cyber Liability Risk Management</td>
<td>52%</td>
</tr>
<tr>
<td>Zurich Financial</td>
<td>2014</td>
<td>Information Security &amp; Cyber Liability Risk Management</td>
<td>52%</td>
</tr>
<tr>
<td>Zurich Financial</td>
<td>2015</td>
<td>Information Security &amp; Cyber Liability Risk Management</td>
<td>61%</td>
</tr>
</tbody>
</table>

The cyber insurance industry is estimated to grow from $2 billion in premiums in 2015, to more than $20 billion in premiums by 2025 [19], [20], [62]–[64]. But the reports indicate that while the adoption of cyber insurance policies appears to be trending upwards, there is little to no evidence to support the idea that cyber insurance policies are tailored or specifically customized to protect critical infrastructure. Furthermore, the existence of the Cyber Attack Exclusion Clause (CL380) excludes reimbursement for physical damage inflicted via cyber methods in property and general liability policies [10]. The existence of CL380 and current cyber insurance policy design are not adequate to protect critical infrastructure in general, and the power industry in particular.

Existing literature has provided the foundation required to develop a cyber insurance model that will aid our efforts to develop a framework for implementing cyber insurance into the operational technology environment, but a broad view of the state of the cyber insurance market must be evaluated in an effort to further understand why the power industry has not experienced a widespread adoption of cyber insurance products.

**Threats and Vulnerabilities**

Extensive literature has been dedicated to the identification of vulnerabilities, threats and mitigation of risks facing OT systems in general. Hahn and Govindarasu
developed a network exposure metric to be used as a measure of effectiveness of security mechanisms employed on a network. The system identified the interdependencies between security measures, which allowed the tester to assess vulnerabilities on their network [65]. Nicholson, Webber, Dyer, Patel, and Janicke identified the need for to review threats facing the critical infrastructure community. Their work acknowledged the vast variety of operational technology systems used to control our national infrastructure and performed a sweeping analysis to include the classification of bad actors, a history of relevant attacks, risks, threats, flaws, exploits, and prevention methods that can be used to secure OT [66]. Knowles, Prince, Hutchison, Disso, and Jones focused on security management in industrial control systems. Their major contribution was to combine functional assurance and security metrics when implementing security OT systems, laying the groundwork for future research in the area of component security. The metrics they examined were: (i) system-wide assessments; (ii) the interdependency of networks across physical, cyber, geographical, and logical systems; (iv) real-time security monitoring; and (v) defining security controls more effectively [67].

Recent research has focused on the power grid specifically. Mohajerani, Farzan, Jafary, Lu, Wei, Kalenchits, Boyer, Muller, and Skare introduced a model for detecting and mitigating the vulnerabilities on the power grid. Their model suggested a hierarchy of processes designed to identify the most vulnerable asset in the system and then the most vulnerable sub-asset using a two pass risk assessment method [68]. Vellaithurai, Srivastava, Zonouz, and Berthier conducted research using stochastic Bayesian network models to develop the “CPIndex,” designed to assess the effectiveness of security measures in both the cyber and physical domains of a power company’s infrastructure
As threat assessment research continues to evolve and counter measures are developed, the foundation of a highly participatory cyber insurance market is being built. A deeper understanding of what types of cyber security investment will be most effective can guide the industry to create and communicate best practices continuously to enhance the industry’s security posture.

**Government Efforts**

The Department of Homeland Security has been working towards an information sharing solution designed to facilitate cyber defense strategies critical infrastructure companies [70]. However, this large-scale coordination effort designed to share private and potentially sensitive information with competitors within an industry has already taken several years and has resulted in no concrete solutions. The Cyber Incident Data Analysis Working Group (CIDAWG) at the Department of Homeland Security is working with critical infrastructure companies to develop a data-sharing arrangement that will provide value to insurance customers, however, not directly. Three white papers have been published to further the mission of developing said repository. In June 2015, “Value Proposition for a Cyber Incident Data Repository,” outlined the benefits of a private/public relationship. This document outlined the six key benefits of a shared data repository: (i) the identification of top risks and effective controls, (ii) the development of benchmarks in the industry, (iii) return on investment in the program, (iv) allowing for differentiation of each sector, (v) preparedness for future incidents by the development of modes and trends, and (vi) advancing the culture of risk management in the industry [71]. In September 2015, the working group published, “Establishing Community-Relevant Data Categories in Support of a Cyber Incident Data Repository.” This paper provided a
framework for the sharing of cyber incident data, creating 16 categories aligned with the “Value Proposition” white paper published the previous June [72]. The latest work by the CIDAWG was published in December 2015, outlined the perceived obstacles that a centralized data repository will face within and across industries. “Overcoming Perceived Obstacles to Sharing into a Cyber Incident Data Repository,” addressed anonymity, security, cultural challenges, commercial threats, process streamlining, uniform participation, and technical design challenges in an effort to acknowledge the issues and create a system for overcoming them [70]. These white papers began the process of justifying a framework for sharing information that will be useful to insurance consumers and policy makers; however, said framework can only provide value once it becomes common practice and companies can digest the data to develop products that fill the need for consumers. Ideally, participation in the insurance industry will create a de facto data sharing arrangement as insurance companies with a broad portfolio share institute their own standards that they will impose on the insured. The framework outlined by the DHS takes this idea a step further by creating a data sharing arrangement between the insurance companies, which will further increase the data pool.

**Cyber Insurance Inhibitors**

Bandyopadhyay, Mookerjee, and Rao identified asymmetric knowledge and adoption rates as cyber insurance inhibitors. Their analysis asserted that the interdependence and cascading effects of a cyber attack could lead to unforeseeable secondary losses, which would contribute to higher premium and therefore inhibited adoption [73]. Around the same time, Bolot and Lelarge used simple models to illustrate that generally, self-investment in self-protection is generally not attractive to cyber based
companies, but insurance could be used as a mechanism designed to incentivize self-protection [74]. Marotta, Martinelli, and Yautsiukhin conducted a literature survey of the cyber insurance market. Interestingly, their main findings indicate that investment in self-protection is not attractive if insurance is available, but determined that a regulatory mechanism offering fines and rebates could encourage self-investment [75]. Biener, Eling, and Wirfs performed an empirical analysis of the insurability of cyber risk. They note that there are significant issues with the insurability of cyber risk, but concluded that increasing the size of the risk pool and consequently, the data pool, the information technology sector is ultimately insurable [76]. In many cases, the literature reviewed seems paradoxical—cyber insurance is not feasible due to the risk created by the dearth of information available to the market. However, more participation will lead to more information. Furthermore, if structured correctly, cyber security literature has theorized that risk transfer can incentivize risk reduction, leading to a more stable cyber security landscape. This would achieve concurrent goals of attracting more consumers and suppliers of insurance resultant from more data and less risk leading to more efficient pricing of the product.

**Building Risk into Cyber Insurance Pricing**

Within the last six years, research has begun to price risk into insurance policies. Herath and Herath recommend a premium pricing strategy using a Copula-based method combined with an actuarial approach and introduced coinsurance and deductibles as elements of the insurance contract [77]. Their inclusion of deductibles and coinsurance in this model was limited to its effect on premium pricing, and to the best of our knowledge, is the only model to date that incorporates deductibles and coinsurance into a pricing
strategy. Continuing with the Copula-based model development, Mukhopadhyay, Chatterjee, Saha, Mahanti, and Sadhukhan presented a Copula-aided Bayesian Belief Network combined with a utility model to measure not only an information technology network’s vulnerabilities, but ultimately justified investment by information technology companies in cyber insurance using a net present value calculation [78]. These research areas focus quantifying the risks associated with information technology systems and incorporating them into insurance premiums. This research will undoubtedly be built upon and used as cyber insurance becomes more prevalent in the market. Young et al. completed work on a model that featured the insurance policy as an incentive device for direct self-investment in cyber security. Their framework proposed premium reductions contingent on security investment to develop an optimal security budget, achieving dual goals of reducing and transferring cyber risk at critical infrastructure companies [79]. The preceding literature has made the case that insurance policies in the cyber landscape could be viable. Using established research, we will take build on these foundations to create a more robust incentive device.

**Summary**

This review of literature described how the role of insurance as a de facto regulatory authority could be applied in the modern cyber arena. Building on the idea that insurance companies have the capability to influence those seeking insurance, we described how insurance theory has evolved into a new field of insurance economics through the application of risk management and reduction principals. The description of how insurance policies were developed in theory and applied in different industries today
to combat asymmetric information in the market, specifically moral hazard, has provided a reference point on which to build our insurance model.

A review of the current state of the industry developed an understanding of why standalone cyber insurance policies are having trouble gaining momentum. However, the review did support the use of insurance as an incentive device in the cyber security arena with both theory and proposals for specific cyber models. The first research question can be answered using by the literature review. Cost sharing factors, such as coinsurance and deductibles can be used to incentivize the insured to act in a manner in which they may not otherwise act. By adding an economic responsibility associated with the behavior of the insured, the insurer gains some assurance that the insured will participate in reducing risk. Using this information, our model will provide a framework that will encourage both the reduction and transfer of risk simultaneously through the use of cyber insurance policies. In the proceeding chapters, the methodology of building the model will be described, the application of data and results will be discussed, and we will consider the implications of the research and recommendations for future work.

### III. Methodology

#### Chapter Overview

The purpose of this chapter is to describe the two stages of the research methodology. The first stage describes the approach used to develop additional insurance components in order to extend the cyber insurance framework previously developed by Young et al. The second stage describes the statistical approach used to validate the
extended model’s functionality using real-world reliability data provided by the power industry through regulatory self-reporting. The model development was guided by insurance economic theory and moral hazard principles described by Young et al. This research will evaluate if the extended cyber insurance model can account for incentivizing self-investment in cyber security and risk transfer as a mitigation strategy to reduce risk. Of particular interest is assessing risk reduction to a particular region of the U.S. served by the power industry and/or across the enterprise (i.e., all U.S. regions). The cyber insurance framework is represented mathematically along with variable definitions. Next, the model is described in detail—baseline conditions, variables, calculations embedded in the model, and optimization settings. Finally, a description of the data used in the analysis is provided.

**Operationalizing the Cyber Insurance Framework**

Young’s et al. framework integrated four distinct models resulting in a quantitative cyber risk framework based on the principles of identifying, assessing, planning and monitoring risk. The framework includes a: (i) threat likelihood and severity model; (ii) reduction of threat likelihood and severity model; (iii) Gordon-Loeb Model class II security breach function; and (iv) an insurance premium discount model. The proposed extension to the cyber insurance framework presented here incorporates insurance components available in a wide range of insurance policy offerings but not previously considered by Young et al. namely, (i) coinsurance and (ii) deductible. The variables in the framework are defined in Table 3 and Table 4.
The wealth of a firm in a loss scenario can be projected using Equation (1). The initial wealth \( W \) will be reduced by the costs of the insurance premium, \( P \), direct security investment, \( z \), deductible payment, \( \min(S(z, v)\lambda \ast D, (D \ast \lambda)) \), coinsurance payment, \( (S(z, v)\lambda - (\min(S(z, v)\lambda \ast D, (D \ast \lambda))) \ast C) \), and residual risk not accounted for.

\[
\text{Wealth} = W - (P + z + \min(S(z, v)\lambda \ast D, (D \ast \lambda)) + (S(z, v)\lambda - (\min(S(z, v)\lambda \ast D, (D \ast \lambda))) \ast C) + \varepsilon)
\]  

(1)

Where:

\[
S(z, v) = \text{Expected Loss Conditioned by Security Investment}
\]  

(2)

The operationalization of wealth in a loss scenario establishes the foundation for the minimization used in the model. Insurance variables and premium calculation methods are detailed below.

**Threat Likelihood Model**

The traditional threat likelihood mode uses an annual rate of occurrence and the expected probability of success of a single event [79]. The product of the threat likelihood model is a single loss expectancy (SLE) given an annual loss expectancy (ALE), which in this model is represented by an annual threat severity (\( \lambda \)), vulnerability, \( (v) \), and threat \( (t) \). The equation for SLE is outlined in Equation (3).

\[
SLE = \lambda \ast v \ast t
\]  

(3)

Table 4. Threat likelihood and reduction of threat likelihood variables.
Reduction of Threat Likelihood Model

The reduction of threat likelihood model illustrates the optimal investment for a given vulnerability and has been adopted from the Gordon-Loeb class II security investment function. In this model, the given vulnerability represents the vulnerability of the OT network used at power companies. The function illustrates a concave function which identifies an optimal point of investment, past which, the marginal costs outweigh the marginal benefits and the investor experience experiences diminishing returns [80]. The effectiveness of security controls used in this framework calculates the probability of successful attack given security investment and vulnerability \( S(z,v) \), an initial vulnerability \( v \), a security investment effectiveness level, \( \alpha \), and a security investment, \( z \). The effectiveness of security controls can be modeled as:

\[
S^H(z,v) = v^{\alpha z + 1}
\]  

(4)

Insurance Premium Discount Model

The insurance premium discount model uses a base rate premium and incorporates discounts based assumed value of assets; the rate of discount offered by insurance companies for security investment, \( r \); the attained insurance discount, \( \delta \); the probability of a successful cyber attacked after security investment, \( S(z,v) \); deductible
discounts, $D*$; and coinsurance discounts, $C*$ [79]. Table 4 illustrates the progression from the base rate insurance premium to the final premium paid by the insured.

Table 5. Insurance premium discount model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>Derivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>Deductible percentage</td>
<td>Model recommendation</td>
</tr>
<tr>
<td>$C$</td>
<td>Coinsurance percentage</td>
<td>Model recommendation</td>
</tr>
<tr>
<td>$D^*$</td>
<td>Amount of loss assumed by insured</td>
<td>$D^* = (\lambda \ast D)$</td>
</tr>
<tr>
<td>$C^*$</td>
<td>Amount of loss assumed by insured</td>
<td>$C^* = (\lambda - D^*) \ast C$</td>
</tr>
<tr>
<td>$P_0$</td>
<td>Base rate insurance premium</td>
<td>$P_0 = (\lambda - D^* - C^*) \ast 8%$</td>
</tr>
<tr>
<td>$r$</td>
<td>Rate of discount for investment in security</td>
<td>50%</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Attained insurance discount</td>
<td>$\delta = r(1 - S(z,v))$</td>
</tr>
<tr>
<td>$P$</td>
<td>Total insurance premium</td>
<td>$P = P_0(1 - \delta)$</td>
</tr>
</tbody>
</table>

This research follows the Young et al. insurance premium discount model by using the initial loss severity to build out the insurance premiums. Moving forward, this research operates under the assumption that the insurance coverage purchased will be equal to the estimated severity. This was assumed because power companies will reasonably seek insurance up to the maximum loss that they expect to sustain. The base rate insurance premium was derived using 8% of asset value (in this case, loss severity). This figure was used as the starting point for insurance premium prices in the early era of the commercial airline industry and gradually adjusted as the industry matured [81].

Given the base rate premium, $P_0$, the model must now incorporate discounts offered in exchange for direct security investment and cost sharing in the form of deductibles and coinsurance:

**Deductible Discount, ($D^*$):** The discount offered as a result of the insured assuming responsibility for a deductible was calculated using a straight line method,
where the amount of the deductible in dollars is subtracted from the initial coverage amount (loss severity) prior to the calculation of $P_0$. This method was used because the deductible reduces the amount of loss that the insurance company is responsible for and therefore should not be a factor in determining the premium.

**Coinsurance Discount, ($C^*$):** The discount offered as a result of the insured assuming responsibility for a coinsurance cost was also calculated using a straight line method, where the amount of loss that the insured would assume is subtracted from the initial loss severity prior to the calculation $P_0$. This reduces the amount of coverage the insurance company is responsible for and therefore should not be considered as a chargeable expense in the premium.

**Security Rate of Discount, ($r$):** The premium discount provided by the insurer is set by the insurer and discounts the policy premium by $r\%$ of the reduction in vulnerability resultant from the security investment.

**Security Spending Premium Discount, ($\delta$):** The insurance discount received resultant from security investment is the reduction in vulnerability multiplied by the insurance discount offered by the insurer. It is calculated as:

$$\delta = r(1 - S(z, v)) \quad (5)$$

**Baseline Conditions**

**Power Interruptions**

Amongst the electrical industry, there are several definitions for what could be considered a power interruption. The Institute of Electrical and Electronic Engineers
(IEEE) considers a power interruption to be the total loss of power to one or more customers connected to the electrical distribution system [82]. The IEEE also discriminates between momentary and sustained interruptions, using five minutes as the threshold between momentary and sustained [82]. The U.S. Department of Energy requires incident reports for a variety of events that may or may not result in interruptions to consumers, among which, the event is a loss of power to more than 50,000 customers for at least an hour [83]. To ensure clarity from this point forward, any reference to a power interruption will assume the IEEE standard of a sustained outage. The decision to use the IEEE standard for this research is based on the fact that reliability data collected by the Energy Information Administration uses the IEEE sustained interruption standard.

**Model Inputs**

The baseline conditions for the model are values assigned to variables required for the model. The rationale for each variable is detailed in the following sections:

**Threat, \( (t) \):** The 2015 Critical Infrastructure Readiness Report found that nearly nine out of ten companies have experienced an attack in the last year, allowing for the use of a 90% threat estimate [84].

**Vulnerability, \( (v) \):** Also in the Critical Infrastructure Readiness Report, 55% of the companies interviewed experienced physical damage during those attacks and 33% experienced disruptions in their daily business cycles. The average of these two figures was used to estimate that 46% of the attacks resulted in success of some sort [84].

**Loss Severity Calculation, \( (\lambda) \):** The annual loss severity used as the amount of coverage sought by the power company was calculated using power outage reliability figures and customer data reported via form EIA-861 to the Energy Information
The calculation method was developed by Berkeley National Lab for the Department of Energy and estimates the economic losses in the event of an outage using inputs reported by power companies described below. The calculator also accounts for regional differences by differentiating between residential and commercial customers, backup power capability at commercial customer’s facilities, time of day, and time of year [85]. The inputs required for the calculator are as follows:

1. **SAIDI Index**: This index represents the average length of time customers are interrupted, it is defined as:

   \[
   \text{SAIDI} = \frac{\text{Sum of sustained interruption durations for all customers}}{\text{Total number of customers served}} \quad (6)
   \]

2. **SAIFI Index**: This index represents the total number of customer interruptions per customer for a specified electric supply system and is defined as:

   \[
   \text{SAIFI} = \frac{\text{Total number of sustained interruptions for all customers}}{\text{Total number of customers served}} \quad (7)
   \]

3. Number of residential customers served by the power company
4. Number of non-residential customers (i.e., manufacturing and industrial) in the populations

While the severity estimate has validity as a worst case scenario for a cyber incident, the true value of this framework is including real-world available reliability metrics to provide a first look at applicability and scalability as concurrent research continues to adjust vulnerability and threat parameters, and further refine loss estimates associated with cyber incidents.

**Operational Technology Security Budget**: The security budget of a company is estimated using the revenue of power companies reporting reliability numbers to the EIA
[86]. The EIA data is publically accessible from their web site. To develop a realistic operational technology budget, information technology budgets were used as a proxy. Private consulting firms recommend that between 3% - 7% of revenue should be used as an IT budget baseline depending on the stability of the IT budget in prior years and whether the company is experiencing rapid growth [87], [88]. The IT Security Spending Trends Survey Report by the SANS Institute suggests that companies typically spend between 7% - 9% of their IT budgets on IT security [89]. Using the spend range categories from Table 5, the average revenue calculation is used to develop a general OT security budget using 5% of revenue and 8% of the resultant IT budget using the assumption that OT budgets have been underfunded in recent years.

**Table 6. Calculated security investment effectiveness.**

<table>
<thead>
<tr>
<th>Spend Range ($M)</th>
<th>Avg. Revenue</th>
<th>Security Budget ($K)</th>
<th>Alpha (α)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0-$50</td>
<td>$27,072.41</td>
<td>$108.29</td>
<td>2.63908E-05</td>
</tr>
<tr>
<td>$50-$100</td>
<td>$70,472.33</td>
<td>$281.89</td>
<td>1.01382E-05</td>
</tr>
<tr>
<td>$100-$500</td>
<td>$214,530.20</td>
<td>$858.12</td>
<td>3.3304E-06</td>
</tr>
<tr>
<td>&gt;$500</td>
<td>$1,851,776.00</td>
<td>$7,407.10</td>
<td>3.858E-07</td>
</tr>
</tbody>
</table>

**Productivity of Security Investment, (α):** Alpha values in Table 6 were derived by implementing conservative values assuming companies opt to implement the full security budget listed in Table 5. If the full security budget is implemented, a company (on average) can expect to experience the following outcomes: (i) 5% probability of successful attack, \( S(z,v) \), (ii) 46% for \( v \) as estimated earlier, and (iii) 90% for \( t \), as described earlier. Using Equation (4), the corresponding values for alpha under the security budget investments are listed in Table 6.
Optimization

The minimization for the model is the expected loss conditioned on security investment multiplied by loss severity and threat, combined with the costs of the security investment, premium, deductible expenses and coinsurance expenses. The minimization seeks to minimize the amount by which the initial wealth is reduced as defined in Equation (1).

\[
\text{Minimize: } [S(z, v)\lambda t + z + P + D_{Exp} + C_{Exp}]
\]

(8)

Decision Variables

**Deductible Percentage** (\(D\)): The percentage of loss severity that an insured will be responsible for in the event of an incident, prior to any payouts from the insurer.

**Deductible Toggle**: A binary on/off switch in the optimization that serves as a multiplier for the deductible percentage, effectively including or excluding the costs from being considered in the optimization.

**Coinsurance Percentage** (\(C\)): The percentage of loss severity, after the deductible is paid, that the insured is responsible for.

**Coinsurance Toggle**: A binary on/off switch in the optimization that serves as a multiplier for the coinsurance percentage, effectively including or excluding the costs from being considered in the optimization.

**Direct Security Investment**, (\(z\)): The dollar amount of direct self-investment by the power company in to cyber security.

Constraints

In addition to default non-negative constraints, in order to make the optimization successful, the restraints outlined in Table 7:
Table 7. Optimization constraints.

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( z &lt; \lambda )</td>
<td>If direct security investment is equal to or more than security, company should self-insure</td>
</tr>
<tr>
<td>( P + z \leq \text{Security Budget} )</td>
<td>The OT security budget cannot exceed budget constraints. *This can be turned on/off depending whether the model is determining an optimal budget without constraints or attempting to develop an allocation that remains under budget</td>
</tr>
<tr>
<td>Combined Toggle ( \geq 0 )</td>
<td>The sum of the deductible and coinsurance toggles, this sum can also be set to ( =0, \geq 1, \text{or} \geq 2 ), depending on the preferences of the parties involved</td>
</tr>
<tr>
<td>Deductible Toggle ( \geq 0 )</td>
<td>This constraint can be adjusted to ( =0, \text{or} \geq 1 ), depending on preferences for inclusion of a deductible in the model</td>
</tr>
<tr>
<td>Coinsurance Toggle ( \geq 0 )</td>
<td>This constraint can be adjusted to ( =0, \text{or} \geq 1 ), depending on preferences for inclusion of coinsurance in the model</td>
</tr>
</tbody>
</table>

Solver Settings

The optimization software used to develop this framework and run all associated optimizations is Frontline Systems, Inc. Analytic Solver Platform V2016-R2. The settings are detailed in Table 8.

Table 8 - Analytic Solver settings

<table>
<thead>
<tr>
<th>Parameter Option</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
<td>GRG nonlinear</td>
</tr>
<tr>
<td>Maximum Time</td>
<td>100 seconds</td>
</tr>
<tr>
<td>Iterations</td>
<td>1000</td>
</tr>
<tr>
<td>Precision</td>
<td>( 1 \times 10^{-6} )</td>
</tr>
<tr>
<td>Convergence</td>
<td>0.0001</td>
</tr>
<tr>
<td>Multi-Start Search</td>
<td>Enabled</td>
</tr>
<tr>
<td>Require Bounds on Variables</td>
<td>Enabled</td>
</tr>
<tr>
<td>Estimates</td>
<td>Tangent</td>
</tr>
<tr>
<td>Derivatives</td>
<td>Forward</td>
</tr>
<tr>
<td>Search</td>
<td>Newton</td>
</tr>
<tr>
<td>Maximum Sub Problems</td>
<td>5000</td>
</tr>
<tr>
<td>Maximum Feasible Solutions</td>
<td>5000</td>
</tr>
</tbody>
</table>
Data Diagnostics

Model Confirmation

To ensure that the extension of the Young et al. base model works correctly, a scenario from their published work was re-created. The extended model's deductible and coinsurance capabilities were forced to zero using the constraints previously described, and the scenario was repeated 35 times. The results were used to establish a 95% confidence interval (CI). The 95% CI intersected entirely within the Young et al. model’s published results.

Energy Industry Reliability Data

Organizations were established to track energy industry statistics in response to the oil market disruption of 1973, resulting in the establishment of the Energy Information Association in 1977 through the Department of Energy Organization Act [90]. The EIA collects information from a sample of industry participants via the EIA-861, "Annual Electric Power Industry Report" [86]. When considering the power industry as a whole, this research refers to any power company that is operated as a municipal, state, federal, investor owned, cooperative, political subdivision, or transmission entity. Power marketing companies were excluded, as they do not have power generation capabilities.
**Sampling Strategy**

The sampling strategy is a stratified sample across using North American Electric Reliability Corporation's (NERC) regions as a grouping factor. The NERC regions, provided in Figure 3, are used to allocate companies to a single group. All NERC regions will contain an equal sample, which is restricted by the smallest sample available in the EIA self-reported data (see Table 9, 2013, FRCC, n = 10). This approach provides a balanced design (e.g., equal group sizes) to minimize effects for ANOVA models. The parsing process randomly selected 10 companies from each of the eight regions. Reported data included an independent service organization (MISO) and the state of Alaska, which were excluded because they did not meet the minimum (n = 10) threshold. Samples were drawn from three consecutive years of available self-reported EIA data, 2013 through 2015, providing a total sample size of n = 240 for assessing the model. The sampling data represents over 200 companies across 42 states. The stages of the parsing process are outlined in Table 9.
Table 9. Data parsing process.

<table>
<thead>
<tr>
<th>Year</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>Available Operational Data</td>
<td>2,286</td>
</tr>
<tr>
<td>No. Reported Reliability Metrics</td>
<td>1045 (45.71%)</td>
</tr>
<tr>
<td>No. Reported All Attributes</td>
<td>487 (21.30%)</td>
</tr>
<tr>
<td>NERC Region</td>
<td>FRCC MRO NPCC RFC SERC SPP TRE WECC MISO AK</td>
</tr>
<tr>
<td>Data Available by Region</td>
<td>11 80 23 98 138 44 13 70 7 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>2014</th>
</tr>
</thead>
<tbody>
<tr>
<td>Available Operational Data</td>
<td>2,249</td>
</tr>
<tr>
<td>No. Reported Reliability Metrics</td>
<td>1231 (54.74%)</td>
</tr>
<tr>
<td>No. Reported All Attributes</td>
<td>488 (21.70%)</td>
</tr>
<tr>
<td>NERC Region</td>
<td>FRCC MRO NPCC RFC SERC SPP TRE WECC MISO AK</td>
</tr>
<tr>
<td>Data Available by Region</td>
<td>12 86 21 94 133 39 21 72 6 4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>Available Operational Data</td>
<td>2,197</td>
</tr>
<tr>
<td>No. Reported Reliability Metrics</td>
<td>965 (43.92%)</td>
</tr>
<tr>
<td>No. Reported All Attributes</td>
<td>456 (20.76%)</td>
</tr>
<tr>
<td>NERC Region</td>
<td>FRCC MRO NPCC RFC SERC SPP TRE WECC MISO AK</td>
</tr>
<tr>
<td>Data Available by Region</td>
<td>10 79 22 82 130 36 15 72 6 4</td>
</tr>
</tbody>
</table>

**Company Scenarios**

The model will be use the baseline conditions described earlier: \( t \) at 90%, a \( v \) value of 46% and the initial base rate premium of 8%. Building on the Young et al. framework the insurance discount is based on a security investment offered by insurance companies, \( r \), and is set to 50%. The calculated \( \alpha \) values for each company will correspond to the size of the company as calculated in Table 5. Our analysis will focus on the allocation of a cyber security budget under no constraints. This provides insight into what the optimal security budget would look like under the variety of circumstances provided by the data reported to the EIA. Additionally, the unconstrained budget was
chosen due to the inability for some of the analyzed companies to obtain insurance for the full loss severity within the estimated constrained budget described in Chapter 3. It was determined that more data under no budget constraints would be more effective in spotting trends on an industry scale versus fewer data points in the presence of a constrained budget.

**Data Discovery and Analysis**

The sample data will be assessed for normality using quantile plots, visual aids of the sampling distributions, 2nd, 3rd, and 4th order moments, equal variance analysis using unequal variance tests and residual analysis, and if required, transformations. A nonparametric Analysis of Variance (ANOVA) equivalent test for k groups called the Kruskal-Wallis test will be considered if the sampling distributions demonstrate power issues due to non-normality (e.g., non-Gaussian), unequal variance, or extreme outliers. Since the dependent variable (EIA reliability data) is continuous and the independent variable used for grouping (NERC Region) nominal (e.g., categorical), a single-factor ANOVA is appropriate to assess if any differences exist across groups. The reliability data will be compared in pre-treatment and post-treatment conditions to test for effects by region. In this research, emphasis will be placed on assessing whether post-treatment outcomes indicate a risk reduction within any NERC region and across all regions. Post Hoc pairwise testing will be performed, if required, using the Tukey Honestly Significant Difference (HSD) test.

**Revenue versus Loss Metric**

The annual loss expectancy and the conditioned loss post treatment were used to determine the effectiveness of the model. These numbers represent the pre-treatment,
unconditioned losses anticipated and the post-treatment expected loss as generated by the model. These losses were normalized by dividing by that company’s revenue, to generate a percentage of revenue loss for the company analyzed. This generated a loss ratio that could be used for comparison between companies. The smaller the ratio, the better the performance of the company, as the losses are a smaller portion of the annual revenue earned during the time period, which in this case, is a year.

IV. Analysis and Results

Chapter Overview

This chapter will provide the results of testing the extended framework through the application of power industry data. The results begin with a preliminary analysis of the power industry by NERC region prior to model treatment. Factors that affected security allocation, budget recommendations and structure of insurance policy will also be identified.

Pre-Treatment

Power companies within each NERC region represent a variety of sizes with respect to revenue. Visual analysis through scatter plots, frequency distributions, and summary statistics illustrated in Figure 4 confirm the data represents a wide range of revenue observations with a moderate number of extreme outlier values. Therefore, using company size (as represented by revenue) as a continuous dependent variable (e.g. small, medium, and large) based exclusively on raw revenue is not a feasible approach that can scale across such a broad range of values. Since all NERC regions contain a
wide range of company sizes, a ratio of “Actual Loss as a Percentage of Revenue” was selected for the dependent variable for pre-treatment evaluation, and “Expected Loss as a Percentage of Revenue” for post-treatment evaluation. Company assignment to a NERC region is mutually exclusive on a per year basis.

![Figure 4. Summary statistics for revenue, 2013-2015 (n = 240).](image)

**Major Disruptive Event (MED)**

Outlier analysis also revealed some extreme values in the self-reported data set as a result of an observed phenomenon known as a Major Event Days (MED). These events are considered a low probability of occurrence with high impact and appear as extreme
outliers in the data set. The decision to retain the extreme outlier values in the data set is based on the following facts: (i) MED’s are naturally occurring real events (although infrequent) that are typically unforeseen (e.g., hurricanes, earthquakes, and blackouts), (ii) impact all company sizes, and (iii) have to be addressed and mitigated by the companies affected. Furthermore, ANOVA analysis reveals that at \( \alpha = 0.05 \), no NERC region is significantly different from the other when comparing the means of loss severity as a percentage of revenue. The ANOVA and Tukey-Kramer HSD tests are displayed in Figure 5. This indicates that each region has learned to contend with interruption events peculiar to their geographic location, such as MED’s. Further analysis of the SAIDI, SAIFI and customer populations indicate that there are some differences between regions in each of these categories, but as Figure 5 shows, these inputs do not have enough impact to alter the overall loss experienced by the company. Figure 6, Figure 7, Figure 8, and Figure 9 show the statistical differences between regions by customer and reliability measures.
Figure 5. Pre-treatment loss severity as a percentage of revenue.
Figure 6. Commercial population comparisons between NERC regions.

Figure 7. Residential population comparisons between NERC regions.
### Figure 8. SAIFI comparisons between NERC regions.

<table>
<thead>
<tr>
<th>Level - Level</th>
<th>Score Mean Difference</th>
<th>Z</th>
<th>p-Value</th>
<th>Hodges-Lehmann Lower CL</th>
<th>Upper CL</th>
</tr>
</thead>
<tbody>
<tr>
<td>NERC</td>
<td>11.6351</td>
<td>2.5803</td>
<td>0.005*</td>
<td>0.0100</td>
<td>2.0800</td>
</tr>
<tr>
<td>RFC</td>
<td>8.633</td>
<td>1.9518</td>
<td>0.0301</td>
<td>0.0000</td>
<td>0.9600</td>
</tr>
<tr>
<td>SPP</td>
<td>6.933</td>
<td>1.5369</td>
<td>0.1380</td>
<td>0.1000</td>
<td>0.5600</td>
</tr>
<tr>
<td>SPR</td>
<td>5.600</td>
<td>1.2419</td>
<td>0.2340</td>
<td>0.1600</td>
<td>0.8000</td>
</tr>
<tr>
<td>TRE</td>
<td>4.400</td>
<td>1.0659</td>
<td>0.2940</td>
<td>0.1800</td>
<td>0.7000</td>
</tr>
<tr>
<td>MRC</td>
<td>3.230</td>
<td>0.7969</td>
<td>0.3920</td>
<td>0.1600</td>
<td>0.5400</td>
</tr>
<tr>
<td>SERC</td>
<td>2.533</td>
<td>0.7083</td>
<td>0.4330</td>
<td>0.1700</td>
<td>0.5200</td>
</tr>
<tr>
<td>SFPC</td>
<td>2.323</td>
<td>0.6729</td>
<td>0.5011</td>
<td>0.1340</td>
<td>0.3500</td>
</tr>
<tr>
<td>NERC</td>
<td>1.1000</td>
<td>0.2445</td>
<td>0.0102</td>
<td>0.0400</td>
<td>0.4700</td>
</tr>
<tr>
<td>RFC</td>
<td>-3.863</td>
<td>-1.0461</td>
<td>0.0255</td>
<td>-0.1000</td>
<td>-0.5800</td>
</tr>
<tr>
<td>SPP</td>
<td>-3.763</td>
<td>-1.0462</td>
<td>0.0255</td>
<td>-0.1001</td>
<td>-0.5800</td>
</tr>
<tr>
<td>SPR</td>
<td>-7.897</td>
<td>-1.6421</td>
<td>0.0054</td>
<td>-0.4900</td>
<td>-0.9800</td>
</tr>
<tr>
<td>TRE</td>
<td>-8.840</td>
<td>-1.9335</td>
<td>0.0532</td>
<td>-0.5400</td>
<td>-1.8800</td>
</tr>
<tr>
<td>MRC</td>
<td>-8.913</td>
<td>-2.0132</td>
<td>0.0054</td>
<td>-0.4020</td>
<td>-1.7700</td>
</tr>
<tr>
<td>SERC</td>
<td>-12.241</td>
<td>-2.7607</td>
<td>0.0050*</td>
<td>-0.6600</td>
<td>-1.3200</td>
</tr>
<tr>
<td>SFPC</td>
<td>-1.247</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
<tr>
<td>NERC</td>
<td>-1.190</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
<tr>
<td>RFC</td>
<td>-1.937</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
<tr>
<td>SPP</td>
<td>-1.270</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
<tr>
<td>SPR</td>
<td>-1.307</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
<tr>
<td>TRE</td>
<td>-1.512</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
<tr>
<td>MRC</td>
<td>-1.590</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
<tr>
<td>SERC</td>
<td>-1.900</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
</tbody>
</table>

### Figure 9. SAIDI comparisons between NERC regions.

<table>
<thead>
<tr>
<th>Level - Level</th>
<th>Score Mean Difference</th>
<th>Z</th>
<th>p-Value</th>
<th>Hodges-Lehmann Lower CL</th>
<th>Upper CL</th>
</tr>
</thead>
<tbody>
<tr>
<td>NERC</td>
<td>13.6351</td>
<td>2.5803</td>
<td>0.005*</td>
<td>0.0100</td>
<td>2.0800</td>
</tr>
<tr>
<td>RFC</td>
<td>9.633</td>
<td>1.9518</td>
<td>0.0301</td>
<td>0.0000</td>
<td>0.9600</td>
</tr>
<tr>
<td>SPP</td>
<td>6.933</td>
<td>1.5369</td>
<td>0.1380</td>
<td>0.1000</td>
<td>0.5600</td>
</tr>
<tr>
<td>SPR</td>
<td>5.600</td>
<td>1.2419</td>
<td>0.2340</td>
<td>0.1600</td>
<td>0.8000</td>
</tr>
<tr>
<td>TRE</td>
<td>4.400</td>
<td>1.0659</td>
<td>0.2940</td>
<td>0.1800</td>
<td>0.7000</td>
</tr>
<tr>
<td>MRC</td>
<td>3.230</td>
<td>0.7969</td>
<td>0.3920</td>
<td>0.1600</td>
<td>0.5400</td>
</tr>
<tr>
<td>SERC</td>
<td>2.533</td>
<td>0.7083</td>
<td>0.4330</td>
<td>0.1700</td>
<td>0.5200</td>
</tr>
<tr>
<td>SFPC</td>
<td>2.323</td>
<td>0.6729</td>
<td>0.5011</td>
<td>0.1340</td>
<td>0.3500</td>
</tr>
<tr>
<td>NERC</td>
<td>1.1000</td>
<td>0.2445</td>
<td>0.0102</td>
<td>0.0400</td>
<td>0.4700</td>
</tr>
<tr>
<td>RFC</td>
<td>-3.863</td>
<td>-1.0461</td>
<td>0.0255</td>
<td>-0.1000</td>
<td>-0.5800</td>
</tr>
<tr>
<td>SPP</td>
<td>-3.763</td>
<td>-1.0462</td>
<td>0.0255</td>
<td>-0.1001</td>
<td>-0.5800</td>
</tr>
<tr>
<td>SPR</td>
<td>-7.897</td>
<td>-1.6421</td>
<td>0.0054</td>
<td>-0.4900</td>
<td>-0.9800</td>
</tr>
<tr>
<td>TRE</td>
<td>-8.840</td>
<td>-1.9335</td>
<td>0.0532</td>
<td>-0.5400</td>
<td>-1.8800</td>
</tr>
<tr>
<td>MRC</td>
<td>-8.913</td>
<td>-2.0132</td>
<td>0.0054</td>
<td>-0.4020</td>
<td>-1.7700</td>
</tr>
<tr>
<td>SERC</td>
<td>-12.241</td>
<td>-2.7607</td>
<td>0.0050*</td>
<td>-0.6600</td>
<td>-1.3200</td>
</tr>
<tr>
<td>SFPC</td>
<td>-1.247</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
<tr>
<td>NERC</td>
<td>-1.190</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
<tr>
<td>RFC</td>
<td>-1.937</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
<tr>
<td>SPP</td>
<td>-1.270</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
<tr>
<td>SPR</td>
<td>-1.307</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
<tr>
<td>TRE</td>
<td>-1.512</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
<tr>
<td>MRC</td>
<td>-1.590</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
<tr>
<td>SERC</td>
<td>-1.900</td>
<td>-0.8540</td>
<td>0.0312</td>
<td>-0.0800</td>
<td>-0.1600</td>
</tr>
</tbody>
</table>
**Extended Insurance Model Policy Options**

This framework, built on the Young et al. model has the capability to represent four general policy structures. The introduction of additional economic elements in this model represent cost sharing on the part of the insured, where they will be responsible for a portion of the losses. Cost sharing in this model will come in the form of a deductible, coinsurance, both, or no cost sharing. Deductibles are structured so that the insured will be required to pay the deductible amount out of pocket prior to receiving any compensation from the insurer. Coinsurance represents a scenario where the insured will pay a portion of the losses in conjunction with the insurer simultaneously. In the case where both a deductible and coinsurance mechanism is recommended, the deductible will be paid first by the insured and the coinsurance payment will be divided as dictated by the coinsurance percentage on the remainder of the damages beyond the deductible amount. The Young et al. model represents the default structure, with no deductible or coinsurance options. Table 10 shows the type of cost sharing mechanisms available in the extended insurance model and the responsibility assumed by both the insured and insurer.
Table 10. Types of cost sharing options included in extended insurance model.

<table>
<thead>
<tr>
<th>Type</th>
<th>Insured Responsibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deductible Only</td>
<td>Full deductible amount before insurer pays</td>
</tr>
<tr>
<td>Coinsurance Only</td>
<td>Percentage of covered losses in conjunction with insurer as dictated by insurance contract</td>
</tr>
<tr>
<td>Both</td>
<td>Full deductible before insurer payment and coinsurance payment in conjunction with the insurer on remainder of covered losses</td>
</tr>
<tr>
<td>None</td>
<td>Insurer responsible for all covered losses</td>
</tr>
</tbody>
</table>

Table 11 illustrates the responsibility by each party in a hypothetical scenario. It should be noted that when the loss experienced is less than the total coverage, the coinsurance is more advantageous to the insured. The deductible is only more advantageous to the insured when it is a fixed dollar amount and the loss is sufficient that the coinsurance expenses would exceed the fixed deductible expense.

Table 11. Insured and insurer responsibilities given different cost sharing structures.

<table>
<thead>
<tr>
<th>Type</th>
<th>Amount</th>
<th>Loss</th>
<th>Insured Pays</th>
<th>Insurer Pays</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deductible Only</td>
<td>10% of Loss</td>
<td>$100</td>
<td>$10</td>
<td>$90</td>
</tr>
<tr>
<td>Coinsurance Only</td>
<td>10% of Loss</td>
<td>$100</td>
<td>$10</td>
<td>$90</td>
</tr>
<tr>
<td>Both</td>
<td>10% of Loss, 10% of remainder after deductible</td>
<td>$100</td>
<td>$10 + $90</td>
<td>$81</td>
</tr>
<tr>
<td>None</td>
<td>N/A</td>
<td>$100</td>
<td>$0</td>
<td>$100</td>
</tr>
</tbody>
</table>
Assessing the Extended Insurance Model

To assess if the model is stable and capable of providing insurance policy options that incentivize power industry asset owners to self-investment, all data points were introduced to the model. The results will be reported immediately below, and factors of the model that were found to be statistically significant will be discussed in the following section.

The extended insurance policy options model outputs are illustrated in Figure 10. The vertical bars represent the number of companies associated with a specific policy option (i) None = no deductible and no coinsurance, (ii) Coinsurance = coinsurance only, and (iii) Both = coinsurance and deductible. The horizontal connected line above the vertical bars represents the average amount in dollars of security self-investment recommended for a particular insurance policy option. Figure 10 can be interpreted as follows: (i) 50 companies should not participate in any additional cost sharing, (ii) 68 companies should engage in partial cost sharing through coinsurance only, and (iii) 122 companies should utilize the maximum amount of cost sharing available through coinsurance and deductible. No companies in the data set should opt for a deductible only policy. Addressing the deductible only policy option for the extended model will be discussed further in the limitations section.
Figure 10. Recommended insurance policy structure and security investment.

Figure 11 describes additional characteristics of each type of insurance policy option that exhibit statistical significance. The extended insurance model recommends companies with higher pre-treatment losses, depicted by the bar chart and measured on the primary vertical axis should engage in full cost sharing practices using both coinsurance and a deductible. The recommended security budget, as a percentage of revenue is depicted by the line graph and measured on the secondary vertical axis. This budget recommendation indicates that those companies anticipating higher losses than industry peers should spend more on reducing risk via direct cyber security investment. By assuming more risk through engaging in more cost sharing, the model’s recommendation to spend more on risk reduction indicates that the incentive mechanism is working.
Figure 11. Average pre-treatment losses and recommended direct self-security investment.

Figure 12 shows the post-treatment losses as a percentage of revenue, measured on the primary axis, and the probability of a successful attack, as measured on the secondary axis sorted by recommended insurance option. A comparison of each of the elements in Figure 10, Figure 11, and Figure 12 shows how the relationship between the expected losses in pre-treatment and post-treatment conditions, direct investment, and probability of a successful attack illustrates the nature of diminishing returns on security self-investment, which is a feature of the reduction of threat likelihood model used in this framework. Companies that anticipate lower initial losses experience an apex in the effectiveness of additional security investments, after which, the value of additional investment decreases. The model can detect the threshold and therefore stops investing, which results in higher successful attack probabilities. This explains why the companies who participate in no cost sharing exhibit the lowest pre-treatment losses in Figure 11,
but have the highest post-treatment losses in Figure 12. What may seem like an anomaly is actually a result of the model determining that higher expected losses outweigh the expenses of additional security investment. In dollar terms, companies that received the recommendation not to engage in cost sharing invested about half as much in direct security investment as companies who were recommended to engage in partial cost sharing, but the expected loss are about the same.

![Figure 12. Average post-treatment loss and probability of a successful attack for each insurance policy option.](image)

Significant Factors in Extended Insurance Model

The factors found to be statistically different in the extended insurance model are described below.
Company Size

Analysis of the extended insurance model policy options show that there is sufficient evidence to support the claim that company size is not a discriminating factor in insurance type. Failure to meet normality assumptions necessitated the use of non-parametric analysis. At $\alpha = 0.05$, the Kruskal-Wallis rank sums test failed to reject the null that the samples come from the same distribution with a $p$-value $= 0.066$. A comparison between each pair using the Wilcoxon method showed that at $\alpha = 0.05$, there is no statistical difference between no cost sharing policies and full cost sharing policies ($p$-value $= 0.0769$), nor partial cost sharing and full cost sharing ($p$-value $= 0.3602$). There is however, a statistical difference in company size between partial cost sharing with coinsurance and no cost sharing. The $p$-value $= 0.0240$. Figure 13 shows the data outputs from JMP statistical software. The limitations on sample size by NERC region preclude this area from being studied further within the scope of this research. There is data available within several of the NERC regions that could be studied at a future date to determine what factors drove the difference between non-cost sharing options and coinsurance only. This was not pursued because it was not deemed critical to the analysis of the industry as a whole, nor did it invalidate the model.
Figure 13. Revenue comparison between recommended insurance policy options.

Pre-Treatment Loss Severity as a Percentage of Revenue

Using ANOVA analysis, pre-treatment loss severity is statistically significant at \( \alpha = 0.05 \) across insurance policy types with a p-value <0.0001. The All Pairs Tukey-Kramer HSD test also shows that at \( \alpha = 0.05 \), the pre-treatment severity is statistically different, all with p-values < 0.0001. Figure 14 shows the ANOVA analysis and Figure 15 shows the residual plot along with Tukey-Kramer HSD test and connecting letters report.
Figure 14. ANOVA analysis of pre-treatment severity by insurance policy options.
Figure 15. Residual plot and Tukey-Kramer HSD comparison test of pre-treatment loss severity by insurance policy options.

Direct Security Investment as a Percentage of Revenue

As shown in Figure 11, the companies with the highest pre-treatment loss severity are recommended to use the most cost-sharing, they are also recommended to spend the most, as a percentage of their revenue, on direct self-security investment. Non-parametric analysis showed that the null must be rejected at $\alpha = 0.05$ using the Kruskal-
Wallis test with a p-value < 0.0001. A comparison between no cost sharing and both deductible and coinsurance rejected the null that they were the same with a p-value < 0.0001. The policy options using partial cost sharing with coinsurance and both a deductible and coinsurance showed a p-value = 0.0008, and the comparison of a coinsurance only policy and no cost sharing policy generated a p-value = 0.0002, both of which reject the null that the groups are the same. All comparisons were analyzed at \( \alpha = 0.05 \) level and JMP output is displayed in Figure 16.

Figure 16. Non-parametric analysis of recommended direct security investment as a percentage of revenue by insurance policy type.

Post-Treatment Losses as a Percentage of Revenue

Figure 17 shows that post-treatment losses, as a percentage of revenue are significantly different by insurance policy option type at \( \alpha = 0.05 \), with a p-value < 0.0001 using ANOVA analysis. Further testing using the Tukey-Kramer HSD test shows that the null hypothesis of equal expected loss percentages must be rejected at \( \alpha = 0.05 \),
with p-values < 0.0001 in every comparison. The residual plots, statistical outputs, and
connecting letters reported are detailed in Figure 18.

![Post-treatment Loss/Revenue Chart](chart.png)

**Analysis of Variance**

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F Ratio</th>
<th>Prob &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>None - 0, Coincidence - 1, Deductible - 2, Both - 3</td>
<td>2</td>
<td>46.68098</td>
<td>23.3405</td>
<td>76.4381</td>
<td>&lt;.0001*</td>
</tr>
<tr>
<td>Error</td>
<td>237</td>
<td>72.36805</td>
<td>0.3054</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. Total</td>
<td>239</td>
<td>119.04934</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 17. ANOVA analysis of post-treatment losses as a percentage of revenue.
Figure 18. Tukey-Kramer HSD comparison of post-treatment expected loss as a percentage of revenue by insurance policy type.

Extended Insurance Policy Options Model Summary

The results above show that model developed in this research used real data to recommend three different insurance policy options for companies. On the surface, the recommendations make sense and examination of the statistical significance of the
factors involved confirms that the model provided recommendations consistently, based on but not limited to: (i) pre-treatment loss severity, (ii) post-treatment loss severity as a percentage of revenue, and (iii) direct security investment as a percentage of revenue. The model did display significant differences between the sizes of companies in two of the three options, indicating that revenue was not a major factor in the recommendation.

The model also required that increased risk through cost sharing be associated with lower probabilities of loss by recommending that companies only engage in the highest levels of cost sharing using deductibles and coinsurance when the probability of a successful attack can be reduced to less than 1.1% or in terms of the loss/revenue ratio, less than 0.19% of the company’s annual revenue. The probability of loss was not included as a statistically significant factor because it failed assumptions of normality and variance in both parametric and non-parametric analysis, respectively.

During this phase of the analysis, the second and third research questions posed in Chapter 1 were answered. The first question was designed to identify which factors contributed to insurance policy design. The statistically significant factors previously identified are good start to determining what influenced insurance policy recommendations. As cyber security threat and vulnerability assessments become more robust, the industry should gain more insight into specific policy option influencers that contribute to the factors identified in this framework. The third question exploring an optimal policy structure for the industry can be answered by examining the distribution of the companies assigned to each of the options. The recommendations, based on the variable characteristics identified above, reject the “one-size-fits-all” insurance design for
power companies within the industry. Each policy must cater to the needs of the insured and the insurer to reduce risk on both sides.

Post Treatment Industry Analysis

Now that the extended model has been tested and confirmed to provide recommendations based on statistically significant criteria, the research turns to the effects on NERC regions and the entire industry. Beginning with an analysis of the individual NERC regions, ANOVA analysis showed that one region’s expected losses are statistically different from the rest of the regions at $\alpha = 0.05$, with a $p$-value $< 0.0001$. The ANOVA output and Tukey-Kramer HSD test showing the pre-treatment and post-treatment conditions are presented in Figure 19. This however, does not shed any light on whether the industry as a whole has adopted a stronger security posture based on the recommendations made in this research. To do this, we examined the standard deviation of the losses in pre-treatment and post-treatment conditions.

Prior to launching this analysis however, it should be noted that no amount of security investment can eliminate the chance of a successful cyber attack. Investment can be made in an effort to reduce vulnerabilities, but as each security measure is developed, malicious actors find new means and methods of circumvention. This research does not propose that any framework can eliminate the cyber threat of any company, however, it is valuable in that it could contribute fewer vulnerabilities.
Figure 19. ANOVA and Tukey-Kramer HSD test of pre (left) and post treatment (right) losses by region.

Figure 20 shows the difference between the standard deviation of losses as a percentage of revenue within each NERC region in pre and post treatment conditions.

<table>
<thead>
<tr>
<th>NERC Region</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre Treatment</td>
</tr>
<tr>
<td>FRCC</td>
<td>0.969938</td>
</tr>
<tr>
<td>MRO</td>
<td>0.972431</td>
</tr>
<tr>
<td>NPCC</td>
<td>1.614795</td>
</tr>
<tr>
<td>RFC</td>
<td>1.278549</td>
</tr>
<tr>
<td>SERC</td>
<td>1.051699</td>
</tr>
<tr>
<td>SPP</td>
<td>1.114973</td>
</tr>
<tr>
<td>TRE</td>
<td>1.011735</td>
</tr>
<tr>
<td>WECC</td>
<td>1.199969</td>
</tr>
</tbody>
</table>

Figure 20. Standard deviation of loss pre and post treatment.

The two post-treatment differences in scale are clearly evident. Both ANOVA and non-parametric methods generated the same results—the ranges of standard deviation
in the post treatment state are smaller. Figure 21 shows the JMP ® depicting the standard deviations.

![NERC Variance Test](image)

**Figure 21. Variance comparisons, pre-treatment loss (left) and post-treatment loss (right)**

The standard deviations of loss by NERC region were separated into pre-treatment and post-treatment categories and examined using ANOVA. Log transformation was used to help the data meet the normality assumptions. It was found that two outlier data points prevented the log transformed data set from being normal, as detailed in the Normal Quantile Plot and distribution in Figure 22. Removal of these outliers did allow the data to meet the normality assumption, but did not change the
results. For these reasons, the research moved forward using ANOVA, as detailed in Figure 23.

Figure 22. Log transformed residuals of standard deviation of losses.
Figure 23. ANOVA analysis of log transformed standard deviation in pre and post treatment categories.

The variance assumption also presented some issues by narrowly failing the Levene test, but passing the Browne-Forsythe testing using medians, as detailed in Figure 24. Examination of the residual plot does not cause major concern with homoscedasticity as the variances look relatively similar, allowing continued use of ANOVA. At $\alpha = 0.05$, comparison of the pre-treatment and post-treatment conditions determined that the null that the means were the same must be rejected with a p-value < 0.0001.
Due to the outlier distortion of the normality and equal variance assumptions, further analysis comparing the standard deviations in pre-treatment and post-treatment conditions when separated by year was conducted. Examination of the normal quantile plots indicated that the residuals of each year’s data was normally distributed. This was confirmed by the Wilks-Shapiro test, as detailed in Figure 25.

**Figure 24. Residual plot and variance tests of standard deviation in pre and post treatment categories.**
Figure 25. Normality tests of standard deviation residuals. From left to right: 2013, 2014, and 2015.

The subsequent ANOVA analysis and variance tests are captured in Figure 26, Figure 27, and Figure 28, where at $\alpha = 0.05$ the p-values < 0.0001 for each year indicate that the null must be rejected that the standard deviations in pre and post treatment conditions are equal.
Figure 26. ANOVA analysis, Tukey-Kramer HSD test, and Levene test of standard deviation in pre-treatment and post-treatment conditions sorted, 2013.
Figure 27. ANOVA analysis, Tukey-Kramer HSD test, and Levene test of standard deviation in pre-treatment and post-treatment conditions sorted, 2014.
Figure 28. ANOVA analysis, Tukey-Kramer HSD test, and Levene test of standard deviation in pre-treatment and post-treatment conditions sorted, 2015.

Although there are concerns with the assumptions for normality and variance when comparing all standard deviations across all years, the year by year comparisons confirm that the standard deviations of losses in pre-treatment and post-treatment conditions are not equal. Speculation into why the year by year standard deviations fail normality and homoscedasticity assumptions could be attributed to some years
experiencing more interruptions than others due to super storms, polar vortexes, hurricanes, droughts, et cetera. These reasons may have contributed to normality and homoscedasticity issues between years. The fact that the assumptions are met when comparing the standard deviations within years supports this speculation.

**Checking for Single Factors Disruption of Analysis**

To ensure that the reduced risk as measured by standard deviation of losses in pre-treatment and post-treatment conditions is uniform across all regions rather than just “cleaning up” one particularly bad region, we looked at a couple of factors (i.e. security spending by NERC region and the pre-treatment losses by NERC region).

Non-parametric analysis of recommended security spending by NERC region indicated that one region will spend a different amount on security, as a percentage of revenue, than some other regions, as detailed in Figure 29. But Figure 30 shows that Kruskall-Wallis test fails to reject the null that there is a statistical difference in amongst regions at $\alpha = 0.05$, calculating a p-value = 0.1636. Since pre-treatment losses as a percentage of revenues were not statistically different, as discussed above and displayed in Figure 5, and the recommended security spending as a percentage of revenue was not significantly different between regions, which indicated that no single region could have single handedly caused the enterprise wide reduction in the average standard deviation of losses. The model’s recommendations resulted in a uniform reduction in the average standard deviation of losses across the entire industry, which can be interpreted as an industry wide reduction in risk.
Figure 29. Recommended security budget as a percentage of revenue.
Summary

The uniformity among NERC regions in the pre-treatment scenario indicates that post-treatment results, effected each region with relatively the same magnitude. These results indicate that the extended insurance model successfully recommended different insurance policy options for companies based on the initial loss severity, as a percentage of revenue, investment levels as a percentage of revenue, post-treatment loss severity, and even considered diminishing returns of investment in security. When looking for industry wide risk reduction impact, the model demonstrated the ability to reduce the risk across the enterprise by narrowing the range of standard deviation of the expected losses.
from pre-treatment to post-treatment scenarios. The impact of these findings will be discussed in the next chapter.

V. Conclusions and Recommendations

Chapter Overview

This chapter will discuss the implications of the results and analysis from the previous chapter, provide answers to the research questions not discussed within first four chapters, and determine whether the stated hypothesis should be accepted or rejected. It will also cover limitations of the study and avenues for future research.

Conclusions of Research

This research has proven that extending Young et al.’s framework with the inclusion of the economic elements of coinsurance and a deductible will result in increased security investment. The recommendations based on statistically significant criteria, if implemented across industry, will result in a reduction in risk enterprise wide. Given the efficacy of the model, this research can provide value in a variety of applications:

1) Recommend cyber security budgets.

2) Recommend an allocation strategy for a cyber security budget.

3) Use the economic elements to create trade-space in the presence of constrained budgets.

The fourth and fifth research questions posed in Chapter 1 can now be answered. A key attribute of this framework is that each of the elements within the model are assessable and measurable. Insurers can use this framework and its elements to develop
insurance designs that meet the needs of the insured. In a constrained environment, cost sharing mechanisms create trade-space for a company that can provide the capability to remain under budget by reducing the initial obligation from the insured. These discounts can be reinvested back into additional security investment, further reducing premiums and ideally reducing the probability of a successful attack. In this case, the insurer will have reduced its losses and potentially increased its net gain by discounting premiums. From the perspective of the insured, the reduction in premiums will make the investment in risk transfer more appealing and would result in risk reduction if investment were a condition of entering into the insurance contract in the first place.

This framework provides a path forward for incentivizing cyber security investment using insurance. Its widespread adoption will lead to a more secure power industry. The interdependence of network systems dictates that all parties play a role in ensuring the safety of the group. Industry-wide cyber insurance that incentivizes investment will reduce risk by achieving greater participation in the market. This will contribute to security through increased data collection and information sharing. Insurers will have influence over their customers, but the insurers may begin to participate in the programs such as the aforementioned government information-sharing program sponsored by the DHS. They will continue to use their newfound plethora of data to further reduce their own risk.
Limitations

There are two primary limitations associated with this research: (i) the method in which deductibles were implemented within this model; and (ii) the variables associated with the framework.

The results used by the modeling indicated that in no circumstances would a deductible only insurance policy be optimal. This outcome is not erroneous based on how the model was structured, however, in practice, deductibles may be offered in a way that would make them more prevalent in the field. This model was built with deductibles considered as a percentage of the coverage sought in the policy. The rationale behind this was that setting a flat-rate deductible as a baseline would create issues within the model due to the range of loss severity and company sizes analyzed. A flat rate deductible representing 10% of the losses sustained by the median company in the sample would have represented an 1800% deductible for a company seeking coverage at the 25% percentile. For this reason, a deductible as a percentage of loss severity was used, and since deductibles are paid out of pocket by the insured prior to receiving any reimbursement from the insurer, coinsurance will always serve as the optimal choice because in the event of any loss, the insured is guaranteed to receive some reimbursement from the insurer.

The variables associated with the model are an avenue for future research and a limitation for the accuracy of the model today. Current research shows that there are methods of quantifying vulnerabilities in systems. However, many of those capabilities are not available to those who do not have access directly to the system itself. The
attractiveness of this model is that users can determine these variables and then applied to this model to generate recommendations that are tailored to their specific situations.

These limitations are peculiar to the way that this model was run and can be overcome in future applications of this framework and future research.

**Hypotheses**

Using the hypotheses outlined in Table 2 to validate the proposed research’s model and analyze the impact of the extended framework on the industry yielded interesting results. H1’s null was rejected for the alternative that that the insurance policy options recommended by the extended model contained different characteristics in terms of coinsurance and deductible structure, and/or security investment. Rejection of this hypothesis proved that the model made recommendations based on specific criteria, in this case, the risk profiles of each company.

The second hypothesis, H2, analyzed whether the risk profiles of NERC regions were different from one another. Analysis of the risk facing the companies within each region, as measured by estimated loss severity divided by revenue, did not prove to be statistically significant. Therefore, H2 was not rejected and it was determined that the power industry had developed methods of combating risks associated with a particular geographic region, which had a normalizing effect across the industry.

The final hypothesis, H3, analyzed the differences in the risk profiles across NERC regions after the application of all data to the model. It was found that one region differed significantly from the others in risk. This difference indicated that the model
could distinguish the difference in risks faced by NERC region and could therefore be effective differentiating the risks between companies and regions in the power industry.

The hypotheses addressed in this research proved that the extended framework would be effective in segregating companies based on risk characteristics, such as pre-treatment and post-treatment loss severity, and direct security investment. The analysis of the industry in pre-treatment and post-treatment conditions confirmed that the model had the capability to recognize differences in the risk profiles facing each region across the industry.

**Recommendations for Future Research**

Research must be conducted on cyber incidents occurring at power companies in the United States. More focused research into specific cyber incidents and the associated damage would provide more insight into the economics that drive this framework and make it more responsive to the needs of the market. There is also potential to identify areas that generate the most effective target of investment. In dissecting the variables in this model, companies could learn a great deal about what vulnerabilities they have and how to best utilize their resources.

This model is also applicable to other industries. Future research aimed at other critical infrastructures will provide valuable insight into that particular industry, but given the nature of OT networks, could also be shared across industry lines to develop more comprehensive threat and vulnerability information for use in the defense of all of our critical networks.
Summary

This research is relevant because critical infrastructure companies are vulnerable. Aging operational technology is reliable, but much of it was not conceived in this century and lacks the security measures required to deal with worldwide interconnectivity. As processes become more efficient and remote monitoring and management more the norm, operational technology becomes more exposed. Cyber incidents are increasing in the United States and critical infrastructure is no exception. In order to bring security to the forefront of the critical infrastructure operator’s priorities, there must be incentive. Insurance may provide the answer, as transferring risk is an attractive option, and if it can be used to incentivize risk reduction, then it is attractive to both the insured and insurer.

This research began by examining the fundamental theories behind risk management and insurance. Using these theories as a foundation, we searched mature insurance markets for evidence of behavior manipulation by insurance companies. The incentives built into insurance contracts today, whether negative or positive reinforcement, have a profound effect on our behavior. These incentives are transferrable across industries and can be adopted into cyber insurance. The extension of Young et al.’s framework using coinsurance and deductibles are not only grounded in insurance economics theory but they are practiced in the real world.

The model presented in this research provided recommendations using real data that discriminated companies by their performance and direct investment in cyber security. The results were statistically significant and can provide insight into what factors have an impact on cyber security budget formulation and allocation. The recommendations revealed that there is no cyber insurance policy that best meets the
needs of any given company. Each situation requires its own analysis. Cyber insurance companies, insured companies, and the population stand to benefit from increased security investment. By encouraging risk reduction, more consumers will be drawn to the market and the costs of doing business will continue to decrease, stabilizing the industry and helping to secure the future.
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