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Motivation and Overview
Vulnerabilities in software need identified quickly and correctly. Developers rarely develop with consideration for eliminating vulnerabilities in source code. Source code is not always available for analysis; the code may be closed-source or contain market secrets. We introduce a framework for vulnerability detection of binaries to address these concerns. The framework is modular and pipelined to allow scalable analysis on distributed systems. Our vulnerability detection framework employs machine learning techniques. By using machine learning, the framework is quickly able to predict and identify vulnerabilities with not only existing vulnerabilities, but also with new vulnerabilities. Many machine learning algorithms are also resistant to obfuscation and noise. When considering binary files, this allows the framework to process optimized and non-optimized code, as well as ignore dead code contained in the binary file.
Framework Design
We designed the framework to be modular to enable flexible reuse and extendibility. In its current form, our framework performs the following tasks: (1) convert the binary executable to a format that feature extractors can understand using Radare2. (1b) When doing graph-based learning, we use a graph kernel to map the control flow graph and features to a flat feature vector. (2) We then use the support vector machine learning algorithm to construct machine learning models. The known class of the binary executable is necessary to train a model.

Constructing Learners
Constructing a machine learning model to identify vulnerabilities in binary executables is challenging. Identifying buffer overflows requires additional restraints that need to be preserved: (1) The allocation of heap buffers do not always directly proceed the first use, and the size of the buffer may be unknown. (2) Because of these restrictions, window-based features may not necessarily yield accurate predictions. We leverage the pattern matching capabilities found with many machine learning algorithms to generate a model. Solving a classification problem makes support vector machine (SVM) learning algorithms favorable due to their distance maximizing property between classifications. Feature vectors provides some level of intuition on why the model classifies instances to classes. By extending our feature space to include graph-based program characterization, more complexity can be captured in the model and should yield better classification results.

Binary Analysis
Radare2 offers many independent command-line utilities that allow us to disassemble, analyze, and visualize entire datasets of binaries. We are currently able to emit two formats: (1) Call graph of the program as a JSON array where each node contains function names, arguments, types, and sizes. (2) An assembly dump of the program as an array of instructions. The first, graph-based,
format can encode more information about the structure of the program but this information encoding comes at a high cost for learning. The second, flat feature vector, format does not encode as much information but learning is much cheaper with a simplified data encoding format. Given one of these two formats, we can choose the instruction format that best fits the classification problem of identifying binary vulnerabilities. Figure 2 shows a sample of feature extraction performed by Radare2 when converting assembly to a call graph with a feature vector.

We have three types of specification files that define which how features should be extracted from an assembly file: (1) Instruction type histogram corresponding to those that modify control flow, register values, and references to the stack pointer, (2) Instruction-level n-grams, and (3) Byte-level n-grams. Currently, we only use the n-gram feature extractors with vulnerability detection. Instruction-level n-grams enable pattern recognition based on the instruction order. Byte-level n-grams allow us to analyze the arguments (addresses, registers, and offsets) of the instructions to build a more advanced learner capable of recognizing more complex patterns. Our classifier should perform better using byte-level n-grams compared to instruction-level n-grams.

**Identifying Vulnerabilities**

We use two different types of n-gram feature vectors when constructing the classifiers. We use learning algorithms from the open source python library scikit-learn. We use the support vector machine (SVM) learning algorithm to construct a classifier and use k-fold cross validation to evaluate the generated model. There were four classes of vulnerabilities in our training set: (1) no vulnerability, (2) small buffer overflow, (3) medium buffer overflow, and (4) large buffer overflow. We highlight the results in Figure 3. Results show 60% accuracy with byte level n-gram and 70% accuracy with assembly level n-grams. The constructed instruction-level n-gram model can distinguish between benign and large overflow extremely well while the byte-level n-gram is able to differentiate between small and large buffer overflow.
Future Work

We plan to augment this work in the following ways: First, a call-graph representation captures what blocks of structured code call other blocks, but it cannot capture the relationship between other instructions. Radare2 can also emit a control-flow graph (CFG) which can capture the relationship between instructions. Using a more representative graph-based program representation should yield better learning models. Another component that can be expanded on this research is improving the end-to-end time of program ingestion to model generation. Many components of this framework are linearly dependent so pipelined-based acceleration can be applied. Additionally, the support vector machine (SVM) can be improved or replaced with a different machine learning algorithm which runs well on hardware accelerators (GPUs) such as deep neural networks. We also plan to define heuristics on what type of learners and features to use with identifying different vulnerabilities. These heuristics can help us tune model generation based on the objective classification. Finally, we plan to integrate online learners into the framework for discovering new vulnerabilities. Capturing program execution behavior would be necessary for this work, but the data flow graph (DFG) of the program, which can also be generated by Radare2, could assist with identifying data invariants for controlled execution and identifying unsafe areas in programs.

Figure 3: Vulnerability classification is depicted as small circles. Prediction classes are shown as the encompassing circles. Predicting a vulnerability results in few false positives; however, predicting the size of the overflow is difficult. Additionally, there are many false-negatives.