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**Inference Building Blocks**

We address the problem that probabilistic inference algorithms are difficult and tedious to implement, by expressing them in terms of a small number of building blocks, which are automatic transformations on probabilistic programs. On one hand, our curation of these building blocks reflects the way human practitioners discuss probabilistic inference with each other, so our probabilistic programming language supports modular composition of inference procedures and serves as a medium for collaboration. On the other hand, our implementation of these building blocks combines high-level mathematical reasoning with low-level computational optimization, so the speed and accuracy of the generated solvers are competitive with state-of-the-art systems.
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1.0 SUMMARY

The language we designed to underpin our approach is called Hakaru. Hakaru is relatively simple because it is concerned only with expressing random choices and not with expressing inference techniques. The expressions of Hakaru are monadic—basically, each expression is a sequence of random variable bindings followed by a final outcome term—and composed of primitive distributions. The primitive distributions in Hakaru include:

- the usual primitive distributions, such as Gaussian, Beta, Bernoulli, Categorical, as well as Dirac distributions;
- unnormalized distributions, such as the Lebesgue measure and the scaling of any measure by a weight; and
- random arrays generated by independent choices, popularized by so-called plate notation, which can be used to express Dirichlet distributions.

Hakaru enjoys an operational semantics, in the sense that every program can be executed as (or compiled to) a sampling procedure that on each run produces a sample outcome along with a non-negative weight. In particular, if a program does not use any unnormalized primitive distributions, then the weight is always 1 so each run of the sampling procedure simply produces a sample outcome.

Hakaru also enjoys a denotational semantics, in the sense that every program denotes a measure (more precisely, a function from inputs to s-finite measures). In particular, if a program does not use any unnormalized primitive distributions, then it denotes a probability measure.

What is innovative about our approach is that we express inference techniques not as implementations of the language but as transformations that take programs as input and produce programs as output. This approach makes it easier to compose and alternate inference techniques, in terms of a few simple building blocks:

- **Expectation** turns a given probabilistic program and a given function into an expression for the expectation of the given function with respect to the measure denoted by the given program.

- **Simplification** turns a given probabilistic program, which denotes a measure, into a more efficient program that denotes the same measure.

- **Disintegration** turns a given probabilistic program, which denotes a joint measure, into a program that denotes a disintegration of that measure. Roughly speaking, a disintegration is a possibly unnormalized conditional distribution of some random variables given others.

Using these building blocks, we have expressed a variety of inference techniques on discrete and continuous distributions: exact inference, importance sampling, Metropolis-Hastings (MH) sampling, Gibbs sampling, and slice sampling.

Because Hakaru is such a simple language, it is a well-suited medium for high-level mathematical reasoning as well as low-level computational optimization. Thus, our approach shines in application domains that call for both. One such domain is classification, whether unsupervised (such as clustering) or supervised (such as Naive Bayes). We observed the following advantages:
A popular approach to classification is *collapsed Gibbs sampling* [1], and our approach makes it easy to express collapsed Gibbs sampling by composing Gibbs sampling and exact inference.

Because Hakaru programs are mathematical expressions without any side effect such as mutation, they are easy to compile to efficient (in particular, parallel) machine code.

Both of these advantages are made much more powerful by the support for arrays in our language and transformations. Consequently, the classifiers generated using Hakaru are faster and more accurate than state-of-the-art probabilistic programming systems such as Just Another Gibbs Sampler (JAGS).

Our initial success leads us to recommend extending the Hakaru language to support more data types, extending the transformations to handle more distributions, and adding new transformations such as optimization and reparameterization.

2.0 INTRODUCTION

Our research aims to make probabilistic inference algorithms easier to compose. In Figure 1 and the rest of this section, we explain our research in relation to DARPA’s Probabilistic Programming for Advancing Machine Learning (PPAML) program and other approaches to probabilistic programming.

2.1 Background

Probabilistic programming is a new approach to managing uncertain information that decouples and *separately* automates the tasks of developing a probabilistic model and inferring answers from it. The starting point of the PPAML program is that we want to develop machine-learning applications by combining probabilistic models and inference techniques. On one hand, a probabilistic model is a mathematical description of the world that expresses what we are interested in and what we are uncertain about. On the other hand, given a probabilistic model and observed data, inference techniques are ways to compute answers such as predictions and decisions. The perennial problem with probabilistic machine learning is that both probabilistic models and inference techniques are too hard to build and reuse.

The goal of the PPAML program is to use probabilistic programming to make it easier to apply machine learning and to come up with new applications [2]. As DARPA stated, achieving this goal requires not only making modeling languages more expressive and inference solvers more efficient, but also designing usable tools and infrastructure so that the expressivity and efficiency work with each other rather than against each other. Thus, central to the PPAML program is this question: how can we make probabilistic models and inference techniques easier to build and reuse as *separate* software artifacts?

Given that probabilistic models are hard to build and reuse, one response is to develop a universal and general-purpose model that can be used most of the time—the one model to end them all (such as CrossCat).

But another popular response is to make models easier to compose, out of building blocks that comprise a modeling language. That is the baseline approach taken in probabilistic programming, and by now many building blocks for modeling are well established (such as monadic bind, scoring...
functions, and primitive distributions). These building blocks can be used not only to write probabilistic programs manually, but also to generate them automatically.

As for inference techniques, again they are hard to build and reuse, but here the baseline response from probabilistic programming is to build a universal and general-purpose inference algorithm that can be used most of the time—the one inference algorithm to end them all (such as single-site MH sampling over execution traces).

### 2.2 Our Work

Instead of developing a single inference algorithm, our work makes it possible to compose inference techniques out of building blocks. Because this goal is new, there is no established approach, but it is an important research program because whatever inference building blocks we come up with can be used not only by humans to express the inference algorithm they want, but also by machines to populate a search space, so we contribute to the goal of universal and general-purpose inference after all.

In the short term, our technology uniquely enables human experts to express a family of similar inference algorithms and apply them to a family of similar models. We can mix and match without reimplementing anything. Just to take one example, we can switch between Naive Bayes and Latent Dirichlet Allocation (LDA) models for text classification, and decide to apply collapsed Gibbs sampling or MH sampling with different proposal distributions, without redoing any math or rewriting any code. And although our main goal is composable reuse, our performance is also good because we can use specialized inference techniques.

Our effort in the PPAML program, leading to this new technology and its dissemination, is documented in the rest of this section.

**Composable inference** We discovered expressing each inference technique as a step in a pipeline of composable program transformations [3]. To make this discovery, we

- worked out detailed steps for several examples by hand based on challenge problems;
- created a combinator library for sequential and parallel MCMC samplers [4].

Along the way, we also

- developed a probabilistic interpreter that performs MH inference incrementally [5];
- created an extensible visualization system that allows debugging and profiling arbitrary samplers graphically.

![Figure 1. Two approaches to modeling and to inference](image-url)
Disintegration transformation  We discovered specifying disintegration by a denotational equation and deriving its implementation as a program transformation [6]. To make this discovery, we

- tried expressing conditioning as sequential input from a database of random choices;
- generalized both density calculation and conditioning to disintegration;
- combined exact and approximate density calculators [7].

Extending this discovery, we also

- derived an experimental disintegrator that allows a variety of base measures;
- developed an experimental disintegrator that takes advantage of computer algebra.

Simplification transformation  We discovered simplifying probabilistic programs by using computer algebra judiciously to simplify the *patently linear expressions* they denote [8]. To make this discovery, we

- tried simplifying density expressions by piling on rewrites, before settling on simplifying patently linear expressions instead;
- tried reasoning about random variables’ domains using logical assumptions, before settling on also using regular chains.

Extending this discovery, we also rudimentarily

- interfaced simplification with Anglican;
- implemented simplification using the free library SymPy for computer algebra instead of the proprietary system Maple.

Language design  We implemented our language and type system as a *deep embedding* [9] and designed a practitioner-friendly syntax for it. Before settling on this design, we tried implementing our language and type system as a *shallow embedding* and a *finally-tagless embedding* instead.

We provided our program transformations as function-like constructs (that is, macros) in the syntax of our language. Before settling on this design, we tried providing program transformations as command-line tools instead.

Big data  To handle arbitrarily-large data, we added support for *arrays* to

- our language and type system,
- the expectation transformation,
- the disintegration transformation [10],
- the simplification transformation, and a trio of code-generation backends (through Haskell and C and Low Level Virtual Machine (LLVM)) [11].

We also invented a new *histogram* optimization, which improves the asymptotic time complexity of loops that arise from simplifying mixture models.

Before settling on handling arbitrarily-large data using flat arrays represented using element indices, we tried handling arbitrarily-large data using recursion and formulated a corresponding fixpoint conjecture.
Challenge problems  We developed our team challenge problem, document classification, to emphasize modularity among models as well as inference procedures. We used our evolving system to solve this and several other challenge problems.

Dissemination  Besides publishing the papers cited above, we also gave invited talks at

- Quantitative Aspects of Programming Languages and Systems (QAPL) 2016.

We also organized workshops on probabilistic programming semantics (PPS) colocated with the Symposium on Principles of Programming Languages (POPL) 2016 and 2017.

3.0 METHODS, ASSUMPTIONS, AND PROCEDURES

The key enabling technology we created is a unifying language of distributions and an arsenal of automatic transformations that take programs in this language as input as well as produce them as output. These transformations constitute a calculator, except instead of calculating on numbers, they calculate on distributions. Moreover, by performing exact computation even on continuous distributions, they can transform models into approximate inference algorithms. This distribution calculator allows inference algorithms to be not only described succinctly but also executed efficiently, so it brings together people like statisticians and linguists to share their work as executable documentation, compose it as reusable modules, and collaborate with each other at a distance.

In order to invent composable inference building blocks, we examined how human practitioners explain inference techniques to each other. These explanations are typically found in Section 3 of machine learning papers—because Section 1 is the introduction and Section 2 is the model—as well as in textbooks and tutorials. It turns out that what we found can be summarized at a high level by carefully interpreting each operation in Bayes’s rule:

\[
\Pr(A|B) = \frac{\Pr(B|A) \times \Pr(A)}{\Pr(B)}
\]  

(1)

In principle, Bayes’s rule tells us how to turn our prior belief about the world \(\Pr(A)\), which is uninformed by observation, into our posterior belief about the world \(\Pr(A|B)\), which is informed given observed data. This formula looks like it is just multiplying and dividing some numbers, but actually we are operating on distributions rather than numbers:

- What looks like multiplication \(\times\) on numbers is actually \textit{monadic bind}, an operation on distributions.

- What looks like division \(\div\) on numbers is actually \textit{disintegration}, another operation on distributions.

- What looks like equality \(=\) on numbers is actually an operation that often has to turn one representation of a distribution to another (from a density to a sampler, say) using calculus.

We have automated these operations by building on programming-language and computer-algebra research. In the remainder of this section, we first illustrate these operations using a small example, then describe how they enable composable inference in more realistic applications.
3.1 A Small Example of Exact Inference

The following small example demonstrates the typical composition of inference transformations that turns a model in Hakaru into an exact solution.

(a) A scatter plot of 1000 samples from the prior (2)  (b) A histogram of 1000 weighted samples from the posterior (3)  (c) A histogram of 1000 samples from the simplified posterior (4)

Figure 2. Operational interpretations of the programs in Section 3.1

We begin with a prior distribution:

```python
def prior:
    x ~ normal(0, σ₁)
    ε ~ normal(0, σ₂)
    return (x, x + ε)
```

One way to understand this program is operationally, as a procedure for generating samples randomly: on each run, the program draws two numbers \(x\) and \(x + \epsilon\) independently from Gaussian distributions determined by the constants \(σ_1\) and \(σ_2\), then returns a pair of numbers \((x, x + \epsilon)\). The result is depicted in Figure 2a. Another way to understand the same program is denotationally, as a two-dimensional Gaussian distribution: the first dimension \(x\) represents a latent quantity we want to infer, and the second dimension \(x + \epsilon\) represents a correlated quantity we observe. Thus the monadic bind construct, notated by \(\leftarrow\), enjoys both an operational and a denotational interpretation. In both interpretations, we can regard \(\epsilon\) as noise that obscures \(x\) from measurement.

We turn this joint distribution into a conditional distribution by applying the disintegration transformation [6]. The result is a function from the observed quantity to a measure over the latent quantity:

```python
def posterior(y):
    x ~ normal(0, σ₁)
    factor \frac{\exp(-\frac{(y - x)^2}{2σ₂^2})}{\sqrt{2πσ₂^2}}
    return x
```

The “factor” keyword above is common among probabilistic languages. Operationally, it equips the current sample with an importance weight or likelihood score. Any statistical analysis of the samples, such as the histogram in Figure 2b, must take these weights into account in order to be meaningful. Denotationally, it scales the measure by a factor or multiplies it by a density. Both operationally and denotationally, this program expresses our updated belief about the latent quantity \(x\) given an observed value \(y\) of \(x + \epsilon\).
We make this conditional distribution more efficient and more perspicuous by applying the simplification transformation [8]. The resulting function looks different but denotes the same thing:

\[
\text{def } \text{posterior}(y):
\text{factor } \cdots
\text{normal}\left(\frac{\sigma_1^2 y}{\sigma_1^2 + \sigma_2^2}, \frac{\sigma_1 \sigma_2}{\sqrt{\sigma_1^2 + \sigma_2^2}}\right)
\tag{4}
\]

Given an observed value \(y\), this program produces all samples with the same importance weight, rather than a random mix of important and unimportant samples. Hence, any statistical analysis of the samples, such as the smoother histogram in Figure 2c, would be less subject to the vagaries of random variation than before simplification. But in this example, to understand the posterior distribution, we do not need any samples from it, because it turns out to be exactly proportional to a new Gaussian distribution whose parameters are solved in closed form at the bottom of (4) by the simplification transformation. Those parameters, such as the new mean \(\frac{\sigma_1^2 y}{\sigma_1^2 + \sigma_2^2}\), can be either read off by syntactic inspection or extracted as moments by the expectation transformation [7].

3.2 Larger Models and Approximate Inference

Having demonstrated the most important Hakaru transformations performing exact inference on a small model, we describe how they also enable approximate inference on larger models.

The small model in Section 3.1 generalizes from one-dimensional Bayesian linear regression with one data point to multi-dimensional Bayesian linear regression with many data points. Even if the number of dimensions and the number of data points are unknown, because the Hakaru language and its transformations support symbolic arrays and loops [10], the same workflow delivers the exact posterior distribution in closed form. In general, the composition of disintegration followed by simplification produces efficient solvers from those generative models that a human practitioner can solve exactly by hand using conjugacy relationships [9].

The vast majority of models do not admit exact solutions in closed form. In those cases, disintegration followed by simplification produces a representation of the posterior distribution that invokes a scoring function. Without Hakaru, the typical practitioner would proceed to derive and implement an approximate inference algorithm using techniques such as Markov chain Monte Carlo (MCMC) or variational inference. The goal of our research is to automate the mathematics and programming required to turn a posterior distribution into an approximate inference algorithm.

It is well known that computer mathematics and program transformations can help automate inference techniques. For example, automatic differentiation can help automate maximum likelihood and variational inference. Our research extends this knowledge to approximate inference techniques whose automation requires calculating with distributions. It turns out that many MCMC techniques are defined in the literature in terms of the very operations performed by our transformations—not applied to distributions that represent our belief about the world, but to distributions that represent the approximation process and ensure its correctness mathematically.

- For example, in \textit{MH sampling} [12, 13], the acceptance ratio is computed by applying disintegration followed by expectation to the target and proposal distributions [14].
• And in Gibbs sampling [15, 16], the transition kernel is computed by applying disintegration followed by simplification to the target distribution.

Accordingly, we have used our program transformations to mechanize these definitions and produce MH and Gibbs samplers automatically [9, 3]. These models are described in Chapter 4 below.

In summary, whether an exact solution is available in closed form, our program transformations let us succinctly describe and execute the entire pipeline from the probabilistic model to the inference algorithm. But it is when we produce an efficient approximation algorithm by applying disintegration and simplification multiple times that our composable building blocks really shine in their reusability.

4.0 RESULTS AND DISCUSSION

We describe how 6 probabilistic models are turned automatically into inference algorithms by Hakaru transformations, advancing the state of the art in terms of modularity and performance. These benchmarks and results are summarized in broad strokes in Table 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Data</th>
<th>Inference</th>
<th>Rough comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear regression</td>
<td>Synthetic</td>
<td>Exact</td>
<td>Handwritten</td>
</tr>
<tr>
<td>Clinical trial</td>
<td>Synthetic</td>
<td>Exact</td>
<td>Handwritten</td>
</tr>
<tr>
<td>Linear dynamics</td>
<td>Synthetic</td>
<td>MH</td>
<td>WebPPL</td>
</tr>
<tr>
<td>Gaussian mixture</td>
<td>Synthetic</td>
<td>Gibbs</td>
<td>JAGS</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>20 Newsgroups</td>
<td>Gibbs</td>
<td>JAGS</td>
</tr>
<tr>
<td>LDA</td>
<td>20 Newsgroups</td>
<td>Gibbs</td>
<td>MALLET</td>
</tr>
</tbody>
</table>

The first 2 models are amenable to exact inference. Like in Section 3.1, our disintegration and simplification transformations turn the models into exact posterior distributions, in the same closed form that a human practitioner would derive and implement by hand. The code we generate is as fast and as accurate as handwritten, but more modular in the sense that the same transformations automatically handle different models.

The 4 remaining models [3] call for approximate inference, typically MCMC. But as human practitioners know, approximations like MCMC achieve higher accuracy in fewer iterations—and become less subject to the vagaries of random variation—when as many latent random variables as possible are first collapsed (or eliminated, or integrated out, or Rao-Blackwellized) by exact inference. Hakaru transformations constitute the first probabilistic programming system that automates this exact inference. Moreover, we can compose exact and approximate inference techniques for different models. So compared to other probabilistic programming systems such as WebPPL and JAGS, the samplers we generate are more accurate. And compared to specialized tools such as the text-processing toolkit MALLET, our sampler is more modular.
5.0 CONCLUSIONS

We have identified a compact suite of operations on probability distributions that people use to explain inference techniques to each other. We have automated these operations as program transformations, so that people can not only compose them to give succinct explanations but also reuse them to perform efficient inference.

Our code implementing these transformations is freely available (https://github.com/hakaru-dev/hakaru). However, this code is not the only way we’ve disseminated our work, and neither should it be, because our approach is not tied to a particular programming language. Many other probabilistic-programming developers want to re-implement our definitions in their systems rather than invoke our code. So it is important that we have also published papers [6, 8, 7, 10, 9, 3], given talks, and worked across institutions to help people replicate our building blocks.

6.0 RECOMMENDATIONS

The initial success of our research program, both in reducing human effort and in improving solver speed and accuracy, suggests that it would be profitable to generalize our language and transformations to automate more workflows that turn probabilistic models into inference algorithms. The most promising generalizations proceed along three dimensions.

First, the transformations should handle more distributions:

- The Hakaru language can express arrays and the disintegration transformation can observe them, but the current disintegration transformation returns no result if asked to observe part of an array. Such observations are useful for generating Gibbs samplers. Disintegration should also handle arrays whose elements are generated by a mixture of control paths.

- The Hakaru language can express mixtures of discrete and continuous distributions, but the current disintegration transformation returns no result if asked to observe them. Such observations are useful for handling censored measurements (such as an underexposed or overexposed photograph) and for generating single-site MH samplers [17].

- The Hakaru language can express Markov chains, but when the length of the chain is large or unknown, the current simplification transformation does not use the forward-backward algorithm to collapse the hidden states of a hidden Markov model efficiently [18].

- The simplification transformation recognizes a primitive distribution by converting a density function to its holonomic representation [8], but the Hakaru language only expresses primitive distributions in a finite set of families such as Gaussian. Extending Hakaru to express all holonomic densities would enable efficient execution of more simplification results.

Second, the language should support more data types:

- Infinite arrays would be useful for expressing nonparametric models. For example, random infinite arrays generated by independent choices can express Dirichlet processes.

- Trees would be useful for expressing syntactic structures, such as parses generated by a probabilistic context-free grammar.
• Functions in a restricted sense would be useful for expressing continuous models of time and space, such as Gaussian processes.

Finally, there are reasons to expand our modest repertoire of transformations operating on Hakaru programs:

• Optimizing an objective function, with respect to the parameters of a distribution, is a useful building block even though it is not exactly Bayesian. For example, maximum-likelihood estimation is optimization. Optimization can be performed by exact computation, (stochastic) gradient descent, expectation maximization, or simulated annealing.

• Reparameterizing a distribution, so that it is expressed as an invertible transformation of another distribution, can ease understanding as well as inference. In particular, reparameterization often enables variational inference, a form of optimization.

• As more transformations become available and applicable to larger programs and their parts, it becomes a pressing question how to specify robustly when and where to apply transformations. One potential answer is an interactive term-rewriting assistant.
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## LIST OF SYMBOLS, ABBREVIATIONS, AND ACRONYMS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>JAGS</td>
<td>Just Another Gibbs Sampler</td>
<td></td>
</tr>
<tr>
<td>LDA</td>
<td>Latent Dirichlet Allocation</td>
<td></td>
</tr>
<tr>
<td>LLVM</td>
<td>Low Level Virtual Machine</td>
<td></td>
</tr>
<tr>
<td>MALLET</td>
<td>MAchine Learning for Language Toolkit</td>
<td>(including document-classification tools)</td>
</tr>
<tr>
<td>MCMC</td>
<td>Markov chain Monte Carlo</td>
<td></td>
</tr>
<tr>
<td>MFPS</td>
<td>Mathematical Foundations of Programming Semantics</td>
<td></td>
</tr>
<tr>
<td>MH</td>
<td>Metropolis-Hastings</td>
<td></td>
</tr>
<tr>
<td>POPL</td>
<td>Symposium on Principles of Programming Languages</td>
<td></td>
</tr>
<tr>
<td>PPAML</td>
<td>Probabilistic Programming for Advancing Machine Learning</td>
<td></td>
</tr>
<tr>
<td>PPS</td>
<td>Workshop on Probabilistic Programming Semantics</td>
<td></td>
</tr>
<tr>
<td>QAPL</td>
<td>Quantitative Aspects of Programming Languages and Systems</td>
<td></td>
</tr>
<tr>
<td>WebPPL</td>
<td>Web Probabilistic Programming Language</td>
<td>(embedded in JavaScript)</td>
</tr>
</tbody>
</table>