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We present a hybrid 2-D and 3-D scientific visualization workflow that allows users to add 3-D immersive visualization capability to their day-to-day desktop scientific visualization workflows. The 3-D immersive and interactive visualization capability was added to the widely used visualization tool ParaView running on the zSpace semi-immersive virtual reality display system using ray tracing for rendering at an interactive rate. The zSpace display system supports head-tracked stereoscopic display, and stylus-based 3-D interaction. Further, the zSpace virtual reality system requires very little calibration or maintenance after the initial system driver setup and configuration. For software, we extended an existing ParaView plugin—the pvOSPRay renderer plugin—to work with the Immersive ParaView plugin to support 3-D immersive and interactive visualization. We tested the workflow presented using a data set with 8 million data points at an interactive rate. We also evaluated this visualization workflow in a pilot user study comparing 2-D visualization and 3-D immersive and interactive visualization using a scientific simulation data set common to our users. We collected performance data and user feedback from a usability questionnaire. The 3-D immersive and interactive visualization workflow was found to be preferred over the 2-D visualization workflow, together with some very constructive user feedback on the 3-D immersive and interactive visualization system.
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1. Introduction

Virtual reality (VR)-enabled scientific visualization workflows can be a useful scientific tool for scientists and stakeholders to gain a better understanding of data during their data exploration and discovery process.¹–⁷ However, 3-D immersive and interactive visualization capability alone is not a workflow that is sufficient for scientists to employ in the real world. Other than user-friendly software and hardware setup, scientists also need to be able to perform their usual data analysis task in the workflow.

The following are some factors considered by scientists when selecting a visualization workflow:

- Functionality of the software
- Performance of the software
- Ease of hardware setup
- Ease of software setup

Scientists have their favorite data analysis and data visualization tools that they are comfortable using in their day-to-day workflow. For existing data, it is very likely that a desktop version of the visualization software is also available. Desktop visualization tools have worked their way into scientist’s day-to-day workflows since desktop computers became ubiquitous and increasingly capable of handling larger data. In the beginning of the year 2016, we saw an explosion in the availability of VR-enabled hardware devices. There is also a surge in efforts by the application development community to develop more VR-enabled applications. As 3-D immersive and interactive visualization can also be a useful research tool, the scientific visualization community has been working on developing a universal 3-D immersive and interactive scientific visualization application.

Although there are overlapping research goals, the VR and scientific visualization communities mostly have different research priorities. For the VR community, the ability to support real-time user interaction is very important. However, for the scientific visualization community, high-resolution visualization takes higher priority. Unfortunately, as real-time interaction and high-resolution visualizations are competing for the same hardware resources, VR and scientific visualization researchers have been forced to concentrate on their own respective research priorities.
To have a VR-enabled scientific visualization capability for their existing workflows, the research community will need to add 3-D immersive and interactive visualization capabilities into their existing desktop visualization applications to inherit the full set of desktop data analysis capabilities for their VR-enabled visualization applications. Shetty et al. added Immersive ParaView as a plugin to ParaView to enable 3-D immersive and interactive visualization using ParaView on some of the popular VR hardware. However, the ParaView rendering pipeline was not optimized for real-time rendering, which has limited the visualization using Immersive ParaView to smaller data sets. Su et al. discovered the same limitation with 3-D immersive and interactive visualization using EnSight. Similarly, real-time rendering performance limitations were experienced with some of the other commercially available VR-enabled visualization packages, including Avizo 3-D.

An alternative method is to reimplement all of the data analysis features of the desktop visualization application in a visualization application developed for the VR platform. Using the Unity3-D game engine’s VR plugins for zSpace, researchers developed a VR-enabled scientific visualization prototype application to visualize high-resolution 3-D simulation data. However, visualization of the simulation data at resolutions capable of showing interesting data characteristics has also reduced the interactive VR application to a slow slide show. In addition to the slow rendering performance, reimplementing the desktop data analysis capabilities in VR-enabled visualization software has proven to be a challenge. Kreylos et al. developed, from scratch, a VR-enabled LidarViewer application with all of the data analysis capabilities required. However, these capabilities were still a subset of all of the LiDAR data manipulation features available in similar desktop-based LiDAR data applications.

Lacking the real-time rendering performance and the full data analysis capability of the desktop version has severely limited the adaptation of the VR-enabled visualization workflow. Unwilling to put extra effort into VR-enabled visualization workflows, scientists are often forced to accept the reduced visualization capability of the desktop version of the visualization software. Ease of use with a full set of data analysis capability has always been a higher priority.

Recent advancements in VR hardware have lowered costs and significantly improved reliability. The development of zSpace, a semi-immersive desktop VR device, has made user friendly VR hardware available for scientific visualization. The advances in software technology, specifically the effort to add real-time rendering capabilities in ParaView, has resulted in rendering performance that surpasses the minimum requirements for VR. Therefore, in addition to having a full set of data analysis capability, ParaView is also capable of interactive rendering.
Three-dimensional scientific visualization is a complex problem where visualizing the data in 3-D alone may not provide the user with all necessary insights needed to understand the data. Some 2-D visualization techniques on 3-D data can provide the users with additional insight crucial to the overall understanding of the data. Therefore, a hybrid of 2-D and 3-D visualization can be beneficial to the data exploration and discovery process. Depending on how zSpace is set up, an additional 2-D monitor can easily be added to augment the 3-D visualization capabilities of zSpace with 2-D visualization. Furthermore, ParaView—which was originally designed for 2-D visualization with 3-D immersive visualization added—has the ability to take advantage of both 2-D and 3-D visualization devices at the same time. With the combination of all of these technologies (i.e., ParaView + pvOSPRay + Immersive ParaView + zSpace), we believe that we have the correct combination of hardware and software technologies to offer users a fully functional and user friendly 2-D and 3-D hybrid VR-capable scientific visualization workflow as shown in Fig. 1.

Section 2 discusses the related technologies that we used in our work. We then describe our proposed workflow and our enhancement to the existing pvOSPRay rendering plugin for ParaView. A preliminary experimental study design was discussed together with the result of our user study. Section 2 presents our plan to deploy the technology to our users.
2. Related Work

Researchers have developed various VR-enabled scientific visualization applications and tools that have proven useful to the scientific community. Knabb et al. used VR-enabled 3-D immersive visualization to support their archeological research. Gerndt et al. used immersive visualization technology to support the visualization of their coastal restoration modeling. Kreylos et al. developed a fully immersive visualization tool for geoscience that allows a life-size walkthrough of geoscience data. This application is uniquely valuable to the geoscience community because it allows geoscientists to be fully immersed in the data collected from geographic areas with limited access. The data analysis capability of the system allows geoscientists to perform valuable measurements on the data visualized in a fully immersive environment. Sherman et al. used VR technology to support fully immersive visualization of wild forest fire. Su et al. used VR technology to create immersive visualization of geoscience data and hydrological research data where both simulation data and sensor data were used to create fully immersive scientific visualization experiences.

Recent enhancements that improve real-time rendering capability in ParaView were leveraged heavily in our workflow. Our workflow was designed to allow the normal use of ParaView to include 3-D immersive and interactive visualization when necessary.

2.1 Immersive ParaView

Immersive ParaView extends ParaView to include VR functionalities by adding multiple-display support and provides a mechanism for ParaView to interface with VR tracking systems. Immersive ParaView supports both Vrui and Virtual Reality Peripheral Network (VRPN) VR devices’ communication protocols. ParaView uses the 3-D tracking data from the server to update both the eye-transform matrix and model-transform matrix. Head-tracking data is used in the off-axis projections calculation to support a head-tracked view. The use of 3-D tracking data together with multiple-display support, allows ParaView to be configured to run on a variety of VR systems.

2.2 OSPRay

Intel’s OSPRay\textsuperscript{*} ray tracing framework provides an optimized central processing unit (CPU) ray tracing library with proven performance capable of rendering large data sets interactively with advanced shading effects. OSPRay was designed from

\textsuperscript{*}A ray tracing-based rendering engine for high-fidelity visualization.
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the ground up as an underlying rendering library and application programming
interface (API) that could be implemented in a wide range of applications across
many domains. It currently has implementations in Visualization Toolkit (VTK),
ParaView, VisIt, and Visual Molecular Dynamics (VMD)—among other
visualization tools. OSPRay’s use of CPU rendering means that our
implementation can use expansive system memory, allowing for the storage of
large-scale data that are high resolution or time varying while still fitting in memory
on a single workstation. OSPRay has been shown rendering over 400 GB of data
interactively with ambient occlusion at a resolution of 4 MP while rendering point
data as implicit spheres. With stereo rendering at 2 MP, we can expect similar
performance given that the image is rendered twice at half the resolution, as ray
tracing tends to scale linearly with resolution.

OSPRay uses the Intel Embree ray tracing kernels for fast ray traversals. These
low-level ray tracing kernels provide optimized spatial acceleration structures with
build times of up to more than 100 triangles-per-second, and fast traversal speeds
to compute geometry intersections allowing for real-time rendering. For other
rendering work such as ray generation and shading, the Intel SPMD Program
Compiler is used—allowing for variable-width vector instruction set
architectures. Intel’s Threaded Building Blocks library allows for efficient thread
utilization for many-core workstations.

OSPRay was built as a plugin for VTK and then integrated into ParaView. In the
recently released ParaView 5.1.0, OSPRay was fully integrated directly with VTK
and ParaView itself. Our stereoscopic rendering support was built into the
pvOSPRay plugin, and we hope to have it fully integrated with the built in
pvOSPRay version and included in a future release of ParaView.

2.3 pvOSPRay

pvOSPRay follows a similar implementation to the vtkManta plugin. Specific
OSPRay classes override underlying VTK classes such as vtkOSPRayCamera and
vtkOSPRayRenderer. These custom objects are instantiated through a custom
RenderView, but the ParaView guided user interface (GUI) otherwise functions
identically for supported geometric and volumetric representations. Ray tracing
specific capabilities—such as ambient occlusion and path tracing—are supported
through the GUI as custom widgets.
3. Hybrid 2-D and 3-D Immersive Visualization

Our proposed workflow was designed to offer users the immersive visualization capability without leaving the comfort of their office. As shown in Fig. 1, a typical immersive visualization session starts with the ParaView 2-D interface loaded on the 2-D desktop monitor. To support real-time rendering of larger 3-D data sets, users will have to replace the default renderer in ParaView with the pvOSPRay renderer developed by Intel/TACC collaborations as a rendering plugin to ParaView. Using the client/server connection option in ParaView, the user connects to the rendering server configured with zSpace display parameters. Upon a successful connection, a stereoscopic render window will display on zSpace. Using the Immersive ParaView plugin interface, the user can then set up the connection to the VRPN server\textsuperscript{15} to enable head-tracked visualization.

Once the connections to the render server and tracking server are established, users can set up their visualization pipeline in ParaView using the mouse and keyboard. At this point, visualizations rendered on the ParaView GUI will also be rendered in stereoscopic mode on the render window on zSpace. Using zSpace circular polarized stereo glasses equipped with fiducial markers, users are able to experience a head-tracked stereoscopic visualization. Although Immersive ParaView supports 3-D interaction capability in the 3-D view, none of the ParaView pipeline manipulation functionalities are available in the 3-D view. However, users will still be able to use the mouse and keyboard to interact with ParaView GUI running on the 2-D desktop monitor for visualization pipeline manipulations to update the visualization on zSpace.

3.1 Detailed Implementation

Although the different ParaView plugins used in our workflow are fully functional, they were not designed and developed for our specific use case. Therefore, our main contributions are the following:

- Update pvOSPRay rendering plugin to add stereo rendering
- Update pvOSPRay rendering plugin to interface with Immersive ParaView plugin
- Update server side rendering code to support visualization of data at multiple scale

We built our work on ParaView 4.4.0 as the pvOSPRay renderer was originally developed as a rendering plugin for that version of ParaView and the pvOSPRay real-time rendering capability is a crucial component in our workflow. Although
ParaView internally supports stereo rendering in its default renderer, this functionality was not exposed to plugin renderer. Because pvOSPRay renderer was intended to support real-time ray tracing rendering, stereo display options were not part of the initial design. For our stereo implementation, we had to modify vtkOpenGLRenderWindow class to expose the calls for setting and getting the display buffer for both left and right eyes. Then, we made modifications to vtkOSPRayCamera and vtkOSPRayRenderer, which support rendering virtual left and right eyes. The renderer is called twice, and we render twice into separate buffers using an offset camera to represent the eye positions. The ParaView pipeline otherwise remains unchanged and functions normally with stereoscopic ray tracing doing the rendering work.

Furthermore, as the pvOSPRay plugin was also not originally designed to work with the Immersive ParaView plugin, the mechanism to update camera position in pvOSPRay with 3-D tracking data from Immersive ParaView plugin was not implemented. However, this can be done by multiplying the camera position in pvOSPRay renderer by the EyeTranformMatrix, which is set by tracking data from the VRPN server.

From a scientific data visualization point of view, the relative scale of data visualized is not the most important factor since data from a single simulation is mostly generated at the same scale factor. ParaView will automatically display the data in full scale of the rendering window. However, visualization in a virtual environment often has to deal with multiple 3-D objects at different sizes and scales. Although more research is needed, we have decided to not visualize the data on the client side at full scale but rather at the scale written in the data set.

### 3.2 Hardware Setup

As shown in Fig. 1, we are running the proposed workflow on a Dell T7500 graphics workstation equipped with nVidia Quadro M6000 and 24 G of system memory. Both zSpace 100 and 2-D desktop monitors are attached to the video card using display port cables. The zSpace 100 was set up as the primary monitor with desktop extended to the 2-D desktop monitor.

The zSpace 100 stereoscopic display device is equipped with 2 infrared cameras for fiducial-based head tracking and 2 other cameras to support stylus-based 3-D interaction with tracking volume roughly the size of the display. Although this is a relatively small VR setup when compared to the CAVETM it has good VR performance reliability, which is suitable to support hybrid 2-D and 3-D immersive visualization in an office environment.
4. User Interaction Survey

An informal user interaction survey was given at an internal staff meeting across different centers where 8 staff members with expertise in different areas of visualization participated. Staff members have experience in both the creative and technical sides of scientific visualization and have worked to support high-performance computing users with scientific visualization of their data.

Visualization of data sets with 4 different dispersion characteristics from an engine were shown and users were asked questions about the 2-D and 3-D visualizations. Figure 2 shows the 2-D images used in the study and Fig. 1 shows the 3-D experimental setup with the same data set. Although 4 different data sets were used in the 2-D visualization questionnaires, only one data set was used in the 2-D and 3-D comparative part of the study.

![2-D visualization of 4 different test cases](image)

Fig. 2 2-D visualization of 4 different test cases

For the first set of questions, users were counterbalanced such that half saw 2-D first and then 3-D and vice versa for the other half of each of the 4 dispersion visualizations. We asked users (who were all naïve as to the actual data and were not propulsion experts) questions regarding the structure of the data they were viewing. For example, they were asked questions such as, “The greatest amount of droplets over the course of the simulation is for . . .” and then they were asked to pick 1 of the 4 visualizations. After they completed the task in 2-D and 3-D, they were asked comparison questions. For example, “Which mode (i.e., 2-D or 3-D) was easier to determine maximum dispersion?”

Since there was no “correct” answer we aimed to look at the results in terms of a naïve viewer’s preference for display type. Unfortunately, there was no clear “winner” among the dispersion methods. However, 3-D was preferred overall but not by a large margin. Of the 40 responses (8 participants each answering 5
questions), 28 preferred 3-D. The end of the survey was very telling; participants were asked open-ended questions about what they liked and disliked about both displays. For the 2-D display most users said the clarity, resolution, and shading were the best features, while the inability to interact was the worst feature. For the 3-D display the interactivity and depth were preferred, while the lack of resolution and poor shading were lacking. When presented with the choice to only use one or the other, 6 of 8 participants chose 3-D and the other 2 said they would choose 3-D if the resolution and shading could be improved.

5. Discussion and Future Work

Informal user interaction survey findings are encouraging. Demonstrating the workflow to computational scientists exposes interest in the flexibility of our hybrid 2-D and 3-D VR-enabled workflow. Talking to the scientific visualization developer community (i.e., ParaView and VisIt developers) has also generated interest in adopting our workflow.

Our work was based on the ParaView 4.4.0 code base; changes in the latest release of ParaView has complicated the plan to merge our enhancements with ParaView. However, we are working closely with Kitware to add the enhancement to a standard release of ParaView. With OSPRay fully integrated into ParaView and VTK, changes to make stereo rendering may not be necessary. However, we believe we can improve the stereo rendering quality of ParaView. With the latest release of ParaView 5.1.0, we have a stable code base to migrate our enhancements into ParaView.

We are also planning to conduct a more comprehensive user study to determine the usability of our workflow. Our main interest with the proposed hybrid workflow is to support a VR-enabled universal scientific visualization application. Working toward that goal, if our usability study using nonexpert participants is showing a positive outcome, we plan to also support EnSight and VisIt visualization toolkits in our workflow.

6. Conclusion

We developed and tested a hybrid 2-D and 3-D VR-enabled scientific visualization workflow. The workflow allows users to retain their existing interactions with ParaView in their office space with 3-D immersive and interactive visualization capabilities. The hybrid 2-D and 3-D user interface is providing the user with complimentary insight into their data exploration and discovery process.
The zSpace VR device is the only additional hardware needed to enable 3-D immersive and 3-D interactive visualization capabilities. Although, the Immersive ParaView plugin will also be needed to run ParaView on zSpace, the user experience running ParaView is unchanged. The new native OSPRay renderer support in ParaView also improves ease of use. Comments by visualization experts from our informal user study indicated a preference for a higher resolution display. However, a different VR hardware setup will be needed to support higher display resolutions.
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# List of Symbols, Abbreviations, and Acronyms

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-D</td>
<td>2-dimensional</td>
</tr>
<tr>
<td>3-D</td>
<td>3-dimensional</td>
</tr>
<tr>
<td>API</td>
<td>application programming interface</td>
</tr>
<tr>
<td>CPU</td>
<td>central processing unit</td>
</tr>
<tr>
<td>GUI</td>
<td>guided user interface</td>
</tr>
<tr>
<td>VMD</td>
<td>Visual Molecular Dynamics</td>
</tr>
<tr>
<td>VR</td>
<td>virtual reality</td>
</tr>
<tr>
<td>VRPN</td>
<td>Virtual Reality Peripheral Network</td>
</tr>
<tr>
<td>VTK</td>
<td>Visualization Toolkit</td>
</tr>
</tbody>
</table>