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Abstract

Popularized by the long short-term memory (LSTM), multiplicative gates have become a standard means to design artificial neural networks with intentionally organized information flow. Notable examples of such architectures include gated recurrent units (GRU) and highway networks. In this work, we first focus on the evaluation of each of the classical gated architectures for language modeling for large vocabulary speech recognition. Namely, we evaluate the highway network, lateral network, LSTM, and GRU. Furthermore, the motivation underlying the highway network also applies to LSTM and GRU. An extension specific to the LSTM has been recently proposed with an additional highway connection between the memory cells of adjacent LSTM layers. In contrast, we investigate an approach which can be used with both LSTM and GRU: a highway network in which the LSTM or GRU is used as the transformation function. We found that the highway connections enable both standalone feedforward and recurrent neural language models to benefit better from the deep structure and provide a slight improvement of recognition accuracy after interpolation with count models. To complete the overview, we include our initial investigations on the use of the attention mechanism for learning word triggers.
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1. Introduction

The language model (LM) is a crucial component for the automatic speech recognition, including newly emerging end-to-end systems [1, 2]. The combination of two complementary approaches, n-gram count-based [3, 4] and neural network-based modeling [5, 6, 7], achieves current state-of-the-art in language modeling. Recent advances are made on the improvements of the latter. Specifically, the language model based on the long short-term memory (LSTM) recurrent neural network (RNN) has been shown to be very effective [8]. The main innovation of the LSTM [9, 10, 11] is the use of soft gates in the architecture, themselves modeled by the activation of RNNs. In fact, the LSTM stores an internal memory cell activation in addition to its output activation. Each type of access to its internal memory cell (namely write, reset and read actions) is regulated by its corresponding gate via multiplication between the gate activation and the activation related to the corresponding action. While the gating makes it look complex at first sight, a simple stochastic gradient descent has been empirically shown to be effective to train such a model: after all, the original motivation of its architecture is to ease the training by alleviating the vanishing gradient problem that the standard RNN suffers from during training under the backpropagation through time.

The success of the LSTM has opened room for creativity in designing neural networks with multiplicative gates. While earlier works [12] motivated multiplications to make higher-order neural networks, recent works use them as a means to control the information flow inside the network. As a result, many concepts have been emerged. The gated recurrent unit [13] was proposed as a simpler alternative to the LSTM. The highway network [14, 15] has gates to ensure the unobstructed information flow across the depth of the network. Also, more elementary gating can be found in tensor networks [16], also known as the lateral network [17].

The objective of this paper is to evaluate the effectiveness of these concepts for language modeling with application to large vocabulary speech recognition. To be more specific, we first investigate the effect of the highway connection in feedforward models. An evaluation of the lateral network is also included in this analysis. Second, we carry out an exhaustive comparison between LSTM and GRU with respect to the number of hidden nodes and layers. A number of investigations have been already done previously to compare LSTM and GRU [18, 19] for multiple tasks including language modeling. Nevertheless, the experiments were often carried out on small tasks, typically on Penn Treebank. While such results are already insightful, further investigations on larger tasks, that involve the full speech recognition pipeline together with an n-gram count model, would provide a better practical overview.

Furthermore, as will be shown, the motivation underlying highway connections also applies to recurrent networks. The extension of LSTM with a linear connection between the memory cells of adjacent layers has been proposed by several works [20, 21]. Such a technique is specific to the LSTM. Instead, we investigate the direct application of the highway to the recurrent network, by substituting the transformation operation in the highway layer by a gated RNN. Such an extension can be used for both LSTM and GRU.

However, gating is not a unique way to make the intention explicit in neural networks. Recently, the attention mechanism has been designed to select the relevant parts of its inputs for a specific prediction. This has been shown to be successful in many applications [1, 2, 22]. Therefore we investigate the learning of a simple neural language model from which word triggers [23, 24] can be explicitly visualized.

2. Networks with Multiplicative Gates

In this section, we shortly review the classical model architectures based on gates. In the rest of the paper, denotes the element-wise product and denotes the input to the layer, while denotes the output. and are weight matrices and are weight vectors. denote biases. Sigmoid activation function and hyperbolic tangent are applied element-wise to its argument vector.
2.3. Long short-term memory (LSTM)

The transformed feature $y$ (Eq. 1) is interpolated (Eq. 3) to the untransformed feature $x$ using weights which are learned as a neural network (Eq. 2). The original motivation of this architecture is to ensure an unobstructed information flow between adjacent layers via linear connection, called highway connection (the second term in the right-hand side of Eq. 3). In [15], it has been shown that such an architecture effectively enables the training of very deep networks (up to 900 layers). However, in practice for language modeling, the benefit for such a connection has been reported for models with much fewer layers. In [25], the highway is used in language modeling as a means to combine the word-level feature with character-level local features; while using only two layers of the highway, the improvements in perplexity were reported. After all, the highway can also be seen as a pure feature combination operation between the features from different stages of transformation. We denote this highway layer $\text{Sigm-HW}$ in the experimental section.

2.1. Highway network

The equations for a lateral network can be obtained by using Eq. 1-2 and:

$$h = g \odot y$$

(4)

First of all, this can be seen as a variant of maxout networks [26] with two groups, which is obtained by redefining the $\odot$ operation as an element-wise maximum operation instead of product. Another way to interpret this architecture is to consider $y$ as a relevance gate and $g$ as a simple transformation of $x$ (a highway network without highway connection). In [17], this model has been evaluated for language modeling and has been shown to outperform its variant based on the maximum operation.

2.2. Lateral network (Tensor network)

The model was first multilingually initialized [30] on the training of very deep networks (up to 900 layers). However, in practice for language modeling, the benefit for such a connection has been reported for models with much fewer layers. In [25], the highway is used in language modeling as a means to combine the word-level feature with character-level local features; while using only two layers of the highway, the improvements in perplexity were reported. After all, the highway can also be seen as a pure feature combination operation between the features from different stages of transformation. We denote this highway layer $\text{Sigm-HW}$ in the experimental section.

2.3. Long short-term memory (LSTM)

The standard LSTM-RNN is defined by:

$$y_t = \tanh(W_y x_t + R_y h_{t-1} + b_y)$$

(5)

$$i_t = \sigma(W_i x_t + R_i h_{t-1} + b_i + w_i \odot c_{t-1})$$

(6)

$$f_t = \sigma(W_f x_t + R_f h_{t-1} + b_f + w_f \odot c_{t-1})$$

(7)

$$c_t = i_t \odot y_t + f_t \odot c_{t-1}$$

(8)

$$o_t = \sigma(W_o x_t + R_o h_{t-1} + b_o + w_o \odot c_t)$$

(9)

$$h_t = o_t \odot \tanh(c_t)$$

(10)

where

$$c_{t-1}^{(l)} = i_t \odot y_t + f_t \odot c_{t-1}^{(l-1)} + d_t \odot c_{t-1}^{(l-1)}$$

(15)

and

$$d_t = \sigma(W_d x_t^{(l)} + w_d \odot c_{t-1} + b_d + w_{d2} \odot c_{t-1}^{(l-1)})$$

(16)

The highway network was introduced in [14, 15]. The combination of the two layers of the highway, the improvements in perplexity were reported. After all, the highway can also be seen as a pure feature combination operation between the features from different stages of transformation. We denote this highway layer $\text{Sigm-HW}$ in the experimental section.

3. Incorporating highway into Gated RNNs

The highway network was originally introduced for feedforward multilayer perceptrons (MLP). However, its motivation (Sec. 2.1) also applies to recurrent networks.

3.1. Existing technique: Depth-gated LSTM

Many works [20, 21] suggested the extension of stacked LSTMs with additional linear connections between memory cells of adjacent LSTM layers. This is a natural extension for the LSTM since its memory cell had already linear connection over time (Eq. 8). In [20], such an architecture has been used for acoustic modeling and has been shown to outperform the standard LSTM, especially in the context of discriminative training. The proposed LSTM architecture, depth-gated LSTM or highway LSTM is obtained by replacing Eq 8 by:

$$c_t^{(l)} = i_t \odot y_t + f_t \odot c_{t-1}^{(l)} + d_t \odot c_{t-1}^{(l-1)}$$

(15)

where

$$d_t = \sigma(W_d x_t^{(l)} + w_d \odot c_{t-1} + b_d + w_{d2} \odot c_{t-1}^{(l-1)})$$

(16)

By construction, the number of nodes in the layers $\ell$ and its predecessor $(\ell - 1)$ should match unless a projection layer is inserted in addition.

This is an extension specific to the LSTM. In contrast, we investigated a direct application of the highway operation, which can be used for both GRU and LSTM. The description for GRU follows.

3.2. GRU-Highway: simple substitution

Since the highway layer consists of an interpolation of transformed and untransformed features (Eq. 3), the transformation part (Eq. 1) can be replaced by any other operation, for example by the GRU. The full equations for such a model can be obtained with Eq. 11-13 and in addition:

$$h_t^{(gru)} = z_t \odot y_t + (1 - z_t) \odot h_{t-1}$$

(19)

$$g_t = \sigma(W_e x_r + R_e h_{t-1} + b_e)$$

(20)

$$h_t = g_t \odot h_t^{(gru)} + (1 - g_t) \odot y_t$$

(21)

It is possible to suggest yet other variants for such a model. In this paper, we limit ourselves to the model described in the above equations. We denote this model GRU-HW in the experimental section. This extension can also be applied to the LSTM in the same manner by using the output of the LSTM (Eq. 10) instead of Eq. 19. In the experimental section, we focus on the GRU version.

4. Speech Recognition Experiments

Our experiments were conducted on the English broadcast news and conversation speech recognition task from the Quaero project [28].

4.1. Baseline system description

The baseline ASR system used for this work is the same as in our previous work [29]. For acoustic modeling, a hybrid 12-layer rectified linear unit based feedforward network was trained. The model was first multilingually initialized [30] on 4 languages (French, English, German, Polish) on the total...
amount of 800 hours of speech, then fine-tuned with the 250 hours of English data. The minimum phone error sequence level discriminative training criterion was used in the final step. The baseline n-gram count language model is the same as in [29, 31]: 4-gram model with Kneser-Ney smoothing (KN4) was trained on the total of 3.1B of running words, with a vocabulary size of 150k. The 3.1B data was composed of 11 sub-corpora. Small LMs were trained on each of the subcorpora and combined into a single model. The interpolation weights were optimized on the development text using the SRILM toolkit [32]. The development and evaluation texts contain 40k and 36k running words, respectively. For further details, we refer to [29].

4.2. Neural network-based language models (NLMs)

All language models based on neural networks were trained on 50M running words. The 50M data are the in-domain subsets of the full 3.1B data. The resulting lexicon size for NLMs is 128k, a renormalization is therefore done for interpolation with the KN4 [33]. Again, this setup is the same as in [29, 31]. In the 50M corpus, the 2M most in-domain set is included. Following the recipe from [29], we also performed a fine-tuning on that 2M data (indicated when used). The models were trained using the stochastic gradient descent with mini-batches of size 64 for feedforward models, while recurrent models were trained with backpropagation through time without truncation with minibatch size of 4. The output layer of NLMs was always factorized with 1000 word-classes as in [31]. All models presented in this paper were implemented as extension to the rwthlm toolkit [34]. Except the largest LSTM (3-layer 600-node model in Sec. 4.3.2) which was trained on GPU with a batch size of 8, models were trained using multi-threading on CPU.

4.3. Text-based Results

4.3.1. Gates in MLP based models

We trained 20-gram MLP models with projection layer of 300 units per word and multiple stacked hidden layers of 600 units. Unlike in [29], we used neither layer-wise training nor low-rank factorization. The logistic function (Sigm) was used for all models as an activation function. The exponential linear unit (ELU) [35] was also tested for the baseline MLP. All models were fine-tuned (Sec 4.2). Table 1 shows the performance of different layer types for models with 2 layers. The first layer after the projection layer of Sigm-HW is a standard MLP layer. The perplexities of all layer types were about the same except the lateral network which performed slightly better. In order to assess the effect of the highway connection in deep models, we increased the number of layers until five: Table 2 shows perplexities on the development set. First of all, we observed that the performance of baseline MLP (Sigm) saturated after four layers, while no degradation was observed for highway models (Sigm-HW) until five layers. Furthermore, the highway models performed 4% relative better than the baseline. The lateral network (Lateral) saturated with 3 layers and its best perplexity was slightly worse than that of the highway model. This result shows the importance of the highway linear connection, since the lateral network only differs from the highway network in that connection.

<table>
<thead>
<tr>
<th>Layer</th>
<th>PPL</th>
<th>Sigm</th>
<th>Sigm-HW</th>
<th>ELU</th>
<th>Lateral</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>126.4</td>
<td>126.5</td>
<td>126.3</td>
<td>123.4</td>
</tr>
</tbody>
</table>

Table 1: Comparison of different feedforward layer types. Perplexities are reported with 2-layer models on development set.

4.3.2. LSTM and GRU

We carried out a comparison between LSTM and GRU. The results are shown in Table 3. The first observation is that for models with a hidden layer size of less than 200, GRUs performed slightly better than LSTMs. However, the LSTMs were found to benefit clearly better from larger widths than the GRUs. In the end, the best perplexity was obtained for a stacked, 2-layer LSTM. Besides, we observed that the improvements saturated after 2 layers for both architectures. The perplexities of 3-layer LSTM of size 300 and 600 are 110.0 and 103.0, respectively. The results for GRU can be seen in the first row of Table 5. To further improve the perplexities, a fine-tuning (Sec. 4.2) was applied to the best models: the results are shown in Table 4. The perplexities of all layer types were about the same except the lateral network which performed slightly better. In order to assess the effect of the highway connection in deep models, we increased the number of layers until five: Table 2 shows perplexities on the development set. First of all, we observed that the performance of baseline MLP (Sigm) saturated at four layers, while no degradation was observed for highway models (Sigm-HW) until five layers. Furthermore, the highway models performed 4% relative better than the baseline. The lateral network (Lateral) saturated with 3 layers and its best perplexity was slightly worse than that of the highway model. This result shows the importance of the highway linear connection, since the lateral network only differs from the highway network in that connection.

<table>
<thead>
<tr>
<th>Layer</th>
<th>PPL</th>
<th>Sigm</th>
<th>Sigm-HW</th>
<th>ELU</th>
<th>Lateral</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>126.4</td>
<td>124.9</td>
<td>124.6</td>
<td>126.7</td>
</tr>
</tbody>
</table>

Table 2: Effect of the depth. Perplexities on development set.

<table>
<thead>
<tr>
<th>Layer</th>
<th>PPL</th>
<th>Sigm</th>
<th>Sigm-HW</th>
<th>ELU</th>
<th>Lateral</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>126.5</td>
<td>120.4</td>
<td>119.8</td>
<td>119.7</td>
</tr>
</tbody>
</table>

Table 3: Perplexities on development set for LSTM and GRU. *The perplexities for 1- and 2-layer LSTMs are taken from [31].

<table>
<thead>
<tr>
<th>fine-tuning</th>
<th>LSTM</th>
<th>GRU</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>100.5</td>
<td>108.1</td>
</tr>
<tr>
<td>Yes</td>
<td>98.3</td>
<td>104.7</td>
</tr>
</tbody>
</table>

Table 4: Effect of fine-tuning. Perplexities on development text.

4.3.3. Highway network based on GRU

To assess the effect of highway connections in RNNs, we evaluated the highway network with GRU transformation (Sec 3.2). We stacked until four such layers. The perplexities are presented in Table 5. The standard GRU got degradations with more than two layers while GRU-HW allowed deeper structures and achieved a 4% rel. improvement from 110.7 to 106.3 for model with 300 nodes. Further improvements of 5% rel. were obtained with 500 nodes and 4 layers, from 104.7 to 99.1.

<table>
<thead>
<tr>
<th>size</th>
<th>layer type</th>
<th>fine-tuning</th>
<th>depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>GRU</td>
<td>No</td>
<td>110.7</td>
</tr>
<tr>
<td></td>
<td>GRU-HW</td>
<td>Yes</td>
<td>109.1</td>
</tr>
<tr>
<td>500</td>
<td>GRU-HW</td>
<td>Yes</td>
<td>101.5</td>
</tr>
</tbody>
</table>

Table 5: Perplexities on development set for GRU-HW.

4.4. Lattice Rescoring Results

We performed the lattice rescoring [36] (implemented in rwthlm [34]) with neural language models, linearly interpolated with the baseline count model KN4. The word error rates (WER) were obtained after confusion network based decoding. Table 6 shows the word error rates and the perplexities of models after the interpolation. For the MLP based models, the improvements in perplexity due to the highway connections were
preserved after interpolation on both development and evaluation sets. However, WER improvement was observed only on the development set. Despite comparable perplexities, the lateral network gave a slightly worse evaluation WER. For the recurrent models, the LSTM was found to be better than the GRU in terms of both perplexity and WER. Although the GRU achieved a close WER to the LSTM on the development set, the LSTM significantly outperformed the GRU on the evaluation set. Similar to MLP-based models, the improvements in perplexity related to the highway remained for GRU after the interpolation with the count model. Moreover, it achieved an improvement on the evaluation WER from 9.4% to 9.2%, which is more noteworthy than the effect of the highway in the MLP.

Table 6: PPL and WER results of interpolated models. The best configurations found on the development set are indicated in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>DEV</th>
<th>EVAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PPL</td>
<td>WER [%]</td>
</tr>
<tr>
<td>KN4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SigM-MLP (600x3)</td>
<td>106.1</td>
<td>11.3</td>
</tr>
<tr>
<td>SigM-HW (600x5)</td>
<td>103.9</td>
<td>11.2</td>
</tr>
<tr>
<td>Lateral (600x3)</td>
<td>104.8</td>
<td>11.3</td>
</tr>
<tr>
<td>LSTM (600x2)</td>
<td>89.8</td>
<td>10.7</td>
</tr>
<tr>
<td>GRU (500x2)</td>
<td>93.0</td>
<td>10.8</td>
</tr>
<tr>
<td>GRU-HW (500x4)</td>
<td>90.7</td>
<td>10.6</td>
</tr>
</tbody>
</table>

5. Attention for Learning Word Triggers

So far, we focused on the networks based on the gating mechanism. However, the use of multiplicative gate is not a unique method to give explicit meaning to parts of a neural network. The attention mechanism has been recently proposed to learn the relevance of its inputs at each prediction. An application of such an idea for language modeling also makes sense: certain words in context can be particularly relevant to predict some words, like (multi-)word triggers [23, 24] in the count-based approach. In this section, we present our initial work on learning word triggers with an attention mechanism.

5.1. Model descriptions

5.1.1. Attention layer

A minimalistic attention mechanism can be defined as a layer. The input at time $t$ is the outputs of the previous layer over time $(x_1, ..., x_t)$. It computes a scalar score $s_i$ for each context $x_i$ (Eq. 22). The resulting score vector $s = (s_1, ..., s_t)$ is then normalized (Eq. 23) and the output is computed as the weighted average of contexts (Eq. 24). The full equations are:

$$\forall i \in \{1, ..., t\}, \quad s_i = x_i^T \tanh(W x_i + R h_{t-1} + b)$$

$$\alpha = \text{softmax}(s)$$

$$h_t = \sum_{i=1}^{t} \alpha_i x_i$$

5.1.2. Neural word trigger models, a naive approach

We inserted such an attention layer to a simple model composed of 3 layers: projection, GRU and output layers. The attention layer can be inserted either between the projection and GRU or between GRU and output. Experiments showed that the latter model was not suited for the word trigger because in such a model, the attention layer exclusively used the latest output of GRU ($\alpha_t \approx 1$) which had seen the full context. Therefore, we focused on the former case in which the attention directly...
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