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1. Introduction

A variety of results concerning strongly stationary processes with smooth trajectories turns out to be derivable from a theorem, which extends the formula for changing the variable in the differential on the real axis to the case of measure spaces with a one-parameter group of measure preserving transformations.

The paper starts with the statement of three results, which will be shown in the end to be special cases of the main theorem. The middle part consists of the formulation and proof of this main theorem.

Example 1. Let $x_t, t \in \mathbb{R}$ be an $E$-valued measurable stationary process, that is, a Lebesgue-measurable family of mappings from a measure space $(\Omega, \mathcal{F}, \mathbb{P})$ into a measure space $(E, B)$. The $\sigma$-algebra $\mathcal{F}$ is generated by the $x_t$, and $\mathbb{P}$ is a $\sigma$-finite measure such that the shift transformations $S^u, u \in \mathbb{R}$, leave $\mathbb{P}$ unchanged; that is,

$$PS_u(x_t, t \in B_1, \cdots, x_n \in B_n) = \mathbb{P}(x_{t+u} \in B_1, \cdots, x_{t+u} \in B_n)$$

and therefore,

$$PS_u(A) = \mathbb{P}(A), \quad \text{for all } A \in \mathcal{F}.$$ 

Assume now that $E$ is the real axis and that for almost all $\omega, \omega \in \Omega, x(t, \omega) = x_t(\omega)$ is a differentiable function of $t$ with derivative $\dot{x}(t, \omega)$. Let $t = h(x)$ be a differentiable function such that for almost all $\omega$ the graph in $R \times R$ of $t \rightarrow x(t, \omega)$ has exactly one point in common with the graph of $x \rightarrow h(x)$. This common point will be called $(t(\omega), x(t(\omega), \omega)); h(x(t(\omega), \omega)) = t(\omega)$. The most trivial example is $h = t = \text{const}$. If $\dot{x}(t, \omega)$ is bounded from above for all paths of a process, then every $h$ with sufficiently small positive derivative would do.

Now let $h$ be fixed. We write $(x(\omega), \dot{x}(\omega))$ which is short for $(x(t(\omega), \omega), \dot{x}(t(\omega), \omega))$. We consider the “shift by $h$” $S_h$ defined as follows: $S_h(\omega)$ belongs to the set $\{x_u \in B\}$ if and only if $x(t(\omega) + u, \omega) \in B$. The result that interests us here is

$$P)S_h = P(1 - \dot{x}(0, \omega)h'(x(0, \omega)))$$

or

$$P(1 - \dot{x}(\omega)h'(x(\omega)))^{-1})S_h = P.$$
To clarify the notation, let us spell out the result. The image of $P$ by $S_\lambda$ is absolutely continuous with respect to $P$, and the Radon-Nikodym density is the above function of $[x(0), \dot{x}(0)]$. This implies the following:

(a) if the joint distribution of $(x(0, \omega), \dot{x}(0, \omega))$, or equivalently, that of $(x(t, \omega), \dot{x}(t, \omega))$ is $d\mu(x, \dot{x})$, then the joint distribution of $x(t(\omega), \omega), \dot{x}(t(\omega), \omega)$ is
\[
(1 - \dot{x} \cdot h'(x)) \, d\mu(x, \dot{x});
\]
(b) if we associate a function $F(t, x, \dot{x})$ with every $P$-integrable $f$ on $\Omega$ by the relation
\[
E(f| x(l, \omega), \dot{x}(l, \omega)) = F(l, x(t(l, \omega), \dot{x}(t(l, \omega))),
\]
then
\[
E(f| x(\omega), \dot{x}(\omega)) = F(t(\omega), x(\omega), \dot{x}(\omega)).
\]

Notice that $F(t, x, \dot{x})$ is determined by $d\mu(x, \dot{x})$, almost everywhere for every fixed $t$. Thus, for a fixed $h$, $F(t(\omega), x(\omega), x(\omega))$ is usually nowhere on $\Omega$ determined by $f$.

However, if $f_t(\omega) = f(T, \omega))$, then we can choose the associated functions $F_t$ so that
\[
F_t(t, x, x) = F(t + s, x, \dot{x}).
\]
The result started above is an oversimplification of the relation that will actually be derived below; namely, the set of all triples $s, x, \dot{x}$ with
\[
E(f| x(\omega), \dot{x}(\omega)) \neq F(s + t(\omega), x(\omega), \dot{x}(\omega))
\]
is a null set with respect to the product of Lebesgue measure and $d\mu$.

**Example II.** Let $x_t$ again be an $E$-valued measurable stationary process on $(\Omega, \mathcal{F}, P)$. Assume that $V$ is a strictly positive function on $E$ such that for almost all $\omega$,
\[
s(a, \omega) = \int_0^a V(x(t, \omega)) \, dt
\]
is finite and $s(a, \omega) \to \pm \infty$ as $a \to \pm \Gamma \cdot \infty$.

The function $s(a, \omega)$ thus has a uniquely determined inverse $\tau(s, \omega)$,
\[
s = \int_0^{\tau(s, \omega)} V(x(t, \omega)) \, dt.
\]

For every $s$ we consider the "shift by $\tau(s, \omega)$" $T_s$ defined as follows: $T_\tau(\omega)$ belongs to $\{x_\in \in B\}$ if and only if $x(\tau(s, \omega)) + u, \omega) \in B$. Clearly, $T_s \cdot T_s' = T_{s + s'}$.

In this case our result on the images of $P$ by the $T_s$ is:
\[
y(s, \omega) = x(\tau(s, \omega), s \epsilon R
\]
is a stationary process on $(\Omega, \mathcal{F}, P \cdot V(x(0, \omega))$. The shifts of the $y$-process are the $T_s$.

As one may notice, this implies that the stationary distribution of the $y$-process is $V(x) \cdot d\mu(x)$, if that of the $x$-process was $d\mu(x)$. The transformation described, when applied to the $y$-process with $V' = 1/V$, gives back the $x$-process.

**Example III.** R. A. Dudley has studied families of probability measures
$P_x^*$, $x = (x_0, x_1, x_2, x_3)$, $v = (v_1, v_2, v_3)$, $|v|^2 < 1$, on the set $\Omega$ of all world lines with right-hand side continuous tangents everywhere in relativistic space-time with the following properties.

(i) If $\omega$ is the orbit of a mapping from $(-\infty, +\infty)$ into $R^4$,

$$t \mapsto (x_0 + t, x_1(t, \omega), x_2(t, \omega), x_3(t, \omega)) = (x_0 + t, \vec{x}(t, \omega)),$$

then $P_x^*$ is defined on the $\sigma$-algebra $\mathfrak{M} = \mathfrak{M}^\omega$ generated by the sets $\{\vec{x}(t, \omega) \in B\}$, where $B$ is a Borel set in $R^4$ and $t \geq 0$.

(ii) For $P_x^*$-almost all $\omega$, one has

$$P_x^*(\langle x_0, \vec{x}(0, \omega) \rangle = x \text{ and } \frac{d}{dt}\vec{x}(0, \omega) = v)$$

"$P_x^*$-almost all world lines pass through $x$ with velocity $v."$

(iii) For every $t \geq 0$ and every $A$ in the $\sigma$-algebra generated by the $x_u$, $u \geq t$, the Markov property is satisfied; that is,

$$P_x^*(A \mid \vec{x}(t), \frac{d}{dt}\vec{x}(t)) = P_x^\omega(\omega) (A)$$

where $y(\omega) = (x_0 + t, \vec{x}(t, \omega))$, $\omega(\omega) = (d/dt)\vec{x}(t, \omega)$.

(iv) If the action of the orthochronous inhomogeneous Lorentz group on the space $\Omega$ of world lines is defined in the obvious pointwise fashion, then the induced mappings on the measures on $\Omega$ act on the family $\{P_x^*\}. "The Lorentz group transforms the $P_x^*$ into each other."

Dudley’s result is, roughly speaking, that there is a one-to-one correspondence between such families $\{P_x^*\}$ and the infinitely divisible (radial) probability measures on the Lobatchevsky space.

It is another application of the main theorem of this paper to show the existence of a $\sigma$-finite measure $P$ on $\Omega$ to every family $\{P_x^*\}$, which is invariant under all Lorentz transformations and such that the $P_x^*$ are the conditional processes. It turns out that $P$ restricted to the $\sigma$-algebra $\mathfrak{M}^\omega$ can be defined by an integral: for $A \in \mathfrak{M}^\omega$,

$$P(A) = \iint P_{\langle x_0, \vec{x} \rangle} (A) \, d\mu(\vec{x}) \, (1 - |v|^2)^{-\frac{1}{2}} \, dv(v)$$

where $d\mu$ denotes the 3-dimensional Lebesgue measure and $dv$ the Haar measure on the Lobatchevsky space. We will not give a full proof of the Lorentz invariance of $P$ in this paper. However it may be of interest to see a link to the examples I and II. From (iii) and (iv) and the strong Markov property, for every $P_x^*$ it follows that the process $v$ with

$$v(\tau, \omega) = \frac{d}{d\tau} \omega(t(\tau, \omega), \omega)$$

is a process with independent increments on the Lobatchevsky space for every $P_x^*$, if $t(\tau, \omega)$ is determined as
We have irregularity of \( ffdP \).

For a preparation by \( f(w) \) seems less direct.

Besides, this is the Haar measure \( d\nu(r) \) is a stationary distribution for the \( r \)-process, according to example II,

\[
(1 - |r|^2)^{-1/2} d\nu(r)
\]

is a stationary distribution for the process \((d/dt) \tilde{x}(t, \omega)\).

This is roughly the argument for the invariance of \( P \) under time shifts; the result of the first example can be used to establish the invariance under homogeneous Lorentz transformations; space shifts act in a trivial way on \( P \). A detailed study of the Lorentz-invariant Markov random functions \( P \) will be given in a forthcoming paper. Dudley's work will appear in Arkiv för Matematik.

These results can be obtained by application of the following theorem.

**Theorem.** Let \((\Omega, \mathfrak{M}, P)\) be a \( \sigma \)-finite measure space, and \( T_t, t \in \mathbb{R} \) a one-parameter group of \( P \)-preserving transformations of \( \Omega \), acting measurably on \( \Omega \). Furthermore, let \( \varphi \) be a measurable invertible transformation of \( \Omega \) such that there exists a real-valued function \( t(\omega) \) with the property that \( \varphi(\omega) \) belongs to a set \( \Lambda \in \mathfrak{M} \) if and only if \( T_t(\omega) \) belongs to \( \Lambda \) for \( t = t(\omega) \).

The following regularity assumption on \( t(\omega) \) is made. For almost all \( \omega, t(s, \omega) = t(T_s \omega) \) as a function of \( s, s \in \mathbb{R} \), has only finitely many jumps on a bounded interval, and between two jumps \( t(s, \omega) \) is absolutely continuous. The assertion is that if \( v(\omega) = 1 + (d/ds)t(0, \omega) \), then \( \varphi(\omega) \) belongs to \( \Lambda \) in \( \omega \).

The following regularity assumption on \( t(\omega) \) is made. For almost all \( \omega, t(s, \omega) = t(T_s \omega) \) as a function of \( s, s \in \mathbb{R} \), has only finitely many jumps on a bounded interval, and between two jumps \( t(s, \omega) \) is absolutely continuous. The assertion is that if \( v(\omega) = 1 + (d/ds)t(0, \omega) \), then \( \varphi(\omega) \) belongs to \( \Lambda \) in \( \omega \).

For Lebesgue-almost all \( s \).

In sections 2, 3, 4, and 5 we shall study a couple of special cases of the theorem before we establish the proof for the general case in section 6. The considerations in sections 2 and 3 will be needed there. The arguments in sections 4 and 5 taken together are very close to giving a proof of the theorem. The gap lies in the irregularity of the decomposition of \( \Omega \) into parts, where sections 4 and 5, respectively would apply, if the decomposition were nice. The argument in section 6 seems less direct. Besides, it requires a lot of preparation of topological nature. Since some of those topological concepts are also needed in sections 4 and 5, this preparation is presented after section 3.

In more complicated formulas we shall use a more convenient notation. For a \( P \)-integrable function \( f \) and for a measurable set \( A \) we shall write \( \int_A f dP = P \triangle f \) and \( \int_A dP = P \triangle (A) \).

If \( f' \) is a measurable function on \((\Omega', \mathfrak{M}')\) and \( \varphi \) a measurable mapping from \((\Omega, \mathfrak{M}) \) into \((\Omega', \mathfrak{M}')\), then \( \varphi^*(f') \) denotes the \( \mathfrak{M}' \)-measurable function \( f \) defined by \( f(\omega) = f'(\varphi(\omega)) \). Let \( (P)\varphi \), or shortly, \( (P)\varphi \), denote the image of \( P \) on \((\Omega', \mathfrak{M}')\). We have by definition of this image

\[
(18) \quad \tau = \int_0^{t(\tau, \omega)} \left( 1 - \left( \frac{d}{ds} \tilde{x}(s, \omega) \right)^2 \right)^{1/2} ds
\]

(\( \tau \) measures the proper time on a world line, a quantity, which does not refer to any specific coordinate frame). Since the Haar measure \( d\nu(r) \) is a stationary distribution for the \( r \)-process, according to example II,
for every \( f' \) for which \( \varphi^*(f') \) is \( P \)-integrable.

If \( g \) is a nonnegative \( \mathcal{M} \)-measurable function; then \( P \cdot g \) denotes the measure defined by

\[
P \cdot g \triangleq (A) = \int_A g \, dP.
\]

The assertion of the theorem is, roughly speaking,

\[
(P \cdot |v|)\varphi_* = P;
\]

the exact statement is, for every \( P \)-integrable \( g \) and for \( L \) almost every \( s \),

\[
(P \cdot |v|)\varphi_* \triangleq T^*_s(g) = P \triangleq T^*_s(g) = P \triangleq g.
\]

Throughout the paper \( L \) denotes the Lebesgue measure on the real line.

2. Transformations of the Lebesgue measure

The real axis with Lebesgue measure \( L \) is the measure space \( \Omega \). The translations form the group of \( L \)-preserving transformations \( T_s(\omega) = \omega + t \), and \( \varphi \) is a piecewise monotone function and is absolutely continuous on every piece; it attains every real value exactly once. Clearly, \( t(\omega) = \varphi(\omega) - \omega \) then satisfies the regularity conditions stated in the formulation of the theorem. Thus, in this special case, the assertion is

\[
\left( L \left| 1 + \frac{d}{d\omega} t \right| \right) \varphi_* = \left( L \left| \frac{d\varphi}{d\omega} \right| \right) \varphi_* = L.
\]

This is just the formula for changing the variable in the measure element \( dx \), usually written as

\[
|d(\varphi(x))| = |\varphi'| \cdot dx,
\]

\[
\int f(\varphi(x)) \cdot |\varphi'(x)| \, dx = \int f(y) \, dy.
\]

This formula is usually proven in elementary texts for continuous \( \varphi \) with continuous derivative. In our case \( \varphi' \) is measurable; therefore, by Egorov's theorem, we can find a countable union of intervals with a total length smaller than \( \varepsilon \), such that \( \varphi' \) is continuous on its complement \( A_\varepsilon \). We can assume, that \( A_\varepsilon \) contains none of the points of discontinuity of \( \varphi \). There is a continuous function \( \varphi' \) which coincides with \( \varphi' \) on \( A_\varepsilon \), has constant sign in every interval of monotonicity for \( \varphi \), and satisfies for every pair \( \omega, \omega' \in A_\varepsilon \),

\[
\int_\omega^\omega \varphi' \, d\omega = \int_\omega^\omega \varphi' \, d\omega = \varphi(\omega') - \varphi(\omega).
\]

We will now fix an arbitrary \( \omega^* \in A_\varepsilon \) and consider the function \( \varphi_* \), which does not depend on the choice of \( \omega^* \),

\[
\varphi_*(\omega) = \varphi(\omega^*) + \int_\omega^\omega \varphi' \, d\omega.
\]

The function \( \varphi_* \) coincides with \( \varphi \) on \( A_\varepsilon \), has continuous derivative \( \varphi'_* \), and
defines a one-to-one mapping of the real axis onto itself. The classical formula yields, therefore,

\[(L|\varphi')\varphi = L\]

and

\[(L \cdot [A_\epsilon] \cdot |\varphi'|)\varphi = (L \cdot [A_\epsilon] \cdot |\varphi'|)\varphi = L \cdot [A'_\epsilon]\]

if \([A_\epsilon]\) denotes the indicator function of \(A_\epsilon\) and \([A'_\epsilon]\) that of the \(\varphi\)-image of \(A_\epsilon\).

Since \(\varphi\) is absolutely continuous, the complement of \(A_\epsilon\) is mapped into a set of measure less than \(\delta(\epsilon)\), where \(\delta(\epsilon) \to 0\) as \(\epsilon \to 0\). Therefore, \(L \cdot [A'_\epsilon]\) increases to \(L\) as \(\epsilon\) decreases to 0. This shows that

\[(L|\varphi')\varphi = L\]

This result has a local counterpart. If \(\varphi\) is a strictly monotone absolutely continuous mapping of an interval \(I\) onto an interval \(I'\), then for every function \(h\) which vanishes outside \(I'\),

\[\int h \, dL = \int h(\varphi(\omega)) \cdot |\varphi'(\omega)| \, dL.\]

A second special case is well known in fluctuation theory.

3. Measure preserving transformations on denumerable decompositions

The measure space \(\Omega\) is arbitrary; \(\{T_t\}\) is an arbitrary group of measure-preserving transformations; \(\varphi\) is an invertible mapping of \(\Omega\) onto \(\Omega\); and there exists a decomposition of \(\Omega\) into denumerably many \(B_i\) such that \(\varphi\) is given by a certain \(T_t\) on \(B_i\) We shall prove that \(\varphi\) is measure preserving.

The \(\varphi\)-images of the \(B_i\), called \(B'_i\), form a decomposition of \(\Omega\). We show for a set \(A'\) contained in one of the \(B'_i\) that \((P)\varphi \diamond (A') = P \diamond (A')\). This suffices, since any set is a countable union of such sets.

Set \(A = \{\omega: \varphi(\omega) \in A'\}\); by definition of the \(\varphi\)-image of \(P\),

\[(P)\varphi \diamond (A') = P \diamond (A).\]

For \(\omega \in A\), \(\varphi(\omega) \in A' \subset B\), we have \(T_t(\omega) = \varphi(\omega) \in A'\), and since \(T_t\) is invertible, only the \(\omega\) in \(A\) satisfy \(T_t(\omega) \in A'\). The transformation \(T_t\) is measure preserving; thus

\[(P)\varphi \diamond (A') = P \diamond (A) = (P)T_t \diamond (A') = P \diamond (A').\]

There is also a local counterpart of this result. Assume that \(\varphi\) is a mapping into \(\Omega\) defined on a measurable subset \(B \subset \Omega\), and for \(\omega \in B\), \(\varphi(\omega) = T_{t(\omega)}(\omega)\), where \(t(\omega)\) attains on \(B\) only denumerably many distinct values in the group.

Let \(g\) be a positive function which vanishes outside \(B\). Let \(h(\omega') = \sum g(\omega)\) where the sum is extended over all \(\omega\) with \(\varphi(\omega) = \omega'\). Assume that \(h(\omega')\) is finite for \(P\)-almost all \(\omega'\). By the argument above we get in this case

\[(P \cdot g)\varphi = P \cdot h.\]

If \(g\) is the indicator function of a set \(B\), then we shall speak of \(P \cdot g\) as the re-
striction of \( P \) to the set \( B \). Some preparations are necessary for the study of more complicated situations.

Let \( \{ T_u, u \in R \} \) be a one-parameter family of transformations of the measure space \((\Omega, \mathfrak{M}, P)\) which leave \( P \) unchanged. An \( \mathfrak{M} \)-measurable function \( f \) is called continuous, if \( f(T_u(\omega)) \) is a continuous function of \( u \) for every \( \omega \). A subset \( A \) of \( \Omega \) is called open, if there exists a function \( \alpha(\omega) \) which is strictly positive on \( A \) and \( \mathfrak{M} \)-measurable, and such that \( T_\varepsilon(\omega) \in A \) for \( |\varepsilon| < \alpha(\omega) \). An open set \( A \) is called finite if \( P(A) < \infty \); a continuous function is said to have finite support if \( \{ \omega : f \neq 0 \} \) is finite. We call the Borel field generated by the finite open sets \( \mathfrak{M}_0 \). The mapping \( T_u : \omega \rightarrow T_u(\omega) \) is continuous if \( \Omega \) carries the topology described and \( R \times \Omega \) the obvious product topology.

**Lemma 1.** If \( P \) is a measure on \((\Omega, \mathfrak{M})\), invariant under all \( T_u, u \in R \), and \( Q \) another measure such that for every continuous \( P \)-integrable \( g \) with finite support \( \int g \, dP = \int g \, dQ \), then for every \( \mathfrak{M} \)-measurable \( P \)-integrable \( f \) the set \( \{ s : \int f(T_s(\omega)) \, dQ \neq \int f(T_s(\omega)) \, dP \} \) has Lebesgue measure 0.

**Proof.** If \( \int f \, dP = \int f \, dQ \) for every continuous \( f \) with finite support, then this relation holds also for every continuous integrable function. In fact, approximate \( f \) by \( f_\varepsilon \) with

\[
 f_\varepsilon(\omega) = \begin{cases} 
 f(\omega) - \varepsilon & \text{for } f(\omega) > \varepsilon, \\
 0 & \text{for } |f(\omega)| \leq \varepsilon, \\
 f(\omega) + \varepsilon & \text{for } f(\omega) < -\varepsilon.
\end{cases}
\]

The function \( f_\varepsilon \) is continuous, has finite support \( \{ \omega : |f(\omega)| > \varepsilon \} \), and \( f - f_\varepsilon \) is dominated by \( |f| \) and tends monotonely to 0 as \( \varepsilon \) tends to zero. Thus,

\[
 \int f \, dP \leftarrow \int f_\varepsilon \, dP = \int f_\varepsilon \, dQ \rightarrow \int f \, dQ.
\]

If \( g \) is an arbitrary \( \mathfrak{M} \)-measurable \( P \)-integrable function, then \( g_\varepsilon \) defined by

\[
 g_\varepsilon(\omega) = \int_{-\infty}^{+\infty} g(T_s(\omega)) \rho(s) \, ds
\]

is continuous for every continuous integrable \( \rho \). Since \( P \) is invariant with respect to all \( T_s \),

\[
 \int g_\varepsilon \, dP = \int \rho(s) \, ds \cdot \int g \, dP.
\]

From our assumption follows

\[
 \int g_\varepsilon \, dQ = \int \rho(s) \, ds \cdot \int g \, dP,
\]

and therefore,

\[
 \int \left( \int g(T_s(\omega)) \, dQ - \int g(\omega) \, dP \right) \rho(s) \, ds = 0
\]

for every integrable continuous \( \rho \). Thus

\[
 \int g(T_s(\omega)) \, dQ = \int g(\omega) \, dP
\]

for \( L \)-almost all \( s \).
LEMMA 2. Let $(\Omega, \mathcal{M}, P)$ and $(\Omega', \mathcal{M}', P')$ be $\sigma$-finite measure spaces where $\Omega'$ is assumed to be a topological space and $\mathcal{M}'$ the $\sigma$-algebra generated by the continuous functions. Let $\varphi$ and $\varphi_n, n = 1, 2, \cdots$ be measurable mappings from $\Omega$ into $\Omega'$ and $(P)\varphi = P'$. We assume that

$$
\varphi_n(\omega) \to \varphi(\omega)
$$

for $P$-almost all $\omega$.

For every positive continuous bounded $f'$, for which $(P)\varphi \diamond f' < \infty$ and $(P')\varphi_n \diamond f < \infty$ for all sufficiently large $n$, one has

$$
(P)\varphi \diamond f' \to (P)\varphi \diamond f'.
$$

**Proof.** The functions $\varphi^*_n(f') \to \varphi^*(f')$ $P$-almost everywhere, and

$$
\sup |\varphi^*_n(f')| \leq \sup |f'|.
$$

If $\chi$ is the indicator function of a set in $\mathcal{M}$ with finite $P$-measure, then we have by the dominated convergence theorem

$$
(P) \cdot \chi \diamond \varphi^*_n(f') \to (P) \cdot \varphi^*(f'),
$$

$$
(P) \cdot \chi \diamond \varphi^*(f') \leq \liminf_{n \to \infty} (P) \cdot \chi \diamond \varphi^*_n(f')
$$

$$
= \limsup_{n \to \infty} (P) \cdot \chi \diamond \varphi^*_n(f') \leq (P) \cdot \varphi^*(f').
$$

If $P \diamond \varphi^*_n(f') < \infty$, then $x_0$ can be chosen such that for every indicator function $\chi$, $\chi \geq x_0$, the integral $(P) \cdot \chi \diamond \varphi^*_n(f')$ differs from $(P) \diamond \varphi^*_n(f')$ arbitrarily little. Therefore, the relations

$$
\limsup_{n \to \infty} P \diamond \varphi^*_n(f') \leq (P) \diamond \varphi^*(f'),
$$

$$
(P) \cdot \chi \diamond \varphi^*(f') \leq \liminf_{n \to \infty} (P) \diamond \varphi^*_n(f')
$$

hold for all indicator functions $\chi$ with $P \diamond \chi < \infty$. Since $P$ is $\sigma$-finite, we have

$$
\lim_{n \to \infty} (P)\varphi_n \diamond f' = (P)\varphi \diamond f'.
$$

LEMMA 3. Let $\{T_u, u \in R\}$ be as above, $A$ an open set, and $B \subset \Omega$ such that for $P$-almost every $\omega$, $\{u: T_u(\omega) \in B \cap A\}$ has Lebesgue measure 0. Then $P \diamond (B \cap A) = 0$.

**Proof.** Let $A_s = \{\omega: T_s(\omega) \in A\}$ for all $s$ with $|s| < \delta$. We determine the measure of

$$
\{(u, \omega): u \in (-\delta, +\delta), T_u(\omega) \in B, \omega \in A\}
$$
in the measure space $(R \times \Omega, B \times \mathcal{M}, L \times P)$. Here $B$ denotes the $\sigma$-algebra of all Lebesgue-measurable subsets of $R$, and $L$ the Lebesgue measure.

By Fubini's theorem we obtain, on the one hand,

$$
\int_{-\delta}^{+\delta} ((P)T_u \diamond (B \cap A_s)) \, du = 2\delta \cdot (P) \diamond (B \cap A_s).
$$

On the other hand,
Therefore, $P \diamond (B \cap A_\delta) = 0$ for all $\delta$, and since $A$ is open, $P \diamond (B \cap A) = 0$.

**Remarks.** For an $\mathcal{M}$-measurable $f$ the following properties are equivalent:

(a) $f = 0$, $P$-almost everywhere,

(b) for $P$-almost every $\omega$, $L \{u: f(T_u(\omega)) \neq 0\} = 0$,

(c) $T^*(f) = 0$, $L \times P$-almost everywhere.

**Example.** Lemma 3 applies to the situation in our theorem as follows. The set of all $\omega$ where $\varphi(\omega)$ is discontinuous has $P$-measure zero. First, the mapping $T$ of $R \times \Omega$ into $\Omega$ sending $(u, \omega)$ into $T_u(\omega)$ is continuous, if we have on $R \times \Omega$ the product of the topology on $\Omega$ and the usual one on $R$, and if the topology on $\Omega$ is as described above. The mapping $\tau$ from $\Omega$ into $R \times \Omega$ sending $\omega$ into $(t(\omega), \omega)$ is discontinuous in $B = \{\omega: t(T_\omega(\omega))$ is discontinuous for $s = 0\}$. We have assumed that $\{\omega: t(T_\omega(\omega))$ is discontinuous} is denumerable for $P$-almost every $\omega$. The lemma tells us that $P(B) = 0$. We shall now show that $\varphi$ maps null sets into null sets. Even more is true: if $\int_B |v(\omega)| \, dP = 0$ and $B' = \{\omega': \varphi^{-1}(\omega') \in B\}$, then $P \diamond (B') = 0$.

**Lemma 4.** With the notation and the assumptions of the theorem the following holds: $P$ is absolutely continuous with respect to $(P|v|)\varphi_*$, that is, $\int f(\varphi(\omega)) |v(\omega)| \, dP = 0$ for an $\mathcal{M}$-measurable positive $f$ implies $\int f(\omega) \, dP = 0$.

**Proof.** Consider the mappings $\psi$ and $T$ from $R \times \Omega$ into $\Omega$:

\begin{align*}
T: \quad & (u, \omega) \to T_u(\omega), \\
\psi: \quad & (u, \omega) \to (u + t(T_u(\omega)), \omega).
\end{align*}

We have $T^* \cdot \varphi^*(f) = \psi^* \cdot T^*(f)$ for every $f$, and for an $f$ as described above, $L \times P$-almost everywhere,

\begin{equation}
0 = T^*|v| \varphi^*(f) = |T^*(v)| T^* \cdot \varphi^*(f) = |T^*(v)| \psi^* \cdot T^*(f).
\end{equation}

Therefore, $\psi^* \cdot T^*(f) = 0$ holds $(L \times P)|T^*(v)|$-almost everywhere.

Since $(L \times P)|T^*(v)| \psi = L \times P$, as will be shown later on, we have $T^*(f) = 0$, $(L \times P)$-almost everywhere, or $f = 0$, $P$-almost everywhere; q.e.d.

**Remark.** Let

\begin{equation}
D'_\epsilon = \{\omega': t(T_u(\varphi^{-1}(u')))\text{ has a discontinuity for some } |u| \leq \epsilon\}.
\end{equation}

Using lemmas 3 and 4, we conclude that if $(P|v|)\varphi_*$ restricted to $\Omega \setminus D'_\epsilon$ coincides with $(P)$ restricted to $\Omega \setminus D'_\epsilon$ for every $\epsilon$, then $(P|v|)\varphi_* = P$ on $\Omega$.

**Proof.** The support of the charge distribution $(P|v|)\varphi_* - P$ is contained in the closed set $\cap_{\epsilon > 0} D'_\epsilon = \{\omega: t(T_u(\varphi^{-1}(u)))$ is discontinuous in $u = 0\} = \{\omega: \varphi^{-1}(u) \in B\}$.

We proved already that $P \diamond (B) = 0$, and from lemma 4 it follows that $P \diamond (\cap_{\epsilon > 0} D'_\epsilon) = 0$. Therefore,

\begin{equation}
(P|v|)\varphi_* \cap_{\epsilon > 0} D'_\epsilon = 0 = (P) \cap_{\epsilon > 0} D'_\epsilon.
\end{equation}
4. Further approximations

We proceed now to more complicated special cases of the theorem. We add an assumption which is one less restrictive than that in section 3, namely, \( v(\omega) = 1, P \)-almost everywhere. In this case we can approximate \( \varphi \) by mappings \( \varphi_n \) of the type considered in section 3. The \( \varphi_n \) are now not quite invertible:

\[
\varphi_n(\omega) = T_n(\omega),
\]

where \( 2^n t_n(\omega) \) is the largest integer less than or equal to \( 2^n t(\omega) \). The function \( t_n \) takes only denumerably many values. Therefore, \( (P)\varphi_n = P \cdot h_n \) where \( h_n(\omega') \) is the number of \( \omega \) with \( \varphi_n(\omega) = \omega' \). We show, that \( h_n(\omega') = 1 \) if \( t(T_n(\varphi^{-1}(\omega))) \) is continuous for \( |u| < 2^{-n} \). Therefore the signed measure \( (P)\varphi_n - P \) has support contained in the set \{\( \omega: t(T_n(\varphi^{-1}(\omega))) \) is discontinuous for some \( |u| < 2^{-n} \).\}

On the other hand, \( (P)\varphi_n \rightarrow (P)\varphi \) in the weak sense on \( \Omega \cap D_n \). In fact, \( \varphi_n(\omega) \rightarrow \varphi(\omega) \) and \( (P)\varphi_n \triangleq (\Omega \setminus D_n) \cap B < \infty \) if \( B \) is a finite open set. The convergence relations \( (P)\varphi \rightarrow (P)\varphi_n = P \cdot h_n \rightarrow P \) weakly on \( \Omega \cap D_n \) imply \( (P)\varphi \triangleq T_n(\sigma) = P \triangle g \) for every \( P \)-integrable \( g \) and for \( L \)-almost all \( s \), as proved in lemma 1.

The proof for \( h_n(\omega') = 1 \) for \( \omega' \in \Omega \setminus D_n \) is as follows. If \( \varphi(\omega) = \omega' \) and if \( t(T_n(\omega)) \) has no jump for a \( u \in (0, 2^{-n}) \), then there exists an \( s, 0 \leq s < 2^{-n} \) such that \( \varphi_n(T_n(\omega)) = \omega' \). If \( \varphi_n(\omega^*) = \omega' \) and \( t(u, \omega^*) \) has no jump for a \( u \in (-2^n, 0) \), then there exists an \( s \in (-2^n, 0) \) such that \( \varphi(T_n(\omega^*)) = \omega' \).

In any case, to every \( \omega' \not\in D_n \) there exists a unique \( \omega \) with \( \varphi_n(\omega) = \omega' \). Thus, \( h_n(\omega') = 1 \).

The argument actually gives somewhat more. If \( \Omega^* \) is an open part of \( \Omega \) such that \( v(\omega^*) = 1 \) for \( \omega^* \in \Omega^* \), then the restriction of \( (P)\varphi \) to the \( \varphi \)-image of \( \Omega^* \) equals the restriction of \( P \) to this set.

5. The use of local cross-sections

To the assumptions in the formulation of the theorem, we now add one which contradicts the one in section 4 and certainly is very unnatural for the problem. It guarantees, however, in a very nice way the existence of local cross-sections through the orbits \{\( T_n(\omega); s \in R \} everywhere and allows the application of the argument of section 2 through the use of Fubini's theorem. We assume that

\[
\frac{d}{ds} t |(s, \omega)| = |v(T_n(\omega)) - 1| \geq \rho^{-1}
\]

for all \( \omega, s \), where \( \rho \) is an arbitrary but fixed number. For convenience, we assume that \( \rho > 1 \). The set \( \Omega \setminus D_{(\rho+1)} \) can be covered by the \( \varphi \)-images of denumerably many sets of the form

\[
A_{i_n} = \{\omega: |t(\omega) - t_0| < \epsilon \} \cap \{\omega: t(T_n(\omega)) \text{ is continuous for } |u| < (\rho + 1)\epsilon \} \cap \{\omega: \omega = T_n(\omega_0) \text{ for an } \omega_0 \text{ with } t(\omega_0) = t_0 \text{ and } |u| < (\rho - 1)\epsilon \}.
\]

We study \( P \) on sets of the form
\[ B_{t_0} = \{ \omega : |t(\omega) - t_0| < \epsilon \} \cap \{ \omega : t(T_{\omega} \omega) = t_0 \text{ for some } |u| < \rho \cdot \epsilon \} \]

For an \( \omega \) in \( B \) there exists exactly one \( \omega_0 \) and exactly one \( s, |s| \leq \epsilon \cdot \rho \), such that \( \omega = T_s(\omega_0) \) and \( t(\omega_0) = t_0 \). We write \( \omega_0 = p(\omega) \), \( s = q(\omega_0) \).

The pair \((p, q)\) maps \( B \) in a one-to-one fashion into the Cartesian product \( C \times R \), where \( C \) is the "cross-section" \( C = \{ \omega : t(\omega) = t_0 \} \). If \( \omega, \omega' \in B \) and \( \omega' = T_s(\omega) \) for a \( s \in (-\epsilon \rho, +\epsilon \rho) \), then \( p(\omega) = p(\omega') \) and \( q(\omega') = q(\omega) + s \).

Furthermore, \( B \) is open, so that for every \( \omega \in B \) the set \( \{ s : T_s(\omega) \in B \} \) is an open interval, whose length is by the way smaller than \( 2\epsilon \rho \). Put

\[ B' = \{(\omega_0, s) : T_s(\omega_0) \in B \}, \]
\[ A' = \{(\omega_0, s) : T_s(\omega_0) \in A \}. \]

The mapping \( i = (p, q) \) establishes an isomorphism of \( B \) and \( B' \), which is continuous, if the topology on \( B' \) is the product of the discrete topology on \( C \) with the usual one on \( R \).

Let \( B'_s \) be the set of all \((\omega_0, s)\) such that \((\omega_0, s + u) \in B'\) for all \(|u| < \delta \). For a function \( g \) with support in \( B'_s \), the functions \( g_u \) defined by \( g_u(\omega_0, s) = g(\omega_0, s + u) \) has support in \( B' \). We look at the \( i \)-image of \( P \) and find \((P \cdot \chi_B)i \hat{\otimes} g_u = (P \cdot \chi_B)i \hat{\otimes} g \), since \( i^*(g_u) = T_s^* \cdot i^*(g) \). With the abbreviation \((P)i \hat{\otimes} P \), this can be written as

\[ \int_B g(i(\omega_0, s)) \ d\bar{P} = \int_B g(i(\omega_0, s + u)) \ d\bar{P} \quad \text{for all } |u| < \delta. \]

From this equation, which holds for every \( \delta \) and every \( g \) satisfying the corresponding conditions on the support, we are going to derive that the restriction of \( \bar{P} \) to \( B' \) is the restriction of a product measure, whose second factor is a Lebesgue measure, and whose first factor \( Q \) is a certain measure on the cross-section \( C = \{ \omega : t(\omega) = t_0 \} \),

\[ (P \cdot \chi_B)i = (Q \times I) \cdot \chi_{B'}. \]

In fact, if \( f \) defined on \( C \) has support contained in the set of \( \omega_0 \)'s such that \((\omega_0, a) \in B'_s \) and \((\omega_0, b) \in B'_s \) for a certain pair \( a < b \), then \( F \) defined on \( B' \) by \( F(\omega_0, s) = f(\omega_0) \cdot h(s) \) has support in \( B' \) if we assume \( h \) to be a Lebesgue-integrable function with support in \((a - \delta, b + \delta)\). Fix \( f \) and consider the linear functional

\[ L(h) = \int F \ d\bar{P} = \int f(\omega_0) \cdot h(s) \ d\bar{P} \ (\omega_0, s). \]

If the support of \( h \) is contained in \((a, b)\), then the support of \( h_{\omega}, h_\omega(s) = h(u + s) \) is contained in \((a - \delta, b + \delta)\) for all \(|u| < \delta \). We conclude from the relation above that \( L(h_u) = L(h) \) for \(|u| < \delta \), since Lebesgue measure is the only translation invariant measure on an interval

\[ \int F \ d\bar{P} = \int f(\omega_0) h(s) \ d\bar{P} = \int h(s) ds \cdot \int f(\omega_0) \ dQ \]

with a certain measure \( Q \).
The set $B'$ is open and the conclusion holds for every $\delta > 0$. Thus, the measures $\tilde{p}_{\lambda_B'}$ and $(\Omega \times L)\chi_{B'}$ coincide on the $\sigma$-algebra generated by the functions of the form $F(\omega_0, s) = f(\omega_0) \cdot h(s)$, which have the property that $i^*(F)$ is $\Sigma$-measurable. This $\sigma$-algebra includes the one generated by the continuous functions.

After this study of $P$ near the cross-section $C$ with the help of the isomorphism $i = (p, q)$, we look closer at its $\phi$-image, on the one hand, and its $T_{t_{\phi}}$-image on the other. We put

$$i^{-1}(\omega_0, s) = \omega \in B,$$

$$V(\omega_0, s) = v(\omega) = v(T_{t_{\omega_0}}),$$

$$g(\omega_0, s) = \int_0^s v(\omega_0, u) \, du = s + t(T_{t_{\omega_0}}) - t(\omega_0),$$

$$\psi(\omega_0, s) = T_{t_\phi} * i^{-1}(\omega_0, s),$$

$$\chi(\omega_0, s) = \phi * i^{-1}(\omega_0, s),$$

and have

$$\chi(\omega_0, s) = T_{g(\omega_0)}(\phi(\omega_0)) = \psi(\omega_0, g(\omega_0, s)).$$

In fact,

$$t(\omega) - t_0 = \int_0^{q(\omega)} \frac{dt}{dt} (T_{t_{\omega_0}}) \, du = -q(\omega) + \int_0^{q(\omega)} v(\omega_0, u) \, du,$$

$$\phi(\omega) = T_{t_{\phi}(\omega)}(\omega) = T_{t(\omega) - t_0} * T_{t_{\phi}}(\omega)$$

$$= T_{t(\omega) - t_0} * T_{q(\omega)} * T_{t_{\phi}}(p(\omega))$$

$$= T_{q(\omega_0)} * T_{t_{\phi}}(p(\omega)).$$

For every fixed $\omega_0$, $g(\omega_0, s)$ is an absolutely continuous monotone function on the interval of all $s$ for which $(\omega_0, s) \in B'$. We proved in section 2

$$\int h(g(\omega_0, s))|v(\omega_0, s)| \, ds = \int h(u) \, du$$

if $g$ maps in a one-to-one fashion onto an interval containing the support of $h$.

Remark now that if $h$ is a function on $\Omega$ such that $\phi^*(h)$ has support in $A \subset B$, then $T_{t_{\phi}}(h)$ has support in $B$. In fact, the $\phi$-image $\omega'$ of an $\omega$, $\omega \in A$, has the form $\omega' = T_{t_{\phi} + u}(\omega)$ with a certain $s$, $|s| < \epsilon$; since $\omega = T_{t_{\omega_0}}(\omega_0)$ with $|u| < (r - 1) \cdot \epsilon$ we have $\omega' = T_{t_{\phi} + u}(\omega_0)$ and $|s + u| < r \cdot \epsilon$; thus $\omega' = T_{t_{\phi}}(\omega'')$ with a $\omega'' \in B$.

This proves $\{\omega'': h(T_{t_{\phi}}(\omega'')) \neq 0\} \subset B$, if $\{\omega': h(\phi(\omega')) \neq 0\} \subset A$.

Since denumerably many sets of the type $A$ are sufficient to cover $\Omega$ up to a null set, in order to prove $(P|v|)\phi = P$, it suffices to show that

$$(P \cdot |v|) \Diamond \phi^*(h) = P \Diamond T_{t_{\phi}}(h)$$

for all functions $h$ of the type just described.

We have
\[(P \cdot |v|) \diamond \varphi^*(h) = \int_B h(\varphi(\omega)|v(\omega))\, dP\]
\[= \int_B h(\chi(\omega_0, s))\cdot |v(\omega_0, s)|\, dQ(\omega_0)\, ds\]
\[= \int_C \int_R h(\psi(\omega_0, \gamma(\omega_0, s)))\cdot |v(\omega_0, s)|\, ds\, dQ(\omega_0)\]
\[= \int_C \int_R h(\psi(\omega_0, u))\, du\, dQ\]
\[= \int_B h(\psi(\omega_0, s))\, d\bar{P}(\omega_0, s)\]
\[= (P) \diamond \psi^*(h)\]
\[= P \diamond T_n^*(h).\]

Thus \((P|v|)\varphi\) and \(P\) coincide on the \(\sigma\)-algebra generated by the continuous functions.

The argument given in this section shows that in the most general case for which the theorem was formulated, the restriction of \(P|v|\) to the part of \(\Omega\) where \(v \neq 1\) is mapped by \(\varphi\) onto a restriction of \(P\). After having studied case III, one would perhaps not expect that the part of \(\Omega\) where \(v = 1\) should make necessary all of the somewhat indirect reasoning to be given now. However, I was unable to combine the arguments in sections 4 and 5 properly.

6. The general theorem

In the general case we approximate, as we did in section 4, the mapping \(\varphi\) by mappings \(\varphi_n; \varphi_n = T_{t_n(\omega)}(\omega)\) and \(t_n(\omega)\) is a measurable function attaining only denumerably many values. According to section 3, to such a mapping \(\varphi_n\) there corresponds a real function \(h_n\) on \(\Omega\), \(h_n(w') = \sum |v(\omega)|\) where the sum is extended over all \(\omega\) with \(\varphi_n(\omega) = \omega'\), for which the equality \((P \cdot |v|)\varphi_n = P \cdot h_n\) holds.

The proof that \((P \cdot |v|)\varphi_n\) tends to \((P \cdot |v|)\varphi\) in the weak sense, will be an easy consequence of lemma 2. The convergence \(P \cdot h_n \to P\) will be established indirectly. It will be shown that it is equivalent to the convergence \((L \times P)H_n \to L \times P\) where the function \(H_n\) on \(R \times \Omega\) is \(T^*(h_n)\). On the other hand, this convergence will be shown to be equivalent to \(((L \times P)T^*|v|)\psi_n \to (L \times P)\), where \(\psi_n\) is the mapping sending \((u, \omega)\) into \((u + t_n(T_n(\omega)), \omega)\); this \(\psi_n\) clearly satisfies \(T(\psi_n(u, \omega)) = \varphi_n(T_n(\omega))\) and \((L \times P)T^*|v|)\psi_n \to ((L \times P)T^*|v|)\psi\) follows again easily from lemma 2. Also \(((L \times P)T^*|v|)\psi = L \times P\) will be derived from the result in section 2. It is convenient to arrange the conclusions in a different order.

(a) Let \(\psi\) be a one-to-one mapping of the real axis satisfying the continuity properties listed in section 2. We proved there that for every Lebesgue-integrable function \(g\), \(\int g(\psi(u))|\psi'(u)|\, du = \int g(s)\, ds\). On the other hand, with \(t(u) = \psi(u) - u\) and \(\varphi_n(u) = u + t_n(u)\) we have \((P \cdot |v'|)\psi_n = P \cdot H_n\) with \(H_n(u) = \sum |\psi'(s)|\) where the sum is extended over all \(s\) with \(\psi_n(s) = u\).
The measures \((P|\psi'|)|\psi_n\) converge to \((P|\psi'|)|\psi\) in the weak sense. In fact, the conditions of lemma 2 are satisfied: \(\psi_n(u) \to \psi(u)\) for every \(u\), and for an arbitrary interval the \((P|\psi'|)|\psi_n\) measure differs from the \((P|\psi'|)|\psi\) measure, that is, the Lebesgue measure by at most \(2^{-n}\). We have, therefore, for every continuous function \(g\) with compact support

\[
\int g(\psi_n(u)) \cdot |\psi'(u)| \, du \to \int g(\psi(u)) \cdot |\psi'(u)| \, du = \int g(s) \, ds,
\]
or equivalently,

\[
P \cdot H_n \cdot g = (P \cdot |\psi'|) \psi_n \cdot g \to (P \cdot |\psi'|) \psi \cdot g = P \cdot g.
\]

(b) Let \(\varphi\) be a mapping satisfying the conditions of the theorem, and let \(t, t_n, \xi_n\) be defined as above. We define the mappings \(\psi, \psi_n\) of \(R \times \Omega\) into itself as

\[
\psi(u, \omega) = (u + t(T_n\omega), \omega),
\]

\[
\psi_n(u, \omega) = (u + t_n(T_n\omega), \omega).
\]

For \(P\)-almost every \(\omega\) the mapping \(u \to u + t(T_n\omega)\) satisfies the conditions discussed in section 2. In fact, it is one-to-one and onto. Further, \(u + t(T_n\omega) = v + t(T^*\omega)\) implies

\[
\varphi(T_n\omega) = \varphi(T^*\omega), \quad T_n(\omega) = T^*(\omega), \quad t(T_n\omega) = t(T^*\omega),
\]

and finally \(u - v = -t(T_n\omega) + t(T^*\omega) = 0\). For a given \(s\), we find \(u\) such that \(s = u + t(T_n\omega)\). If \(\varphi^{-1}(T_n\omega) = T^*(\omega)\), then

\[
T_{v + t(T_n\omega)}(\omega) = T^*(\omega),
\]

and for \(u = v - (v + t(T_n\omega) - s)\) we have

\[
T_u(\omega) = T^* \circ T_{-(v + t(T_n\omega) - s)}(\omega) = T^*(\omega),
\]

and therefore, \(t(T_n\omega) = t(T^*\omega)\). Obviously,

\[
s = v + t(T_n\omega) - (v + t(T^*\omega) - s) = t(T_n\omega) + u = u + t(T_n\omega).
\]

The continuity assumption on \(\varphi\) stated in the premises of the theorem implies, according to (a), that for \(P\)-almost every \(\omega\),

\[
((L \times \delta_\omega) \cdot |v|) \psi = L \times \delta_\omega.
\]

Here \(L \times \delta_\omega\) denotes the product of the Lebesgue measure and the unit measure concentrated in \(\omega \in \Omega\):

\[
V(u, \omega) = \frac{d}{du} (u + t(T_n\omega)) = v(T_n\omega).
\]

Let \(g\) be a \(B \times \Xi\)-measurable function such that \(g(s, \omega) = 0\) if either \(|s| > L\) or \(\omega \not\in A\); here \(L\) is an arbitrary constant and \(A\) an \(\Xi\)-measurable subset of \(\Omega\) with finite \(P\)-measure. We can then apply Fubini's theorem

\[
((L \times P) \cdot |v|) \psi = \int dP (L \times \delta_\omega) \cdot g
\]

\[
\int dP ((L \times \delta_\omega)|v|) \psi \cdot g = ((L \times P)|v|) \psi \cdot g.
\]
Thus we have proved

\[(L \times P)[v] \psi = L \times P \quad \text{on} \quad B \times \mathbb{R}^n.\]

(c) By the argument in (a), with the definition of \( H_n(s, \omega) \) as given there, we have for \( P \)-almost every \( \omega \),

\[(L \times \delta_\omega)H_n = ((L \times \delta_\omega)[v]) \psi_n \to L \times \delta_\omega \quad \text{weakly.}\]

By Fubini's theorem and the dominated convergence theorem we obtain the following: if \( g \) is a \( B \times \mathbb{R}^n \)-measurable bounded function, which is partially continuous in the first argument and has finite support in the sense described in (b), then

\[(L \times P)H_n \triangle g \to (L \times P) \triangle g.\]

In fact, in

\[\int dP ((L \times \delta_\omega)H_n \triangle g)\]

the integrand converges almost everywhere, vanishes outside a fixed set \( A \) of finite measure, and is bounded by an integrable function. If \( 0 \leq g \leq C \), then

\[0 \leq (L \times \delta_\omega)H_n \triangle g = ((L \times \delta_\omega)[v]) \psi_n \triangle g \leq (L + 2^{-n})C.\]

(d) From the property of \((L \times P) \cdot H_n\) just proved, a property of \( P \cdot h_n \) will be derived. Namely, \( H_n \) depends on \( T_u(\omega) \) rather than on the pair \((u, \omega)\), that is, \( H_n = T^* (h_n) \). In fact,

\[h_n(T_u(\omega)) = \sum |v(T_u(\omega))| \quad \text{summed over all} \quad s \quad \text{with} \quad \varphi_n(T_u(\omega)) = T_u(\omega),\]

\[H_n(u, \omega) = \sum |v(s, \omega)| \quad \text{summed over all} \quad s \quad \text{with} \quad \varphi_n(s, \omega) = (u, \omega).\]

Since \( T(\varphi_n(s, \omega)) = \varphi_n(T_s(\omega)) \), we have to show that the number of different \( T_s(\omega) \) with \( \varphi_n(T_s(\omega)) = T_u(\omega) \) is equal to the number of different \( s \) with the property that \( \varphi_n(s, \omega) = (u, \omega) \).

\((\alpha)\) Let \( T_s(\omega) \) be pairwise unequal and all \( \varphi_n(T_s(\omega)) \) be equal, \( i = 1, 2, \ldots, k \). We construct pairwise different \( s'_i \) such that \( T_{s'_i}(\omega) = T_{s_i}(\omega) \) and all \( s'_i + t_n(T_{s'_i}(\omega)) \) are equal. For simplicity of notation we write \( t(u, \omega) \) for \( t(T_u(\omega)) \). Put

\[s'_i = s_i + (s_1 - s_i + t_n(s_1, \omega) - t_n(s_i, \omega)).\]

Then we have \( T_{s'_i}(\omega) = T_{s_i}(\omega) \), since

\[T_{s_i - s_i + t_n(s_1, \omega) - t_n(s_i, \omega)}(\omega) = \omega.\]

Therefore,

\[t_n(s'_i, \omega) = t_n(s_i, \omega) \quad \text{and} \quad s'_i = s_i + t_n(s_1, \omega) - t_n(s_i, \omega).\]

\((\beta)\) Let the \( s_i + t_n(s_i, \omega) \) all be equal and let the \( s_i \) pairwise unequal \( i = 1, 2, \ldots, k \). We show that the \( \varphi_n(T_s(\omega)) \) are pairwise unequal. In fact \( T_{s_i}(\omega) = T_{s_k}(\omega) \) implies \( t_n(s_i, \omega) = t_n(s_k, \omega) \), and \( 0 = t_n(s_i, \omega) - t_n(s_k, \omega) = s_k - s_i \); therefore \( i = k \). However, the \( \varphi_n \)-images of the \( T_{s_i}(\omega) \) coincide.

Statement \((\alpha)\) shows that \( h_n(T_u(\omega)) \leq H_n(u, \omega) \) and \((\beta)\) shows that \( h_n(T_u(\omega)) \geq H_n(u, \omega) \).
Consider a function on $\mathbb{R} \times \Omega$ of the form $F \cdot G$ where $F(u, \omega) = f(T_u \omega)$ with a bounded continuous function $f$ on $\Omega$ with finite support, and $G(u, \omega) = g(u)$ with a continuous function $g$ on $\mathbb{R}$ with compact support. The function $F \cdot G$ satisfies the conditions which guarantee, according to (e), the convergence

$$(L \times P)H_n \diamond F \cdot G \to (L \times P) \diamond F \cdot G.$$  

On one hand,

$$(L \times P) \diamond F \cdot G = \int_{\mathbb{R}} du \ g(u) \cdot \int_{\Omega} f(T_u \omega) \ dP = \int_{\mathbb{R}} du \ g(u) \cdot \int_{\Omega} f \ dP;$$

on the other hand,

$$(L \times P)H_n \diamond F \cdot G = \int_{\mathbb{R}} du \ g(u) \cdot \int_{\Omega} h_n(T_u \omega) \cdot f(T_u \omega) \ dP = \int_{\mathbb{R}} du \ g(u) \int_{\Omega} f \cdot h_n \ dP.$$  

Therefore, $P \cdot h_n \diamond f \to P \diamond f$ for every continuous function $f$ with finite support. For such functions we have

$$(L \times P)H_n \diamond F \cdot G = \int_{\mathbb{R}} du \ g(u) \cdot \int_{\Omega} h_n(T_u \omega) \cdot f(T_u \omega) \ dP$$

Therefore, $P \cdot h_n \diamond f \to P \diamond f$ for every continuous function $f$ with finite support. For such functions we have

$$P \cdot h_n \diamond f = (P \cdot |v|) \varphi_\Delta \diamond f \to (P \cdot |v|) \varphi \diamond f.$$  

Lemma 1 yields the following conclusion: for an arbitrary $P$-integrable function $g$, the equality

$$(P \cdot |v|) \varphi \diamond T^*_\gamma(g) = P \diamond g$$

holds for $L$-almost every $s$. The theorem is thus completely proved.

7. Applications

We now show how the theorem applies to the situations sketched in the beginning. Let $(\Omega, \mathcal{M}, P, x, E, B)$ be a strongly stationary measurable process with values in $E$; the shifts are called $T_i$. We assume $h$ to be a real-valued $B$-measurable function on $E$ such that

1. $h(x(t, \omega))$ is a continuous function of $t$ for $P$-almost every $\omega$,
2. $h(x(t, \omega)) - t = g(t, \omega)$ vanishes for exactly one value $t(\omega)$, $P$-almost surely.

It will be seen that (1) and (2) imply that $h(x(t, \omega)) - t$ is monotone. We assume, furthermore, that

3. $g(t, \omega)$ maps Lebesgue measure into a measure absolutely continuous with respect to Lebesgue measure $L \to L \cdot \gamma(t, \omega)$.

Then "the shift by $h," S_h$, defined by the property that $x_\omega(S_h(\omega)) \in B$ if and only if $x_{s+h(\omega)}(\omega) \in B$, satisfies the assumptions required, and $(P \cdot |v|)S_h = P$ for $|v(\omega)| = \gamma(0, \omega)$.

Proof. The solution $t(\omega)$ of the equation $h(x(t, \omega)) - t = 0$ is clearly measurable, since the family $\{x_{t}\}$ is measurable. The operation $S_h$ is invertible: $x_h(S_h^{-1}(\omega')) \in B$ if and only if $x_{h(x^{-1}(0, \omega'))}(\omega') \in B$. Conditions (1) and (2) imply
that $t(T, \omega)$ is continuous as a function of $s$ for $P$-almost every $\omega$. Further, $0 = t(T, \omega) - h(x(s + t(T, \omega), \omega))$ identically in $s$. We do not indicate the dependence of $\omega$ for the sake of briefness. Writing

$$\sigma(s) = s + t(T, \omega)$$
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$$g(t) = h(x(t, \omega)) - t,$$

we have $g(\sigma(s)) = s$ identically in $s$.

Since $S_h$ is invertible, $\sigma$ is a one-to-one mapping of the real axis; this is shown in section 6 (b). The inverse $g$ of $\sigma$ is thus monotone. Condition (3) is obviously equivalent to the condition that $\sigma$ is absolutely continuous. The theorem therefore applies.

To calculate $\sigma'(0) = v$ we notice that $(L \cdot v)\sigma = L$ as shown in section 2, and $(L)g = (L \cdot v)\sigma \cdot g = L \cdot v$. Therefore, $v$ is the value of the Radon-Nikodym density of the image measure by the mapping $g$. Roughly, $(P|\gamma(0, \omega)|)S_h = P$; precisely, $(P|\gamma(0, \omega)||S_h \cap T_*(f)) = P \oplus f$ holds for almost all $s$ if $f$ is an arbitrary $P$-integrable function. Moreover, if $g(t, \omega)$ is absolutely continuous, then $\gamma(t, \omega) = (g(t, \omega))^{-1}$. If the process is real-valued, and if in addition the trajectories $x(t, \omega)$ are absolutely continuous, then

$$\gamma(t, \omega) = (h'(x(t, \omega)) \cdot x(t, \omega))^{-1}. \tag{99}$$

We discuss how the theorem applies to the second example. Here $(\Omega, \mathfrak{M}, P, x_0, E, B)$ is again a stationary process, and $V$ is a real-valued function on $E$, such that for $P$-almost every $\omega$, $\{s: V(x(s, \omega)) \leq 0\}$ is a Lebesgue null set. For every fixed $s$ then $\tau(s, \omega)$ is $P$-almost everywhere determined by

$$s = \int_0^{\tau(s, \omega)} V(x(u, \omega)) \, du. \tag{100}$$

We show that the “shift by $\tau(s, \omega)$,” $\varphi_s$, satisfies the assumptions of the theorem. The function $\varphi_s$ is defined by the following relations: for every real $u$ and every $B \in \mathfrak{B}$,

$$x_u(\varphi_s(\omega)) \in B \text{ if and only if } x_{u+\tau(s,\omega)}(\omega) \in B. \tag{101}$$

Clearly, $\varphi_{u+s} = \varphi_s \circ \varphi_t$; in particular, $\varphi_s^{-1} = \varphi_{-s}$. We now fix $s$ and study the behavior of $\tau(s, T, \omega)$ (or $t(u, \omega)$ for short) as a function of $u$. We have identically in $u$ the following relation:

$$\int_0^{\tau(0, \omega)} V(x(s, \omega)) \, ds = \int_0^{\tau(u, \omega)} V(x(s, T, \omega)) \, ds = \int_u^{u+\tau(u, \omega)} V(x(s, \omega)) \, ds. \tag{102}$$

We suppress the argument $\omega$ and write

$$f(u) = \int_0^u V(x(s, \omega)) \, ds,$$

$$\sigma(u) = u + t(u, \omega). \tag{103}$$

Both $f$ and $\sigma$ are monotone functions of $u$. The function $f$ is absolutely continuous and has the property that it maps a set of Lebesgue measure 0 into a Le-
besgue null set. This follows from the assumption that \( V(x(s, \omega)) \) vanishes on a null set only. The inverse function of \( f, f^{-1} = h, \) is therefore absolutely continuous.

We have identically in \( u, \)

\[
\begin{align*}
 f(\sigma(u)) - f(u) &= s, \\
 \sigma(u) &= h(s + f(u)).
\end{align*}
\]

Since \( h \) and \( f \) are absolutely continuous and \( s \) is a constant, \( \sigma \) is absolutely continuous. The theorem is applicable, and

\[
\begin{align*}
 (105) \quad &f'(\sigma(u)) \cdot \sigma'(u) - f'(u) = 0, \\
 (106) \quad &v(\omega) \cdot \nabla(x(t(0, \omega), \omega)) = v(\omega) \cdot \nabla(x(\varphi(\omega))) = V(x(0, \omega)), \\
 (107) \quad &\left( P \cdot \frac{V(x(0, \omega))}{V(x(0, \varphi, \omega))} \right) \varphi = P, \\
 (108) \quad &(P \cdot V(x(0, \omega)))\varphi = P \cdot V(x(0, \omega)).
\end{align*}
\]

This completes the argument.
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