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Abstract

The exchange of indivisible goods without money addresses a variety of constrained economic settings where a medium of exchange—such as money—is considered inappropriate. Participants are either matched directly with another participant or, in more complex domains, in barter cycles and chains with many other participants before exchanging their endowed goods. This thesis addresses the design, analysis, and real-world fielding of dynamic matching markets and barter exchanges.

We present new mathematical models for static and dynamic barter exchange that more accurately reflect reality, prove theoretical statements about the characteristics and behavior of these markets, and develop provably optimal market clearing algorithms for models of these markets that can be deployed in practice. We show that taking a holistic approach to balancing efficiency and fairness can often practically circumvent negative theoretical results. We support the theoretical claims made in this thesis with extensive experiments on data from the United Network for Organ Sharing (UNOS) Kidney Paired Donation Pilot Program, a large kidney exchange clearinghouse in the US with which we have been actively involved.

Specifically, we study three competing dimensions found in both matching markets and barter exchange: uncertainty over the existence of possible trades (represented as edges in a graph constructed from participants in the market), balancing efficiency and fairness, and inherent dynamism. For each individual dimension, we provide new theoretical insights as to the effect on market efficiency and match composition of clearing markets under models that explicitly consider those dimensions. We support each theoretical construct with new optimization models and techniques, and validate them on simulated and real kidney exchange data. In the cases of edge failure and dynamic matching, where edges and vertices arrive and depart over time, our algorithms perform substantially better than the status quo deterministic myopic matching algorithms used in practice, and also scale to larger instance sizes than prior methods. In the fairness case, we empirically quantify the loss in system efficiency under a variety of equitable matching rules.

Next, we combine all of the dimensions, along with high-level human-provided guidance, into a unified framework for learning to match in a general dynamic model. This framework, which we coin FUTUREMATCH, takes as input a high-level objective (e.g., “maximize graft survival of transplants over time”) decided on by experts, then automatically (i) learns based on data how to make this objective concrete and (ii) learns the “means” to accomplish this goal—a task that, in our experience, humans handle poorly. We validate FUTUREMATCH on UNOS exchange data and make policy recommendations based on it.

Finally, we present a model for liver exchange and a model for multi-organ exchange; for the latter, we show that it theoretically and empirically will result in greater social welfare than multiple individual exchanges.
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The exchange of indivisible goods without money addresses a variety of constrained economic settings where a medium of exchange—such as money—is considered repugnant [181] or otherwise inappropriate. One example setting is the allocation of donor organs to needy patients; while the act of organ donation is laudable, the provision of monetary payments to those who donate is often societally unacceptable and, in nearly all countries, illegal. In general, the removal of a medium of exchange forces markets operating in such settings to rely on the “double coincidence of wants” [121], where two participants must both exist simultaneously and be in possession of a good that the other desires. This is typically quite restrictive, making the design and operation of efficient markets without money theoretically and computationally challenging.

This thesis addresses the design, analysis, and—when appropriate—real-world fielding of matching markets and barter exchanges through the lens of computer science. We focus on the creation of new mathematical models for these markets that more accurately reflect reality, proofs of statements about the characteristics of these markets in theory, and the development of provably optimal clearing algorithms for these models that can be deployed in practice. We show that taking a holistic approach to balancing efficiency and fairness can often practically circumvent negative theoretical results. We support the theoretical claims made in this thesis with extensive experiments on data from the United Network for Organ Sharing (UNOS) Kidney Paired Donation Pilot Program, a large kidney exchange clearinghouse in the US with which we have been actively involved.

<table>
<thead>
<tr>
<th>Thesis statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Competing dimensions—equity, efficiency, and computational tractability—in dynamic matching markets and barter exchanges can be balanced holistically through computational optimization methods and informed by random graph models.</td>
</tr>
</tbody>
</table>
The rest of this chapter introduces matching markets and barter exchange (§1.1), gives a brief history of worldwide kidney exchange (§1.2), introduces basic terminology used throughout the thesis (§1.3), and overviews the structure and high-level contributions of this thesis to matching market design (§1.4).

### 1.1 Matching markets and barter exchange

In matching problems, a central clearinghouse pairs agents with other agents, transactions, or contracts. While such matching—deciding who gets what, and why [182]—has been a central part of human society for millennia, the formal mathematical study of matching markets is only slightly over half a century old, having been initiated by Gale and Shapley [95] in 1962. Since then, however, matching market designers hailing from Economics, Operations Research, and Computer Science have used a growing academic literature on matching to aid in the design and fielding of a variety of markets. For motivation, we now briefly overview recent applications of matching market design, leaving the specification of a formal mathematical model until Section 1.3. For a more in-depth overview of the theory and application areas of traditional matching markets, we redirect the reader to a classic survey by Roth and Sotomayor [183] and to more recent surveys by Abdulkadiroğlu and Sönmez [5], Manlove [153], and Sönmez and Ünver [197].

**Two-sided matching markets.** In two-sided matching, both sides of the market have preferences over the other side. The classical example of a fielded two-sided matching market is the National Resident Matching Program (NRMP) in the United States; here, graduating medical students are matched as residents to training hospitals with limited capacity [180]. Other fielded classes of two-sided markets include the following:

- School choice [4], where students are matched to schools with limited capacity, like those implemented in Boston [2], New York City [1], and Israel [49];
- Labor markets, where workers are matched to firms (e.g., via an online service like Upwork [214] or more traditional ad hoc application processes); and
- Rideshare and taxi services, where customers in need of transportation match with willing drivers (e.g., through a service like Uber [211]).

Here, as in the markets discussed below, a key goal of the market designer is to promote efficient matching by implementing a mechanism that provides market thickness—e.g., in the rideshare case, ensuring that enough customers participate to make driver-side entrance worthwhile, and vice versa—without too much market congestion [166]. We discuss building thickness in a centralized market in greater depth in Chapters 6 and 8.

Given a set of participants, a designer also cares about handling other forms of short-term uncertainty—e.g., in the labor market case, determining whether a worker and firm truly matched and, if so, the quality of that match—and, finally, actually being capable of computing an efficient matching in an appropriate amount of time. We discuss principled methods to compute efficient matchings—with and without considering such uncertainty—in Chapters 3, 4, 5, and 8.
One-sided matching markets. In one-sided matching, only one side of the market has preferences over the other [195]. This type of market often occurs when agents are being matched with objects. Well-known classes of fielded one-sided matching markets include the following:

- Housing allocation, where humans are assigned to houses [116], or to rooms in public housing projects with limited capacity [127, 128, 205];
- Deceased-donor organ allocation, where needy patients are matched to cadaveric organs that align with their medical needs [37, 56, 202, 223]; and
- Barter exchange, where agents exchange their endowed items by participating in cyclic or chain-based swaps; we discuss this in greater depth below.

In these examples—as in the other matching market types we will discuss—there is a clear need to balance fairness with economic efficiency, a topic we address more rigorously in Chapters 7, 8, and 9.

Barter exchange. In barter exchange, agents enter the market with an initial endowment and then choose to enter into exchanges with other agents. These markets lack the inherent “sidedness” of the two-sided markets above; rather, any participant can—if deemed appropriate by both parties—be matched with any other participant. Numerous barter exchanges are fielded, such as:

- House exchange, where participants seek to swap homes (e.g., Intervac [119] and Best House Swap [38]);
- Room exchange, where college roommates simultaneously “trade up” to better roommates (e.g., The Room Exchange at the University of Maryland [206]);
- Book exchange, where participants swap books after reading them (e.g., Read It Swap It [177]);
- Shoe exchange, where participants who require only a single shoe or two shoes of different sizes due to injury, disease, or genetic disorder can swap shoes with similar participants (e.g., the National Odd Shoe Exchange [164]);
- Shift exchange, where nurses or other shift workers swap shifts (typically an ad hoc process, as seen in ZenDesk’s ShiftPlanning software [222]);
- Digital goods exchange, where agents swap digital goods but retain their original (digital) endowment even after the exchange occurs (e.g., Factual [92] in the US or Datatang Technology [66] in China, as discussed by Fang et al. [93]); and
- General barter exchange, where participants can swap different classes of goods and services (e.g., Swap.com [203], TradeAway [210], BarterQuest [31], and others).

In this thesis, we focus on the application area of kidney exchange, a recent innovation that matches patients in need of a kidney to willing living donors. Chronic kidney disease is a life-threatening health issue that affects millions of people worldwide; its societal burden is likened to that of diabetes [165]. Damage from kidney disease can cause irreparable loss of organ function and, eventually, kidney failure. Such failure requires either continual dialysis or an organ transplant to sustain life. Demand for kidneys is far greater than supply [106]. Although receiving a deceased-donor kidney is a possibility, as of mid-2016, there are roughly 100,000 people on the US national
waiting list for kidneys, with 35,038 added in 2015 while only 17,881 left due to receiving a new organ—from either a deceased or living donor. Kidney exchange allows patients who suffer from terminal kidney failure, and have been fortunate enough to find a willing but incompatible kidney donor, to swap donors. Indeed, it may be the case that two donor-patient pairs are incompatible, but the first donor is compatible with the second patient, and the second donor is compatible with the first patient; in this case a life-saving match is possible. As we discuss formally in Section 1.3, sequences of swaps can even take the form of long cycles or chains.

1.2 A brief history of kidney exchange

The idea of kidney exchange was presented in 1986 by Rapaport [176]; important ethical discussion was given by Ross et al. [179]. South Korea performed the first kidney exchange in 1991 [140], followed by the first European exchange (in Switzerland) in 1999 [207]; these swaps were organized on a small scale and by hand. The first organized exchange market for kidneys, the New England Paired Kidney Exchange (NEPKE), started in 2003–2004 in the US [184, 185, 186], while the first “nationwide” exchange was launched in the Netherlands in 2004 [67]. NEPKE has since ceased operations; its pool was merged into the United Network for Organ Sharing (UNOS) US-wide kidney exchange, which started in 2010 and now includes 66% of the US transplant centers.

There are also two large private kidney exchanges in the US, the National Kidney Registry (NKR) and the Alliance for Paired Donation (APD). They typically only work with large transplant centers. Transplant centers can be part of multiple exchanges; Appendix E presents preliminary results quantifying the effect on social welfare of this multi-registration and competition between exchange clearinghouses. NKR makes their matching decisions manually and APD uses a combination of algorithmic and manual decision making. There was also another large private kidney exchange, the Paired Donation Network (PDN), which has ceased operations. In addition, there are several smaller private kidney exchanges in the US. They typically only involve one or a couple of transplant centers. These include an exchange at Johns Hopkins University and a single-center exchange at the Methodist Specialty and Transplant Hospital in San Antonio.

Furthermore, there are now established kidney exchanges in the Netherlands, Canada, the United Kingdom, Portugal, Australia, and Israel. International exchanges have been performed on a case-by-case basis; recent work by Akbarpour et al. [10] investigates a theoretical model of financing international exchange, but a fielded implementation of a large-scale organized international exchange is not on the immediate horizon.

Kidney exchanges started with just using 2-cycles before also allowing 3-cycles and altruist-initiated chains [187]. Since 2006, kidney exchanges have also incorporated never-ending chains, where the last donor in a chain serves as an altruist in a later match run to initiate a new chain [178]. This approach is now included at least in the three leading kidney exchanges (UNOS, NKR, and APD). Chapter 3 covers the methods used to clear exchanges under these different constraints, as well as the effect on economic efficiency of restrictions on matching structures.

\[^1\text{http://optn.transplant.hrsa.gov.}\]
A brief overview of theoretical work in kidney exchange. Roth et al. [184, 186, 188] set the groundwork for large-scale organized kidney exchange. These papers explored what efficient matchings in a steady-state kidney exchange would look like; extensions by Ashlagi et al. [23], Ashlagi and Roth [19], Sönmez and Ünver [199], and Ding et al. [82] address shortcomings in those theoretical models that appeared as kidney exchange became reality. We overview this literature more and then augment those models substantially in Chapters 2, 3, 4, 5, 7, 9, and Appendix E. Abraham et al. [6], Biró et al. [41], Manlove and O’Malley [152], Glorie et al. [100], Constantino et al. [63], Anderson et al. [16], and Klimentova et al. [134] discuss complexity results related to the clearing problem and present practical approaches to optimally clearing actual exchanges; we overview this literature more and present novel contributions in this space in Chapters 3, 4, 5, 6, and 8. Game-theoretic models of kidney exchange, where transplant centers are viewed as agents with a private type consisting of their internal pools, were presented and explored by Ashlagi and Roth [19], Toulis and Parkes [209], Ashlagi et al. [25], Carvalho et al. [55], and Blum et al. [45]; we have ongoing work in this area with Hajaj et al. [104], but do not include it in this thesis. Various forms of dynamism, like uncertainty over the possible future participants in the pool [9, 24, 213] or uncertainty over the existence of particular potential transplants [14, 15, 43, 44, 75] have been explored from both an economic and algorithmic efficiency point of view; we discuss this literature in greater depth and our contributions to this space in Chapters 5, 6, and 8.

1.3 Preliminaries

In this section, we introduce basic mathematical terminology and a model of barter exchange that will be used throughout this thesis. Most chapters augment the model in this section. As is common throughout this thesis, we present the model as a kidney exchange, where patients bring willing but incompatible donors to a large waiting pool; however, this model applies to any general barter exchange where agents enter with an endowment.

We begin by describing the creation of a compatibility graph representing the space of possible swaps among \( n \) agents (patients), each with an endowed item (willing donor). The construction of the graph is based on traits of the candidates and donors. We then describe the clearing problem, a formalization of the process used to determine an optimal set of swaps.

1.3.1 Compatibility graph

We begin by encoding an \( n \)-patient kidney exchange as a directed graph \( G(n) \). Construct one vertex for each incompatible candidate-donor pair. Add an edge \( e \) from one candidate-donor vertex \( v_i \) to another \( v_j \), if the candidate at \( v_j \) can take a kidney from the donor at \( v_i \). (Edges \( e \) can also be associated with weights \( w_e \), representing the utility to \( v_j \) of obtaining \( v_i \)’s item.)

Within the compatibility graph, a cycle \( c \) represents a possible swap, with each vertex in the cycle obtaining the item of the next vertex. A matching is a collection of disjoint cycles; no vertex can give out more than one item (e.g., more than one kidney). Cycles ensure that donors give items if and only if their patients receive organs. Fielded kidney exchanges also gain great utility
through the use of *chains* [22, 96, 178]. An altruistic donor initiates a chain by donating his organ to a patient, whose paired donor donates her organ to another patient, and so on.

Figure 1.1 gives an example kidney exchange compatibility graph. Possible cycles include, for example, the 2-cycles \(\langle d_2 \rightarrow p_3, d_3 \rightarrow p_2 \rangle\) and \(\langle d_5 \rightarrow p_6, d_6 \rightarrow p_5 \rangle\), or the longer 3-cycle \(\langle d_2 \rightarrow p_5, d_5 \rightarrow p_3, d_3 \rightarrow p_2 \rangle\). Additionally, a single altruistic donor \(a\) exists in the pool and is willing to give his or her kidney to a patient, whose paired donor will then donate a kidney to a compatible patient in the pool (for example, via the chain \(\langle a \rightarrow p_1, d_1 \rightarrow p_4, d_4 \rightarrow p_7, d_7 \rightarrow \cdot \rangle\)), with the final donor \(d_7\) either donating to the deceased donor waiting list or remaining in the pool as a future altruistic donor).

![Figure 1.1: An example compatibility graph.](image)

### 1.3.2 The clearing problem

The *clearing problem* is that of finding a maximum-cardinality matching consisting of disjoint chains—possibly with some length cap \(K\)—and cycles of length at most some small constant \(L\). The cycle-length constraint is crucial since all operations in a cycle have to be performed simultaneously. Were this not the case, a donor might back out after his incompatible partner has received an organ. This backing out is legal because, in nearly all countries including the US, it is illegal to form a binding contract over the exchange of organs. The availability of operating rooms, doctors, and staff causes long cycles to be unexecutable. As is the practice in the US-wide kidney exchange and most other real kidney exchanges, we let \(L = 3\). Chains need not be limited in length; were a donor to renege before giving an organ but after his paired patient had received the organ, then no remaining pair in the pool has lost its “bargaining chip”—although the collapse of the chain is not desired.

Lower length caps on both cycles and chains may have practical advantages. For example, shorter cycles are less likely to fail after the algorithmic matching but before transplantation, and thus may lead to improved matching in practice [75, 147]. Some fielded kidney exchanges explicitly favor shorter cycles over longer ones [152]. We address this dimension of kidney exchange in Chapter 5, but do not discuss it further in this section.
In the small example compatibility graph shown in Figure 1.1, with $L = 3$, a maximum cardinality matching without chains (i.e., with $K = 0$) includes five pairs via the 3-cycle and 2-cycle:

$$\{(d_1 \rightarrow p_2), (d_2 \rightarrow p_3), (d_3 \rightarrow p_1)\}, \{(d_5 \rightarrow p_6), (d_6 \rightarrow p_5)\}.$$

With chains of unbounded length (i.e., by letting $K$ increase with $|V|$) the cardinality of the maximum matching increases to seven pairs. This is achieved by starting a chain by way of the altruist $a$, as well as by using the same two 2-cycles as before:

$$\{(a \rightarrow p_1), (d_1 \rightarrow p_4), (d_4 \rightarrow p_7), (d_7 \rightarrow \cdot)\}, \{(d_2 \rightarrow p_3), (d_3 \rightarrow p_2)\}, \{(d_5 \rightarrow p_6), (d_6 \rightarrow p_5)\}.$$

Quantifying the gain in match size due to the addition of altruistic donors, both in terms of a random graph model and via realistic simulation, is addressed in Chapters 2; methods for clearing exchanges in practice in the presence of long but finite chains are discussed in Chapters 3, 4, and 5.

While the clearing problem can be solved easily on very small graphs like that in Figure 1.1, it quickly becomes intractable on larger graphs. The standard algorithmic method for optimally clearing kidney exchanges is integer programming [188]; we discuss methods for clearing in much greater depth in Chapter 3, but briefly overview a basic approach here. Formally, denote the set of all chains of length no greater than $K$ and all cycles of length no greater than $L$ by $C(L,K)$. Let $|c|$ represent the number of candidate-donor pairs in a cycle or chain $c$. Then, given binary indicator variables $x_c \in \{0,1\} \forall c \in C(L,K)$, we must solve the following integer linear program:

$$\max \sum_{c \in C(L,K)} |c| x_c \quad s.t. \quad \sum_{e \in c} x_e \leq 1 \quad \forall v \in V$$

The clearing problem with any fixed $L > 2$ is NP-complete [6, 41], APX-hard [40], and is constant-factor inapproximable [150]. The cases $L = 2$ with no chains and $L = \infty$ can be solved in polynomial time. Significantly better (i.e., higher cardinality) results are found with $L = 3$ over $L = 2$, so solving the NP-complete version of the problem is necessary in practice [188]. The problem, at least with respect to kidneys, can be solved optimally in practice at the steady-state nationwide scale using a specialized tree search algorithm based on the branch-and-price framework for integer programming [6, 75, 80]. That is one major contribution of this thesis and is discussed in greater depth in Chapter 3.

More generally, define a matching $M$ to be any collection of disjoint cycles and chain—possibly obeying length restrictions or other arbitrary business constraints—in the graph $G$. Then, given the set of all legal matchings $\mathcal{M}$, the general batch clearing problem is to find a matching $M^* \in \mathcal{M}$ that maximizes some utility function $u : \mathcal{M} \rightarrow \mathbb{R}$. Formally:

$$M^* = \arg \max_{M \in \mathcal{M}} u(M)$$

We attend to this more general version of the clearing problem in Chapters 5 and 7; we also extend this further to the dynamic setting, where the clearinghouse wishes to maximize some objective over time, in Chapters 6 and 8. Next, we overview the general structure of this thesis and its contributions.
1.4 Contributions & structure of this thesis

In this section, we discuss the structure of this thesis, along with the contributions of each chapter and the overall contributions of the methods presented in the thesis. The thesis is divided into five major parts.

Clearing deterministic exchanges. Part I of this thesis consists of Chapters 2, 3, and 4 and addresses the clearing problem in static, deterministic barter exchanges. A clearinghouse that does not consider the future when matching in the present is said to solve the static clearing problem; we relax this myopic outlook in Chapters 6 and 8. Similarly, a clearinghouse that does not consider uncertainty over the existence of market participants, nor uncertainty over the existence of potential trades between participants, is said to solve the deterministic clearing problem; we relax this outlook in Chapter 5. Yet, solving the static, deterministic clearing problem is of both theoretical interest and practical importance, as it most accurately mimics the current reality of most fielded kidney exchanges’ matching policies.

Chapter 2 begins by presenting the first of two random graph models of kidney exchange; it augments the model of Ashlagi and Roth [19] to include altruistic donors, and then determines a matching that only requires short cycles and chains to achieve global efficiency (in the large, with high probability). Experimental evidence in the initial generative model of kidney exchange due to Saidman et al. [191] supports this theoretical intuition. This theoretical result would hint that simple matching strategies could be used in a large fielded kidney exchange, instead of needing to rely on more elaborate mathematical programming techniques; yet, since publication, the reality of kidney exchange has been shown to align with neither that initial theoretical model nor the initial simulators. Chapter 2 shows on real data from the UNOS exchange that long chains can be helpful in the static, deterministic setting; this is now an accepted viewpoint in the kidney exchange community, and motivates the following two chapters’ focus on optimization methods for clearing exchanges with longer chains.

Chapter 3 addresses methods for solving the static, deterministic clearing problem to optimality. It begins by overviewing previous approaches, most of which are integer-programming-based solvers relying on either constraint generation or branch and price. It goes on to identify a bug in the previously leading branch-and-price-based solvers and proves a hardness result showing that these papers’ approaches are likely not to work in general. To counter this negative result, it presents new models for kidney exchange that scale substantially better than the prior approaches when clearing exchanges with long, finite chains—including the now provably non-optimal prior leading solvers! Some of these new models are compact (polynomial with respect to the input graph), while others are not; for the latter models, it presents a branch-and-price-based approach such that the pricing problem is solved in polynomial time. It also presents various theoretical results comparing the tightness of linear programming relaxations in different models.

Chapter 4 presents a novel model for kidney exchange in which, under a light assumption that is true in reality, the clearing problem is solvable in polynomial time. While the polynomial-time algorithm presented in that chapter is not yet empirically tractable in practice, the new model is quite general and can be used to address some recent advances in kidney exchange—for example,
the idea that patients and donors can pay some monetary or health cost to either temporarily or permanently change (e.g., via immunosuppression) their initial attributes to increase the likelihood of finding a match. We also provide experimental validation that our new model can accurately mimic real kidney exchange.

**Contribution**

- Some prior state-of-the-art clearing engines were not correct; indeed, their approaches are likely intractable by way of a new hardness result;
- We present the most scalable optimal clearing engine for barter exchange with short cycles and long but finite chains, which accurately mirrors fielded exchanges; and
- A new model for kidney exchange can be used to computationally efficiently clear exchanges, and can model new medical developments in kidney exchange.

**Coauthors and relevant publications:** Dickerson, Procaccia, and Sandholm [74], Dickerson, Kazachkov, Procaccia, and Sandholm [79], Dickerson, Manlove, Plaut, Sandholm, and Trimble [80], Plaut, Dickerson, and Sandholm [174, 175]

**Managing uncertainty in dynamic matching environments.** Part II of this thesis consists of Chapters 5 and 6 and relaxes the “static” and “deterministic” descriptors on the clearing problem addressed in Part I. In practice, kidney exchange is dynamic, with vertices and edges in the compatibility graph arriving and departing over time; we address this in Chapter 6. Similarly, the actual existence of edges in a compatibility graph is not known with perfect certainty; indeed, patients’ and donors’ attributes change over time and are also tested at variable levels of detail and accuracy. Chapter 5 addresses this stochasticity from two complementary points of view.

Chapter 5 presents the failure-aware model of kidney exchange, which explicitly considers edge failure probability in the clearing optimization problem. It shows that we can significantly increase the number of successfully matched vertices (i) in theory, in a sparse random graph model due to Ashlagi et al. [23]; (ii) on real data from kidney exchange match runs between 2010 and 2014; (iii) on synthetic data generated via a model of dynamic kidney exchange. It presents a novel branch-and-price-based optimal clearing algorithm specifically for this probabilistic exchange clearing problem and shows that this new solver scales well on large simulated kidney exchange data, unlike prior clearing algorithms. It shows experimentally that taking failed parts from an initial match and instantaneously rematching them with other vertices still in the waiting pool can result in significant gains. It also shows that the compact formulations of Chapter 3 can be extended to the failure-aware setting under a simple assumption, and presents a polynomial-time branch-and-price-based solver in this model.

Following the presentation of the failure-aware model, Chapter 5 then addresses a complementary approach for dealing with uncertainty in the existence of edges via pre-match edge testing. Here, the problem is to identify some small set of edges to test for existence prior to the match run such that the proposed algorithmic match will—after edge failures—be close in size to the omniscient match that knows in advance the existence of all potential edges. Cast as a stochastic
matching (for the 2-cycles-only case) or stochastic $k$-set packing (for cycles and chains with a maximum size of $k$) problem, experiments show that even a very small number of pre-match rounds of edge testing—where at most one incoming edge per vertex can be tested per round—would result in tremendous practical efficiency gains.

Chapter 6 addresses the dynamic barter exchange problem, where vertices and edges arrive and depart over time, and the clearinghouse’s problem is to maximize some utility function in the long run, possibly at the expense of immediate utility. In this chapter, we introduce a natural, general policy parameterization approach and techniques for operationalizing it. Specifically, we propose to learn potentials of elements (e.g., vertices, edges, cycles, and so on) of the current problem. The potential represents an estimate of how much that element can contribute to the objective in the future. The potentials can be viewed as policy parameters to be optimized using a black box program; in the experiments of Chapter 6 and, later, Chapter 8, we learn them using parameter tuning [113, 114]. Then, at run time, we simply run any offline matching algorithm (e.g., [6, 14, 16, 63, 75, 78, 80, 100, 134, 147, 174]) at each time period, but subtracting out in the objective the potentials of the elements used up in the matching. This causes the batch optimizer—which is traditionally myopic, as discussed in Part I—to take the future into account without suffering a run-time cost.

While potentials are a general technique for learning to match, we apply them to the kidney exchange domain. We theoretically compare the power of using potentials on increasingly large elements: vertices, edges, cycles, and the entire graph (optimum). Then, experiments show that by learning vertex potentials, our algorithm matches more patients than the current practice of clearing myopically. It scales to exchanges orders of magnitude beyond those handled by prior algorithms for this (unsimplified) dynamic problem. (Potentials later form a large part of the FutureMatch framework, presented in Part III.)

**Contribution**

- Uncertainty over the existence of potential trades in exchanges should be taken into consideration explicitly in the clearing optimization;
- Even a small amount of pre-match edge existence testing would result in tremendous efficiency gains in practice; and
- Considering long-term exchange dynamics via learning potentials for graph elements results in further efficiency gains.

**Coauthors and relevant publications:** Blum, Dickerson, Haghtalab, Procaccia, Sandholm, and Sharma [44], Dickerson, Procaccia, and Sandholm [73, 75]

**Balancing equity and efficiency in dynamic matching environments.** Part III, consisting of Chapters 7 and 8, addresses the effect on various notions of fairness that the efficiency gains from Parts I and II exert on the overall match structure. Chapter 7 focuses on improving access to kidneys for highly-sensitized, or hard-to-match, patients. Toward this end, we formally adapt a recently introduced measure of the tradeoff between fairness and efficiency—the \textit{price of fair-}
ness [35, 53]—to the standard kidney exchange model. We show that the price of fairness in the standard theoretical model—that model due to Ashlagi and Roth [19] and augmented previously in Chapter 2—is small. We then introduce two natural definitions of fairness and formally define them in the standard deterministic model of kidney exchange, and in the failure-aware model presented in Chapter 5. The chapter concludes with an empirical exploration of the tradeoff between matching more hard-to-match patients and the overall utility of a utilitarian matching, on data from the UNOS nationwide kidney exchange and simulated data from each of the standard kidney exchange distributions.

Chapter 8 presents FUTUREMATCH, a framework for learning to match in a general dynamic model. FUTUREMATCH takes as input a high-level objective (e.g., in the context of kidney exchange, “maximize graft survival of transplants over time”) decided on by experts, then automatically (i) learns based on data how to make this objective concrete and (ii) learns the “means” to accomplish this goal—a task, in our experience, that humans handle poorly. Chapter 8 gives an instantiation of FUTUREMATCH that uses data from all live kidney transplants in the US since 1987 to learn the quality of each possible match; it then learns the potentials of elements in the graph (as discussed in Chapter 6), translates these to weights, and performs a computationally feasible batch matching that incorporates dynamic, failure-aware considerations through the weights (using the failure-aware solver presented in Chapter 5). We validate FUTUREMATCH on UNOS exchange data. It results in higher values of the objective. Furthermore, even under economically inefficient objectives that enforce equity, it yields better solutions for the efficient objective (which does not incorporate equity) than traditional myopic matching that uses the efficiency objective.

<table>
<thead>
<tr>
<th>Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>• It is possible to theoretically and empirically quantify tradeoffs between “fair” and “efficient” matching rules;</td>
</tr>
<tr>
<td>• In kidney exchange, the “price” to using a fair rule can be quite low; and</td>
</tr>
<tr>
<td>• FUTUREMATCH is a system that learns to match in a dynamic setting, taking into account high-level value judgments from human experts while automatically creating a low-level matching policy.</td>
</tr>
</tbody>
</table>

Coauthors and relevant publications: Dickerson and Sandholm [70, 71], Dickerson, Procaccia, and Sandholm [77, 78]

New paradigms for barter exchange. Part IV, consisting of Chapter 9, addresses novel directions in generalized organ exchange. While fielded kidney exchanges see huge benefit from altruistic kidney donors, a significantly higher medical risk to the donor deters similar altruism with livers. This chapter explores the idea of large-scale liver exchange, and shows on demographically accurate data that vetted kidney exchange algorithms can be adapted to clear such an exchange at the nationwide level. It then proposes cross-organ donation where kidneys and livers can be bartered for each other. In two adaptations of random graph models—the first due to Ashlagi and Roth [19] (augmented in Chapters 2 and 7) and the second due to Ashlagi et al. [23] (used in Chap-
— it shows theoretically that this multi-organ exchange provides linearly more transplants than running separate kidney and liver exchanges; that linear gain is a product of altruistic kidney donors creating chains that thread through the liver pool. We support this result experimentally on demographically accurate multi-organ exchanges.

<table>
<thead>
<tr>
<th>Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>• From a technology perspective, we are ready to field a liver exchange; and</td>
</tr>
<tr>
<td>• Combining kidney and liver exchanges into a multi-organ exchange would result in substantial gains in theory and in practice relative to separate exchanges.</td>
</tr>
</tbody>
</table>

Coauthors and relevant publications: Dickerson and Sandholm [72]

Conclusions, open problems, and the appendices. We conclude the thesis with Part V, which consists of conclusions and closing thoughts in Chapter 10 and a list of open problems in Chapter 11. Both theoretical and experimental open problems are given for general matching, general barter exchange, and—specifically—for kidney exchange. For each open problem, we provide a list of good “starting papers” that an interested researcher could read to get a good foothold on the history and current state of the art of each problem.

This thesis also includes five appendices. Appendix A contains additional theoretical results, proofs, and tabulated experimental data for the position-indexed formulations of barter exchange presented in Chapter 3. Appendix B gives the complete, formal proof of one of the main theoretical results from Chapter 4. Appendix C provides additional experimental results for the adaptive pre-match edge testing techniques described in Chapter 5. Appendix D gives details on the generator we created to seed our realistic liver and multi-organ exchange experimental results in Chapter 9. Finally, Appendix E details ongoing work with Sanmay Das and Zhuoshu Li at Washington University in St. Louis and Tuomas Sandholm at CMU; here, we extend a recent theoretical model due to Akbarpour et al. [9] of a single dynamic matching market to the case where two markets compete for agents who potentially co-register in both markets. This is motivated by, e.g., overlapping rideshare markets like Uber and Lyft, or overlapping kidney exchanges like APD, NKR, and UNOS in the United States. Our interest in this ongoing work is to quantify the effect on social welfare that this competition creates; we show for a portion of the parameterization space of our model that the loss in social welfare can be high relative to a single clearinghouse.
PART I:
Optimization Methods for Optimal Batch Clearing of Static, Deterministic Exchanges
Efficient clearing via random graph models

In this chapter, we address the clearing problem by way of a stylized random graph model of kidney exchange. Specifically, we extend the first random graph model of kidney exchange, due to Ashlagi and Roth [19], to include altruistic chains, a recent innovation for barter exchanges that has been widely adopted for kidneys, but was—and, in many ways, still is—poorly understood. Indeed, the research presented in this chapter set policy at the UNOS kidney exchange, effective starting in 2012; however, many aspects of the effect on long-term efficiency of chains are still not well understood from a theoretical point of view (with notable recent work by Anderson et al. [15], Ashlagi et al. [23], and by the author [75], to be discussed in Chapter 5). We include this chapter to motivate the need for non-trivial mathematical-programming-based approaches to clearing real kidney exchanges as a complement to relying on purely theoretical analysis, an interaction we discuss in greater depth throughout the rest of this thesis.

Section 2.1 reports results from early match runs in 2011 at the UNOS kidney exchange; these real-world results clearly show the benefit of integrating chains into the clearing process. Section 2.2 formalizes the theoretical benefit of chains as a kidney exchange scales to the large, and Section 2.3 experimentally determines exactly what “large” means—critically, both of these models operate in a dense stylized model of kidney exchange that was popular early on [191], but turned out to not mimic the present-day reality of fielded kidney exchange. Section 2.4 studies the dynamics of kidney exchange over time, using an extension over the prior state-of-the-art dynamic model to more accurately represent the realities of modern kidney exchange. We conclude with some thoughts on the implications of these theoretical and experimental results, as well as areas where they did not end up aligning with the current reality of kidney exchange. The rest of this thesis focuses on building more accurate theoretical representations of kidney exchange, as well as on scalable techniques to learn implementable matching policies that truly mimic reality.
2.1 Early results from the UNOS exchange

The UNOS nationwide kidney exchange pilot went live with 77 transplant centers in October 2010 and initially matched using only 2- and 3-cycles. Starting in May 2011, chains were incorporated into the UNOS pilot program [163, 178, 187]. As discussed in Section 1.3, each chain is initiated by an altruistic donor—that is, a donor who enters the pool, without a candidate, offering to donate a kidney to any needy candidate in the pool. Chains start with an altruist donating a kidney to a candidate, whose paired donor donates a kidney to another candidate, and so on. Chains can be longer than cycles in practice because it is not necessary (although desirable) to carry out all the transplants in a chain simultaneously; indeed, unlike in a cycle, if a chain breaks by some donor backing out, the chain merely stops, but no patient-donor pair is out their “bargaining chip” (donor kidney). A major question in fielded kidney exchanges is to what extent planning for longer chains at each match run affects short- and long-term efficiency.

![Figure 2.1: Real data from the June/July 2011 UNOS match runs, optimized for maximum cardinality.](image)
Figures 2.1 and 2.2 show results for two real matches, for June and July 2011. To show the efficacy of chains, we varied the chain cap from 1 (i.e., the altruistic donor donates directly to the deceased waiting list) to 20. In Figure 2.1, we maximize the cardinality of the final matching. That is, we ignore edge weights and assume all compatible matches are equally good, and determine the matching that allocates kidneys to the most candidates. The size of the matching increases significantly with chains up to length 9 (June) or 10 (July). Critically, with long chains we match 1.77 (June) and 2.55 (July) times the number of candidates than would have been matched with 2− and 3-cycles alone. We note that Ashlagi et al. [23] independently report similar findings from real-world data sets from the NKR exchange.

The improvement from long chains is even more drastic when the edge weights are taken into account, as is the case in the real UNOS match run. Figure 2.2 shows that in June of 2011, chains of length up to 13 increase the objective value, while chains of length up to 12 increase the objective of the matching in July. Overall, incorporating chains increases the objective value to 2.98 (June) and 6.00 (July) times that of chains only (with a cycle cap of 3).

It is important to note that the structure of the compatibility graph, $G(n)$ in this early pilot program is special and, in many ways, computationally fortuitous—especially in the very early months of the UNOS exchange, when the pool was still quite small. The UNOS pool at that time—as well as now—consisted mainly of highly-sensitized patients—that is, patients that are difficult to match based on their tissue type. Intuitively, these patients were too hard to match regionally and in prior runs of the national exchange—so the input graph is very sparse. At the time, with
a less sensitized and thus denser pool, clearing engines did not exist that could even solve the current problem size (with long chains) because the input graph $G(n)$ is not as sparse. (This is no longer a problem due to work we will present in Chapter 3). Luckily, in the next section, we show theoretical results stating that in large kidney pools drawn from the full set of candidates (i.e., not just highly sensitized ones), long chains will have negligible effect on the overall cardinality of the matching with high probability. Therefore, one may not need to consider long chains in the clearing—if the pool ends up being drawn this way.

If sufficient to achieve efficiency, short chains would be further desirable in practice because short chains are (1) computationally dramatically more tractable for the clearing algorithm (there are fewer of them), (2) logistically easier to administer, and (3) less likely to fail due to a positive crossmatch or some non-simultaneous donor backing out (these two issues will be discussed later in this chapter, and in much greater depth in Part II).

### 2.2 Theoretical bounds on chains in a dense model

In this section, we prove that using chains of length more than 3 provides no benefit in large, dense, random, unweighted candidate pools. We will prove this result in an adaptation of the first common model of kidney exchange due to Ashlagi and Roth [19], based on a 2006 paper from the medical community due to Saidman et al. [191]. We begin by describing the model.

#### 2.2.1 Necessary background & the “dense” model of kidney exchange

The need for kidney exchange exists due to the myriad of immunological incompatibilities that can be present between a candidate and any potential donor. For instance, the blood type of a donor kidney can result in acceptance or outright rejection in a possible candidate. At a high level, human blood is split into four types—O, A, B, and AB—based on the presence or absence of the A and B proteins. While other complications may arise, a type O kidney can be transplanted into any candidate; type A and B kidneys can be transplanted into A and B candidates respectively, or an AB candidate; and type AB kidneys are limited to only type AB candidates. Therefore, some candidates are more difficult to match with a random donor than others. O-candidates are the hardest to match because only O-type kidneys can be given to them. Similarly, O-donors are the easiest to match.

With this in mind, candidate-donor pairs in the matching pool can be labeled based on their blood types using the ABO model; it is one of two de facto models for theoretical market design work on kidney exchange (see, e.g., [19, 20, 54, 78, 209, 213]). An under-demanded pair is any pair such that the donor is not ABO-compatible with the candidate. Furthermore, if these pairs contain only type A and B blood (e.g., the candidate is type A and the donor is type B), the pair is called reciprocal. Any pair in the pool such that the donor is ABO-compatible with the candidate is called over-demanded. Furthermore, if a donor and candidate share the same blood type, they are a self-demanded pair. Intuitively, under-demanded and reciprocal pairs are “harder” to match than over-demanded and self-demanded pairs. In the ABO model, all compatible transplants are
considered to be equally good (i.e., those edges have weight 1 each) and typically results in the ABO model are derived in the limit, when the number of pairs of each kind approaches infinity.

If blood type compatibility were the only requirement for a successful kidney donation, overloaded and self-demanded pairs would have no need to enter the exchange pool because they could simply conduct the transplant within the pair. However, further complications force their hand: the people in a pair are usually incompatible due to tissue type. Tissue type, in particular what is known as HLA type, is measured as a combination of six proteins. Each potential candidate and potential donor must be tested for preformed antibodies against these six proteins; this needs to be done at least once a month because the antibody state of a person changes over time. An increase in the mismatches between donor and candidate HLA types decreases the likelihood of a successful kidney transplant, and can render a donor and candidate incompatible. These kinds of blood tests where measurements are taken separately from the donors and the patients are called virtual crossmatch for reasons that will become obvious in the next paragraph.

An important challenge is that medical knowledge is incomplete: even if a patient and donor are compatible based on the virtual crossmatch (so there is an edge in the input graph), in reality they might not be compatible (i.e., the edge might not be usable). This is determined days before the operation by conducting a test called a crossmatch: blood from the patient and blood from his/her planned donor are mixed together and if the mixture coagulates, they are incompatible. Such an unfortunate, but very common, occurrence is called a positive crossmatch. Positive crossmatch-sensitive models have only recently begun to appear in the literature, and had not included a study of chains at the time [19, 43, 82, 209]; later work by Ashlagi et al. [23] and by the author [75] (discussed in Chapter 5) did.

We will say that if an altruist donates directly to the deceased-donor waiting list, that constitutes a chain of length 1. If an altruist donates to a pair, whose donor donates to the deceased-donor waiting list, that constitutes a chain of length 2. If an altruist donates to a pair, whose donor donates to the waiting list, that constitutes a chain of length 3, and so on. We are now ready to prove the main theoretical result of this chapter.

2.2.2 Short chains suffice (in theory)

In this section, we use the canonical dense model for generating kidney exchange data [19]. It works as follows. We start with $G(n)$, a large compatibility graph representing a kidney exchange as described above. The set of $n$ incompatible patient-donor pairs is partitioned into subsets $V_{X-Y}$ of type $X-Y$, for each combination of blood types $X$ and $Y$ of the patient and donor respectively. For each blood type $X$ we denote the set of altruistic donors with that blood type by $V_X$, but make no assumptions about the size of these sets. We assume that a donor and a patient who are blood type compatible are tissue type incompatible with constant probability $\bar{\gamma}$, corresponding to the virtual crossmatch described above. The frequency of each blood type $X$ is denoted by $\mu_X$.

We are now ready to state our main theoretical result. It extends the recent results of Ashlagi and Roth [19] to the setting with chains.

**Theorem 1.** Assume that $\bar{\gamma} < 2/5$, $\mu_O < 3\mu_A/2$, and $\mu_O > \mu_A > \mu_B > \mu_{AB}$. Then with high probability $G(n)$ has an efficient allocation (i.e., one that saves as many patients as possible) that uses only cycles of length at most 3 and chains of length at most 3.
The proof follows from three lemmas. The first lemma is a trivial simplification and extension of Lemma 9.5 of Ashlagi and Roth [19], which is a generalization of a classic theorem by Erdös and Rényi. To understand the lemma, denote by $G(n, p)$ a random graph with $n$ vertices where an edge exists between two vertices with probability at least $p$. For a vector $\vec{\alpha} = (\alpha_1, \ldots, \alpha_r)$ where $\alpha_i \geq 0$ for $i = 1, \ldots, r$, let $G(\vec{\alpha}, n, p)$ be an $r$-partite graph with $r$ sets of vertices $V_1, \ldots, V_r$ where $|V_i| = \alpha_i \cdot n$ for $i = 1, \ldots, r$, and a directed edge between $v \in V_i$ and $v' \in V_{i+1}$ for $i = 1, \ldots, r-1$, or between $v \in V_r$ and $v' \in V_1$, exists with probability at least $p$. A perfect allocation in a graph $G(n, p)$ matches all the vertices; a perfect allocation in $G(\vec{\alpha}, n, p)$ (consisting of cycles of length $r$) matches all the vertices in the smallest vertex set $V_i$ for $i = \arg\min_j |V_j|$.

Deviating from [19], define $G'(\vec{\alpha}, n, p)$ similarly to $G(\vec{\alpha}, n, p)$, except that there are no edges between $V_r$ and $V_1$. An allocation in $G'(\vec{\alpha}, n, p)$ consists of chains of length $r$ that originate in a vertex in $V_1$. As before, a perfect allocation in $G'(\vec{\alpha}, n, p)$ matches all the vertices in the smallest vertex set $V_i$ for $i = \arg\min_j |V_j|$.

**Lemma 1** (Ashlagi & Roth [19]). Let $p > 0$. Then $G(n, p)$ admits a perfect allocation that uses cycles of length at most 3 with high probability. In addition, for any vector $\vec{\alpha}$ as above, the random graphs $G(\vec{\alpha}, n, p)$ and $G'(\vec{\alpha}, n, p)$ admit a perfect allocation with high probability.

Using Lemma 1, we can assume that if we single out several large groups of vertices (in a large random compatibility graph) that correspond to blood type compatible pairs, there will be sufficiently many edges to admit a perfect matching. For example, if there are large sets of AB-O pairs, O-A pairs, and A-AB pairs, then with high probability we can find an allocation that consists of 3-cycles that matches all the vertices in the smallest set. Even if we consider several such allocations sequentially, by applying the union bound we can see that they all exist with high probability. This essentially allows us to assume in the proof of the next lemma that any two vertices that are blood type-compatible are connected by an edge.

**Lemma 2.** Let $G(n)$ be a random graph that admits the following allocation:

1. Every self-demanded pair is matched in 2-way or 3-way cycles with other self-demanded pairs.
2. Every B-A pair is matched in a 2-way cycle with an A-B pair.
3. Every A-B pair that is not matched to a B-A pair is matched in a 3-way cycle with an O-A pair and an A-AB pair.
4. For $X \in \{A, B\}$, every over-demanded pair $X-O$ is matched in a 2-way cycle with an O-X pair.

Then with high probability $G(n)$ admits an efficient allocation that uses cycles of length at most 3 and chains of length at most 3.

**Proof.** We complete the allocation described in the lemma’s statement to an efficient allocation. Figure 2.3 visualizes the augmented allocation; regular edges are assumed by the lemma’s formulation while dashed edges are added during this proof. Let $V^1$ be the set of vertices not matched by the initial allocation. First, as many A-donors as possible donate to A-AB pairs and as many B-donors as possible donate to B-AB pairs (shown in Figure 2.3 by dashed edges from A-altruists to A-AB pairs and from B-altruists to B-AB pairs). In both cases, one of the two vertex sets will be exhausted. More formally, using Lemma 1 we find a perfect allocation for the subgraph induced
by $V^1_A$ and $V^1_{A-AB}$, and similarly we find a perfect allocation for the subgraph induced by $V^1_B$ and $V^1_{B-AB}$.

**Figure 2.3:** Accompanying figure to Lemma 2. Altruists are shown as rectangles; candidate-donor pairs as ovals. Over-demanded pairs are gray, under-demanded are white, and reciprocal pairs are black. Regular edges appear in the lemma’s formulation and dashed edges are constructed in the proof.

Let $V^2$ be the vertices not matched by previous allocations. We first find as many 3-way (ABO, O-A, A-AB) cycles as possible, that is, we find a perfect allocation for the subgraph induced by $V^2_{ABO}$, $V^2_{O-A}$, and $V^2_{A-AB}$. It may be the case that $V^2_{A-AB} = \emptyset$. Let $V^3$ be the set of vertices not matched by previous allocations. Next we find a perfect allocation with 3-way (ABO, O-B, B-AB) cycles. It may be the case that $V^3_{ABO} = \emptyset$ or $V^3_{B-AB} = \emptyset$.

Let $V^4$ be the vertices not matched by previous allocations. The next component in the constructed allocation matches as many O-donors as possible in chains of length 3 of the form (O, O-A, A-AB) and then (O, O-B, B-AB). This is done sequentially as above. Finally, we match the remaining O-donors and AB-O pairs with remaining under-demanded pairs via chains of length 2 or 2-way cycles (not shown in Figure 2.3).

Each of the allocations constructed above exists with high probability; thus (by applying the union bound) they all exist with high probability. To complete the proof, we argue that our construction gives rise to an efficient allocation. Since under our construction all over-demanded, self-demanded, and reciprocally demanded pairs are matched, it is sufficient to show that no allocation can match more under-demanded pairs.

Following Ashlagi and Roth [19], when vertex $v$ participates in an exchange with under-demanded vertex $v'$ we say that $v$ helps $v'$. Self-demanded and reciprocally demanded pairs cannot
help under-demanded pairs without involving donors or over-demanded pairs. Similarly, AB-donors cannot help under-demanded pairs. In addition, only two types of vertices can help two under-demanded pairs: AB-O pairs can participate in cycles with one of O-A and O-B and one of A-AB and B-AB, and O-donors can start a chain with the same types. Any other vertex can help at most one under-demanded pair, and in particular over-demanded pairs of type $X-Y \neq ABO$ can only help under-demanded vertices of type $Y-X$.

Now, A-donors can only help A-AB pairs, and B-donors can only help B-AB pairs. Therefore, it is optimal to match these donors with their respective under-demanded pairs. Finally, in our constructed allocation as many AB-O pairs and O-donors as possible are helping two under-demanded pairs each, while the rest are helping one under-demanded pair each. 

The following lemma directly follows from Proposition 5.2 of [19], and holds under the assumptions of Theorem 1.

**Lemma 3** (Ashlagi & Roth [19]). $G(n)$ has an allocation as in Lemma 2, up to symmetries between A-B pairs and B-A pairs, with high probability.

### Discussion

Theorem 1 follows from the proofs of the three lemmas in Section 2.2.2. The theorem itself is motivated by the recent work of Ashlagi and Roth [19]. One has to be careful, though, not to use the exact allocation constructed in Proposition 5.2 of their paper as a starting point for the efficient allocation that involves altruistic donors. Indeed, given that $|V_{A-B}| \geq |V_{B-A}|$, Ashlagi and Roth match AB-O pairs in cycles (ABO, O-A, A-AB). However, because we are essentially making no assumptions regarding $|V_A|$ and $|V_B|$, it may be the (admittedly extreme) case that there are many (say an infinite supply) of A-donors, few B-donors, few O-donors, and a large number of unmatched under-demanded pairs of type O-B and B-AB. In that case we would rather have the A-donors donate to A-AB pairs while creating cycles (ABO, O-B, B-AB). Therefore, we must match AB-O pairs only after matching altruistic donors.

The presence of (even short) chains allows us to avoid a negative property of the efficient allocation constructed by Ashlagi and Roth [19]: that it never matches O-AB pairs. These are, in a sense, the “most” under-demanded pairs in that their candidates are hardest to match, while their donors are least capable of finding a match. In our allocation, AB-O pairs and O-donors that cannot participate in 3-cycles can donate to O-AB pairs without affecting the size of the matching. More precisely, if there are sufficiently many donors to fully match one of the sets $V_{O-A}$ and $V_{A-AB}$, and one of the sets $V_{O-B}$ and $V_{B-AB}$, then an efficient allocation can match O-AB pairs.

Independent work by Ashlagi et al. [23] attempts to explain the observed benefit of longer chains by considering a theoretical model with highly sensitized patients—a model we will introduce and extend in Chapters 5 and 9. Specifically, the probability of tissue type compatibility is allowed to decrease with the size of the graph $n$. Among other results, it is shown that for any $k$ there exists a small enough probability of compatibility such that chains of length $k+1$ are strictly better than chains of length $k$. However, to even derive such a statement for chains of length 5 versus chains of length 3, the probability must be as small as $c/n$ for some constant $c$, whereas
intuitively this probability should be a constant that does not depend on $n$. Hence, despite the elegance of their results, the assumptions underlying their model may be hard to justify.

### 2.3 Experimental validation

The theoretical results from Theorem 1 are strong in that they limit the utility of chains to those of length 3 or fewer—as the graph grows to infinity. In this section we study the disconnect between that theorem and the real-world results from the early UNOS kidney match runs (shown in Figures 2.1 and 2.2; we provide more recent results with long chains on UNOS graphs in the succeeding chapters).

There are three potential reasons for this disconnect: (1) the theory applies in the large, and the UNOS exchange is not yet large enough for the theory to have taken hold, (2) the model that each blood type compatible edge fails tissue type compatibility independently and with equal probability is a poor model of the (highly sensitized) UNOS pool, and (3) the theory assumes all edges have equal weight, while in the UNOS exchange, edges are weighted.

The discrepancy between the theory and the fielded results cannot be explained solely by the fact that the theory model uses unweighted edges while the real UNOS data has edge weights. If that were the main difference, we would see the curves in Figure 2.1 reach their maxima at a chain cap of 3. This is not the case. So, we see that even if all the weights were binary, long chains would produce a significant benefit in practice. The difference can, in part, be attributed to the highly structured and very small UNOS pool. This is a product of the newness of the UNOS pilot program and other kidney exchange programs; as the exchanges mature, we may expect the compatibility graph’s structure to converge to one more similar to our theoretical model.

In reality, the input graph $G(n)$ cannot grow infinitely; specifically, in kidney paired donation, it has been estimated that in steady state the fully fielded nationwide exchange will have around 10,000 pairs at any one time. In this section, we experimentally determine just how large the candidate pool needs to be for the chain cap prescribed by Theorem 1 to apply—under the assumption that a steady-state pool would also be dense.

The minimum size of this compatibility graph needed for the theory to take hold depends on the probability distribution of blood and HLA types in the candidate and altruist pools, the number of candidates in the graph, and the number of altruists. We will vary both the number of candidates and altruists, but choose to focus only on blood and HLA types representative of the US population (which serves the current nationwide kidney exchange).

Here we generate candidate-donor pairs and altruists via the most commonly used dense data generator for steady-state kidney exchange, by Saidman et al. [191]. This generator incorporates the blood types from the ABO model discussed earlier. It also incorporates an abstract model of tissue types to compute a type of score that quantifies the likelihood of a specific candidate being tissue type compatible with a random donor. In other words, this tissue type model is more refined than assuming all blood type compatible edges are tissue type incompatible with equal probability.
2.3.1 Increasing the candidate pool size

In the first set of experiments, we explore the effect of a large number of candidates on the efficacy of long chains. We hold the number of altruists constant at 1, 5, or 10 for each experiment.

Figures 2.4a, 2.4b, and 2.4c show that larger pools match a higher percentage of candidates, leveling out at roughly 62% in compatibility graphs with a couple hundred candidates. At a high level, this is a strong argument for a national kidney exchange to replace the set of smaller regional exchanges; see [184] for similar arguments. These figures also make a case for the inclusion of chains in pools at both the regional and national level. Figure 2.4b shows that, for generated pools of size 256, the optimal matching with a chain cap of 1 (i.e., altruists donating directly to the deceased waiting list, avoiding the paired candidate pool entirely) matches nearly 4% fewer candidates overall than matching with a chain cap of 3. The case is more drastic as the number of altruists increases; for instance, Figure 2.4c shows a 5% decrease on compatibility graphs of the same size. The effect of altruists on the pool is discussed further in the next section.

![Figure 2.4](image1.png)
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**Figure 2.4:** Total percentage of candidates matched as #candidates increases across various chain caps, for various numbers of altruistic donors.
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**Figure 2.5:** Expected match cardinality increase over 3-chains for 4- and 5-chains, for various numbers of altruistic donors.

From above, we can now ignore matchings that only include chains of length 1 and 2; capping
chains at either of these levels would result in fewer candidates being matched. Figures 2.5a, 2.5b, and 2.5c show the expected number of extra transplants resulting from matches incorporating chains of length 4 and 5, compared to only considering chains of up to length 3. Clearly, the maximum number of additional transplants offered by increasing the chain cap by 1 is proportional to the number of altruists present in the graph. For example, for a graph with \( a \) altruists, incorporating 5-chains can provide a benefit of at most \( 2a \) matches over incorporating at most 3-chains; similarly, increasing the cap from 3 to 4 results in at most \( a \) extra matches. Figures 2.5a and 2.5b show that at pool sizes of 256 with \( a = 1 \) and \( a = 5 \), the expected number of additional transplants for either 4- or 5-chains is nil (over 100 generated compatibility graphs). Figure 2.5c shows similar results while exemplifying another behavior: as the number of altruists increases, the size of the pool required so that limiting the mechanism to 3-chains is satisfactory increases. This behavior is explored further in the next section.

Figures 2.5b and 2.5c initially show an increase in the utility of longer chains as the graph size moves from very small (e.g., 16 candidates) to slightly larger (e.g., 32–64 candidates). This is a side effect of the number of altruists present relative to the size of the pool. With a high enough ratio of altruists to candidates, altruists can “flood” the matching, an idea explored further in the next section.

All of the experiments validate the theory: there seems to clearly be a pool size beyond which long chains do not help.

### 2.3.2 Increasing the number of altruists

In the previous subsection, we held the number of altruists constant while increasing the size of the candidate pool. We now explore the opposite, allowing ever increasing numbers of altruists to enter candidate pools of constant size.

As the number of altruists increases relative to the size of the candidate pool, the expected number of candidates matched rises to 100%, as shown in Figures 2.6a, 2.6b, and 2.6c. This full flooding of the pool to create a complete matching, while interesting, is not presently a realistic scenario; all three tested compatibility graph sizes would require around 50% as many altruists as candidates in the pool (Figure 2.6c has the x-axis cut short). In our experience with UNOS, the number of altruists is typically around 5% the size of the candidate pool—but, as we discuss in the later chapters that cover dynamic kidney exchange, this can be a function of match cadence and policy. Increasing this number could feasibly change as the exchange grows in size and publicity, paying special notice to the ethical issues that arise in coercion of possible donors [219].

### 2.4 Dynamic kidney exchange

In the chapter thus far, we have studied static models. We now discuss the dynamics of a kidney exchange running month to month; that cadence has since increased at the UNOS exchange and at

---

1In Figure 2.5c, the computational demands of this experiment precluded us from extending the dotted line past 128 candidates—a clear demonstration of why more scalable algorithms like those presented in Chapters 3 and 4 are needed, as present-day kidney exchanges are larger than the simulated pools in these experiments!
Figure 2.6: Total percentage of candidates matched as #altruists increases across various chain caps, for various numbers of candidate-donor pairs.

many other exchanges, which we discuss more in Chapters 6 and 8. These early dynamic experiments are included to whet the reader’s appetite, to introduce some of the additional complexities handled by the work in the rest of this thesis, and for posterity’s sake in that they set early policy at the UNOS exchange and informed future research on both chains and dynamic matching in general.

2.4.1 Augmenting the model

We augment the model in several ways to make it capture the nuances that have arisen in practice.

Dynamics. Most of the work in kidney exchange has focused on a single-shot optimization on a static pool. This deviates from reality in that matching should occur dynamically. In reality, candidates arrive and depart from the pool. Even with dialysis, only 12% of patients survive 10 years [215]; this gives us the monthly death rate we use in our experiments. Timeliness in matching is clearly important. Our experimental results, discussed later, perform matching over 24 months using a changing kidney pool.

We provide an in-depth review of related work in dynamic matching and dynamic kidney exchange in Chapter 6—before going on to discuss fully dynamic clearing—but overview one discussion from the medical community that was ongoing at the time of this work: chain execution policies. Work by Gentry et al. [97] on simulated data and Ashlagi et al. [22] on real-world data explores the trade-offs between two types of chain execution policies. The first chain type is executed in its entirety in one time period, with the leftover donor donating to the waiting list. An alternative is to split long chains into segments with intra-segment simultaneous transplants, but the segments execute one after another. The left over donor (aka bridge donor) from one segment then serves as a virtual altruist for the next segment. These two types of chains perform differently under the presence of renege rates—that is, when a bridge donor decides to leave the pool before donating a kidney. However, no reliable quantification of a renege rate exists due to the infancy of kidney exchanges.
While Gentry et al. [97] do not explicitly consider chain caps, Ashlagi et al. [22] do; they experimentally show that longer (up to length 6) chains can, in fact, help. Our work uses a similar model with single-shot execution chains and, importantly, takes into account the policies of the UNOS nationwide kidney exchange (as they were at the time—that policy has since changed due to this work and other work that we discuss later in this thesis). As we will show, this addition results in different matching behavior. We now discuss these UNOS-specific additions to the model.

**Individual crossmatch sensitivity.** As exemplified in the real, highly-sensitized UNOS candidate pool, candidates can have widely varying susceptibility to incompatibilities in kidney donation. The dense model due to Saidman et al. [191] from the previous section has a rather realistic view of virtual crossmatch failures, and we use that model here.

In addition, here we do (non-virtual) crossmatches for all the planned transplants just before the transplant takes place, as in reality. This is again done using the Saidman et al. [191] generator. It provides for each candidate a probability that the candidate is tissue type compatible with a random person. We use that probability to draw crossmatch success versus failure. If the crossmatch fails, the transplant cannot proceed. If it is part of a cycle, the cycle does not execute; the pairs in the cycle go back in the pool. The failed edge is permanently removed from the compatibility graph $G(n)$.

Crossmatching has a significant effect on the size of the “real” matching—a topic we explore extensively in Parts II and III, first in isolation in Chapter 5, and then as part of a holistic matching framework in Chapter 8. Briefly, assume an optimal matching (pre-crossmatch) yields a 3-cycle. If any crossmatch fails between a candidate and potential donor, the entire cycle must be thrown away—since we cannot force a donor to give a kidney if his accompany candidate does not receive one. Even more drastic is the case of chains: if, for example, a pre-crossmatch matching yields a 20-chain, no transplants after the first crossmatch failure can be performed.

Because of this special case for chains, real-world exchanges have enacted policies for the acceptance or rejection of chains based on their length and the quality of the altruistic donor. O-type altruists are highly valued, as they can (potentially) donate to any blood type, so short chains enabled by O-type altruists should (potentially) be rejected in favor of longer chains in the future. Our experiments follow current UNOS policy which, along with some special cases discussed below, states that (i) chains started by non-O-type altruists are always executed, while (ii) chains triggered by an O-type altruist are executed only if they can be executed to length at least 5 (before there is a crossmatch failure). We will experiment with varying the value away from 5; we will call this parameter $k$.

**Altruists are allowed choices.** In the event that an O-type chain is shorter than length 5, the UNOS policy allows for the altruist to decide that the chain be executed anyway. This is due to the fact that altruists do not want to stay in the candidate pool indefinitely, but rather want to move on with their lives and other plans. In UNOS’s experience running kidney exchange, altruists typically do not wish to stay active in the pool for more than three months—instead opting to donate directly to the deceased donor waiting list. While exact data on this phenomenon are too sparse at the moment, our experiments use the anecdotal rates (received through UNOS): 75% probability of an altruist requesting execution of a short chain, and a monthly altruist exit rate that corresponds to
an expected presence of two months in the pool for each altruist. Our model executes each chain in a single time segment.

2.4.2 Experimental results

We now present preliminary results simulating dynamic kidney exchange under the model described above. Figure 2.7a shows the expected increase in transplants when including chains over the cycles-only approach. The x-axis describes the total number of candidates available during at least one time period over the entire simulation; between 15 and 20 candidates arrive every time period and between 1 and 2 altruists arrive every time period. The initial pool (i.e., the pool at time \( t = 0 \)) is seeded with between 50 and 100 candidates and 5 altruists. These settings roughly mimicked the state of the UNOS pilot program at the time; it has since grown substantially.

Figure 2.7: Dynamic kidney exchange experiments using a myopic, deterministic clearing engine.

The results both remain true and (appear to) deviate from the theory in a number of ways. The benefit of using chains is immediately obvious; in all cases, even using only 2-chains increases the total number of transplants by 20 or more. However, in this new setting, chains of length at most 3 (at least for the tested pool sizes, number of altruists, etc) do not provide equivalent benefit to longer chains. While 3-chains do provide a net gain over 2-chains, considering longer chains helps—sometimes by nearly 10 additional transplants. This increase is surprising because, intuitively, longer chains are less likely to be executed in full (and thus likely to be canceled by the UNOS policy) due to low crossmatch probability. Not executing a chain is dangerous because altruists leave the pool entirely if they remain unmatched for more than a few months.

The results above can be explained by considering the effect of time on an evolving small-scale pool of candidates. Over time, highly sensitized candidates will build up in the pool, since they are often significantly harder to match—both because they have fewer connected edges in
the generated compatibility graph and because they are more likely to fail during the crossmatch. Through the real-world results detailed in Section 2.1, we have seen that the utility of (long) chains increases tremendously in the presence of a small, highly sensitized pool. In Figure 2.7a, chains of length greater than 3 are able to serve highly sensitized candidates because they do not need to “close” the chain, as is the case with a cycle.

Surprisingly, allowing the optimizer to use chains of up to length 5 is strictly worse than constraining it to chains of length at most 4 (while a cap of 4 is better than 3). This suggests that there is diminishing benefit to longer and longer chains, and at the same time there is increasing risk of crossmatch failure (and thereby altruists leaving and candidates dying) with increasing chain cap. The experiments here suggest that in the dynamic setting with these pool sizes (i.e., not in the very large), a chain cap of 4 is best. In follow-up work discussed in Chapters 5, 6, and 8, we formally explore how to more precisely strike this tradeoff from a theoretical and experimental point of view; this chapter’s experiments reflect the fielded practice at the time.

We now expand our preliminary experiments to include the chain execution policy from UNOS (see Section 2.4.1), and we will vary $k$ (between 1 and the chain cap). Intuitively, a higher $k$ will prevent “wasting” a valuable O-altruist on short chains, favoring waiting for a longer, higher-scoring chain instead. Figure 2.7b shows the effect of varying $k$ as we increase the chain length cap. When considering only short chains, a higher $k$ increases the total number of transplants. In contrast, when chains of length 4 and 5 are considered, it appears better to reduce $k$. The drop in overall utility from allowing only long chains to execute is due to altruists’ propensity to leave the pool; if an altruist is not used in an executed chain within a few time period, he/she is likely to leave the pool (and thus be “wasted” by going straight to the deceased donor waiting list instead of saving some lives in the pool first). Following the appearance of our initial paper presenting this work [74], UNOS removed the rule that chains triggered by an O-type altruist are executed only if they can be executed to length at least 5. Our experimental results were the reason for this change in policy.

### 2.5 Conclusions & present-day implications

In this chapter, we considered altruist-initiated chains, a recent innovation in barter exchanges that has seen wide adoption in regional and national kidney exchange. We showed that a real kidney exchange can benefit, in a static, deterministic model of the world, from long chains that are executed simultaneously. We then showed that, in the large, the benefit from chains longer than 3 becomes negligible (with high probability) on random compatibility graphs drawn from distributions that would mimic a steady-state kidney exchange drawing from the complete real-world population. We supported these theoretical results by experiments using a state-of-the-art dense instance generator due to Saidman et al. [191] to allow us to experiment on larger instances than exist in current kidney exchanges. The theoretical results take hold in exchanges orders of magnitude smaller than the expected steady-state of the nationwide kidney exchange assuming the pool mimics a uniform draw from the United States population.

Finally, we experimented in the dynamic setting where the exchange clears every month. Computational complexity precluded experiments in the large for the dynamic setting—which was fine
for this initial work, because at the time kidney exchange pools were small—but in medium-sized pools a chain cap of 4 was best (and strictly better than 5). At any given point in our largest dynamic simulations, 100–150 candidates were present in the pool—others had already been matched, had died, or had not entered the simulation yet. We showed in Section 2.3 that, at such a small size and with so many altruists, we cannot expect 3-chains to suffice.

Thoughts on this work, five years down the line. We performed this research within the first year of the initial fielding of the UNOS kidney exchange, and thus many of the assumptions made did not turn out to be true as that exchange—and, indeed, the rest of the kidney exchange world—evolved. In many ways, this work introduced more questions than it answered, thus motivating further research in both the theory and practice of kidney exchange. How do we create theoretical models that actually mimic fielded exchanges? How do we take short-term uncertainty (e.g., that due to crossmatch failure) into account? Can we quantify its effect on efficiency, and mitigate that effect? Will more efficient clearing engines harm specific classes of agents (e.g., highly-sensitized patients) participating in the exchange, and can we quantify and mitigate that? Should we match with an eye toward the future, or just maximize our utility function now? If so, how can we do this scalably? How do we balance all of this in a way humans can understand? We aim to answer many of these questions in this thesis.

First, though, we note that even the basic static, deterministic experimental results in this chapter suffered from scalability issues due to chains; indeed, fielded kidney exchanges (including UNOS) hit scalability problems as early as 2011, also due to the use of long chains in pools of increasing size. We address this in the succeeding chapter by introducing a method for clearing exchanges with short cycles and long chains that is dramatically more scalable than any prior approach.
A compact formulation of a MIP may have a weak LP relaxation. Frequently, the relaxation can be tightened by a reformulation that involves a huge number of variables.

— Cynthia Barnhart et al.
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Optimal batch clearing of deterministic barter exchanges

3.1 Preliminaries & prior approaches to optimal clearing of large barter exchanges

In this section, we briefly overview the two leading high-level approaches to solving integer program (IP) models of the kidney exchange clearing problem. For a more in-depth coverage of prior integer programming approaches to the kidney exchange problem, we redirect the reader to the recent survey by Mak-Hau [151]. Following these preliminaries, in Section 3.2 we present a bug in one state-of-the-art approach to solving the clearing problem, and show that a core facet of that solver—solving the “pricing problem”—is theoretically harder to perform than previously assumed. Following this, Section 3.3 presents a novel approach to optimally clearing exchanges that is both correct and dramatically faster than prior approaches.

The first optimization-based approach to clearing kidney exchanges was described in the seminal work of Roth et al. [186]; here, only 2-cycles were considered—that is, a pair could only swap with a single other pair, disallowing longer cyclic swaps and any chains. In this case, the problem reduces to classical matching; Roth et al. [186] used Edmonds’ algorithm [85] to clear such exchanges in polynomial time. Segev et al. [192] also used Edmonds’ algorithm to investigate the effect on match size of a national versus set of regional exchanges under the 2-cycles-only paradigm. In follow-up work considering both 2- and 3-cycles, Roth et al. [188] give a basic IP formulation—which we will refer to later as the “edge formulation”—that could optimally solve very small exchanges without long chains, but was not scalable.

The two fundamental IP models for kidney exchange are the cycle formulation, which includes one binary decision variable for each feasible cycle or chain, and the aforementioned edge formula-
tion, which includes one decision variable for each compatible pair of agents [6, 188]. In the cycle formulation, the number of constraints is sublinear in the input size, but the number of variables is exponential. In the basic edge formulation, the number of variables is linear but the number of constraints is exponential. Optimally solving these models has been an ongoing challenge for the past decade. We overview both approaches here.

3.1.1 Constraint generation & the edge formulation

Constraint-generation-based approaches to kidney exchange have all variables of the appropriate model in memory from the start, but bring in the constraints of the model incrementally. A basic constraint generation form of the kidney exchange problem uses a decision variable for each edge (i.e., only $O(|V|^2)$ variables) in the compatibility graph and solves a flow problem such that unit flow into a vertex exists if and only if unit flow out of that vertex also exists [6, 188]. This relaxed form of the full problem with only a polynomial number of constraints will not obey cycle or chain caps, so constraints of that form are added until an optimal solution to the relaxed problem is also feasible with respect to cycle and chain caps.

Anderson et al. [16] built the leading constraint-generation-based IP solver for the kidney exchange problem. Their solver builds on the prize-collecting traveling salesperson problem [28], where the problem is to visit each city (patient-donor pair) exactly once, but with the additional option to pay some penalty to skip a city. They maintain decision variables for all cycles of length at most $L$, but build chains in the final solution from decision variables associated with individual edges. Then, an exponential number of constraints is required to prevent the solver from including chains of length greater than $K$; these are generated incrementally until optimality is proved. This algorithm is particularly effective for solving instances where the cycle cap is 3 and there is no cap on the length of chains, but it is outperformed by branch-and-price-based approaches if a finite cap on chains is used, as is typically done in practice. We will compare our new solvers against this algorithm, and others, in Section 3.3.

Constantino et al. [63] introduced the first two compact IP formulations for kidney exchange, where compact means that the counts of variables and constraints are polynomial in the size of the input. Their extended edge formulation was shown empirically to be effective in finding the optimal solution where the cycle cap is greater than 3, particularly on dense graphs. However, each of the compact formulations introduced in their work has a weaker linear program (LP) relaxation than the cycle formulation, discussed below, even in the absence of altruistic donors.

The EE-MTZ model due to Mak-Hau [151], another compact formulation, uses the variables and constraints of the extended edge formulation to model cycles and a variant of the Miller-Tucker-Zemlin model [160] for the traveling salesperson problem to model chains. The same paper introduces the exponentially-sized SPLIT-MTZ model, which adds redundant constraints to the edge formulation in order to tighten the LP relaxation (LPR).

3.1.2 Branch and price & the cycle formulation

Given a set of vertices $V = P \cup A$, the number of cycles of length at most $L$ is $O(|P|^L)$, the number of uncapped chains is exponential in $|P|$ if $A \neq \emptyset$, and the number of capped chains of length (here,
defined to be the number of constituent edges) at most \( K \) is \( O(|A||P|^K) \). Let \( \mathcal{C}(L, K) \) represent the set of cycles of length at most \( L \) and chains of length at most \( K \). With one decision variable per cycle and chain \( c \in \mathcal{C}(L, K) \), it is not clear that an integer program model cannot even be written to main memory—much less solved—for even moderately-sized graphs. Indeed, Abraham et al. [6] could not write down the full model for instances as small as 1000 patient-donor pairs for \( \mathcal{C}(3, 0) \), while Dickerson et al. [74]—the initial work discussed in Chapter 2—could not write down the full model for instances as small as 256 pairs with just 10 altruists for \( \mathcal{C}(3, 4) \). Thus, any solver must maintain at most a reduced model (i.e., subset of columns and rows in the constraint matrix) in memory.

Branch and price is a combination of standard branch and bound with column generation that searches for and proves the optimality of a solution to an IP while maintaining only a reduced model in memory [30]. For kidney exchange, the idea is as follows [6]. (We will loosely use “cycles” to refer to both cycles and chains, except when explicitly distinguished. This is consistent because both are represented as decision variables in the model, and because a chain is equivalent to a cycle with an additional “dummy” zero-weight back-edge to an altruistic donor.) First, start with some relatively small number of, or no, “seed” cycle variables in the model, and solve the linear program (LP) relaxation of this reduced model. Next, generate positive price cycles—variables that might improve the solution when brought into the model. For the maximum-weight clearing problem, the price of a cycle \( c \) is given by \( \sum_{(u,v) \in c} (w(u,v) - \delta_u) \), where \( \delta_u \) is the dual value of vertex \( u \) in the LP.

The pricing problem is to generate one or more positive price cycles to bring into the model, or prove that none exist. While any positive price cycles exist at the current node in the branch and bound search tree, optimality has not been proven for the LP. Solving the pricing problem can be expensive in its own right, as we discuss in Sections 3.2 and 3.3, and later in a more general model in Chapter 5. Once there are no more positive price cycles, if the LP solution is integral, optimality is proved at that node in the search tree. However, if the LP is fractional, branching occurs. Abraham et al. [6] branched on individual cycles \( c \), creating one subtree that includes \( c \) in the final solution and a second subtree that explicitly does not, and recursing in this way. (Our solvers in Section 3.3 will necessarily use more complex branching, when necessary.) These branches are then explored in depth-first order until a provably optimal solution is found.

A number of kidney exchange algorithms use the cycle formulation with branch and price [6, 75, 100, 134, 174]. These have been some of the fastest algorithms to date for the kidney exchange problem and are deployed in countries like the United States and the Netherlands; we will build on them in the succeeding chapters.

### 3.2 Pricing cycles and chains in deterministic kidney exchange

In this section, we discuss solving the pricing problem used in branch-and-price-based approaches to clearing large kidney exchanges. The pricing problem is to determine whether there exists a positive price (i.e., promising) column. Once no more positive price columns exist, optimality has been proven for that node in the branch-and-bound search tree, and the search can proceed further in the tree. Quickly solving the pricing problem at nodes in the search tree is important
for overall runtime. Recently, it was shown that determining whether a positive price \textit{cycle} exists can be solved in polynomial time \cite{100, 174}. Both Glorie et al. \cite{100} and Plaut et al. \cite{174} also use a variant of their cycle-pricing algorithms for chains. In this section, we show that not only are those latter algorithms incorrect, but the underlying problem—determining whether a positive price \textit{chain} exists—is, in fact, NP-complete.

### Related Publications

Initial versions of some of the work in this section appeared at AAAI-16, and an early version of the rest is available on arXiv; it is an ongoing collaboration between Plaut, Dickerson, and Sandholm \cite{174, 175}.

#### 3.2.1 The pricing problem in kidney exchange

We begin with the standard model of static, deterministic kidney exchange, which is modeled as a directed compatibility graph \( G = (V, E) \). In this section and the next, we explicitly partition the set of all vertices \( V \) into \( P \) and \( A \), where vertices in \( P \) represent patient-donor pairs and vertices in \( A \) represent altruistic donors (aka “non-directed donors”). Under this partitioning, for each \( u, v \in P \), the edge \((u, v)\) exists if the donor of pair \( u \) is compatible with the patient of pair \( v \). Similarly, for each \( a \in A \) and \( v \in P \), the edge \((a, v)\) exists if altruist \( a \) is compatible with the patient of pair \( v \). These edges may also have weights, representing the relative value of a potential transplant.

In this section and the next, formally, we define a chain as a path beginning at an altruist, and the length of a cycle or chain to be the number of \textit{edges} it contains. The weight of a cycle or chain is then the sum of its constituent edge weights.

As discussed informally in Section 3.1.2, the basic cycle formulation of the kidney exchange problem is defined as follows. Let \( C(L, K) \) be the set of all cycles of length at most \( L \) and chains of length at most \( K \). Then, given a binary indicator variable \( x_c \in \{0, 1\} \) for each \( c \in C(L, K) \), we must solve the following integer linear program:

\[
\max \sum_{c \in C(L, K)} w_c x_c \quad \text{s.t.} \quad \sum_{c : v \in c} x_c \leq 1 \quad \forall v \in V
\]

We now formally define the pricing problem in the context of kidney exchange. The pricing problem is to determine whether there exists a positive price cycle or chain. The price of a cycle or chain \( c \) is \( \sum_{(u,v) \in c} w_{(u,v)} - \sum_{v \in c} \delta_v \), where \( w_{(u,v)} \) is the weight of edge \((u, v)\), and \( \delta_v \) is the dual value of vertex \( v \) in the linear program (LP) relaxation. The initial branch-and-price-based formulation due to Abraham et al. \cite{6} solved the pricing problem by explicitly considering every possible cycle and chain via an exhaustive depth-first search, taking time exponential in \( \max \{L, K\} \). This became a problem in practice as \( K \) increased to allow for longer chains. Recently, Glorie et al. \cite{100} showed how determining whether a positive price cycle in the compatibility graph \( G = (V, E) \) exists is equivalent to finding a negative weight cycle in a \textit{reduced graph} \( G' = (V, E') \), where each edge \( e' = (u, v) \in E' \) exists if and only if \((u, v) \in E\), and \( e' \) has \textit{reduced weight} \( r_{(u,v)} = \delta_v - w_{(u,v)} \).
A similar equivalence holds for chains. We must be careful, however, since the number of vertices in a chain exceeds the number of edges by 1. We now define \( r_{(u,v)} \) as follows:

\[
\begin{align*}
  r_{(u,v)} &= \begin{cases} 
    \delta_v - w_{(u,v)} & u \in P \\
    \delta_u + \delta_v - w_{(u,v)} & u \in A
  \end{cases}
\end{align*}
\]

Since an outgoing edge from an altruist will only ever be used in a chain, this ensures that a chain has positive price in \( G \) if and only if it has negative weight in the reduced graph \( G' \).

### 3.2.2 Counterexample to two prior algorithms

In this section, we provide counterexamples to the pricing algorithms of both Glorie et al. [100] and the proposed fix to that algorithm by Plaut et al. [174]. Both previous algorithms use Bellman-Ford-style search in the reduced graph, initiated from each altruist as the source, to find negative-weight chains. Ideally, we would like to find the shortest paths using each vertex at most once, but this is NP-hard in the presence of negative cycles. As discussed by Plaut et al. [174], this is via reduction from the Hamiltonian cycle problem: set all edge weights to \(-1\) and ask if the shortest path from a source \( u \) to any neighbor \( v \) such that \((v, u) \in E\) is of weight \( 1 - |V| \). However, we need not find the shortest paths beginning at each altruist: we only need to determine whether there exists any negative path starting at any altruist.

In the presence of negative cycles, traditional Bellman-Ford may generate paths with internal loops, which are invalid in our context. Plaut et al. [174] handle this by preventing Bellman-Ford from looping during execution. As a result, the generated paths may not be the shortest, and a given negative chain may not be found.

The full pseudocode for the method of Plaut et al. [174] is given as Algorithm 1, and is an adaptation of the polynomial pricing algorithm provided by Glorie et al. [100]. In Algorithm 1, for a fixed source, let \( d_i(v) \) represent the computed distance from that source to \( v \) after the \( i \)th step of the algorithm, where \( d_0(v) \) represents the distances before any steps are performed. Distance is defined as the sum of the edge weights in the computed path. Let \( L \) and \( K \) be the maximum allowable cycle and chain lengths, respectively. Finally, let \( A \) be the set of altruist donors and let \( P \) be the set of donor-patient pairs. The function GETNEGATIVECYCLES is called with the reduced graph \( G = (V, E) \), cycle cap \( L \), and chain cap \( K \).

For the version of Algorithm 1 for cycles, Plaut et al. [174] show that although there may be negative cycles that are not found, at least one negative cycle will be found, if any exist. The proof of the version of the algorithm for chains (i.e., Algorithm 1 as written here) is incorrect in general, however, as it implicitly assumes that the chain length cap and cycle length cap are equal.

Plaut et al. [174] gave a counterexample to the algorithm of Glorie et al. [100]. Figure 3.1 gives a counterexample to the algorithm of Plaut et al. [174]; this is also a counterexample to the original algorithm due to Glorie et al. [100].

For cycle length cap \( L = 3 \) and chain length cap \( K = 5 \), there are no valid negative cycles in the reduced graph, and there is a single valid negative chain in the graph: \((a, p_5, p_2, p_3, p_4, p_1)\). Although \((p_1, p_2, p_3, p_4)\) is a cycle with negative weight, it exceeds the cycle length cap of \( L = 3 \), and thus is invalid.
Algorithm 1 (Incorrect) pricing of cycles and chains via an adapted Bellman-Ford search.

1: function GetNegativeCycles\((G = (V, E), L, K)\)
2: \(\mathcal{C} \leftarrow \emptyset\) \hspace{1cm} \(\triangleright\) Accumulator set for negative weight cycles
3: for each \(s \in V\) do
4: \(N \leftarrow s \in A? K - 1 : L - 1\) \hspace{1cm} \(\triangleright\) Set maximum step number based on chain or cycle cap
5: \(\text{pred}_0(v) = \emptyset \quad \forall v \in V\)
6: \(d_0(s) = 0\) \hspace{1cm} \(\triangleright\) Distance from source to source is zero
7: \(d_0(v) = \infty \quad \forall v \neq s \in V\) \hspace{1cm} \(\triangleright\) Distance at step 0 to other vertices is infinite
8: for \(i \in \{1, \ldots, N\}\) do
9: \(d_i(v) = d_{i-1}(v) \quad \forall v \neq s \in V\)
10: \(\text{pred}_i(v) = \text{pred}_{i-1}(v) \quad \forall v \neq s \in V\)
11: for each \((u, v) \in E\) do
12: if \(v \notin \text{TRAVERSEPREDs}(u, \text{pred}, i - 1)\) then \(\triangleright\) Avoid loops in path
13: if \(d_{i-1}(u) + w(u, v) < d_i(v)\) then \(\triangleright\) If this step decreases the distance to node
14: \(d_i(v) \leftarrow d_{i-1}(u) + w(u, v)\) \hspace{1cm} \(\triangleright\) Update to shorter distance
15: \(\text{pred}_i(v) \leftarrow (u, i - 1)\) \hspace{1cm} \(\triangleright\) Store correct predecessor
16: for each \(v \neq s \in V\) do \(\triangleright\) Find negative weight cycles with \(s\) as the source
17: if \(d_N(v) + w(v, s) < 0\) then
18: \(\mathcal{C} \leftarrow \mathcal{C} \cup \text{TRAVERSEPREDs}(v, \text{pred}, N)\)
19: return \(\mathcal{C}\)

20: function TRAVERSEPREDs\((v, \text{pred}, n)\)
21: \(c \leftarrow \emptyset\) \hspace{1cm} \(\triangleright\) Start with an empty list (representing a cycle or chain)
22: \(\text{curr} \leftarrow v\)
23: while \(\text{curr} \neq \emptyset\) do \(\triangleright\) Until we reach the source node ...
24: \(c \leftarrow c \cup \text{curr}\) \hspace{1cm} \(\triangleright\) Add predecessor to path
25: \((u, i) \leftarrow \text{pred}_n(\text{curr})\) \hspace{1cm} \(\triangleright\) Get predecessor of predecessor
26: \(\text{curr} \leftarrow u; \quad n \leftarrow i\)
27: return \(c\)

In the second iteration of the algorithm due to Plaut et al. [174], vertex \(p_2\) would store as its most promising predecessor the path \((a, p_1, p_2)\) with weight \(w[(a, p_1, p_2)] = 0\), instead of \((a, p_5, p_2)\) with less promising weight \(w[(a, p_5, p_2)] = 1\). However, this causes the algorithm to miss the overall negative chain that would be found otherwise at iteration 5, since it cannot reuse vertex \(p_1\) (and thus cannot use the sole negative-weight edge with sink \(p_1\)). Critically, even though the path \((a, p_5, p_2)\) was not promising at an earlier iteration, following it instead of the more immediately promising \((a, p_1, p_2)\) would have led to a negative-weight chain—in this case, the only negative-weight chain. The initial algorithm due to Glorie et al. [100] would also incorrectly return that no negative-weight chains exist, by similar reasoning.

This shows a correctness error in both the algorithms of Glorie et al. [100] and the proposed fix due to Plaut et al. [174]. Next, we show that, in general, such polynomial-time approaches are
Figure 3.1: Example where the algorithm of Plaut et al. [174] fails to find a negative chain for \( L = 3 \) and \( K = 5 \), although one exists. Here, vertex \( a \) is an altruist \((a \in A)\) and the rest of the vertices are incompatible donor-patient pairs \((\{p_1, \ldots, p_5\} \in P)\).

3.2.3 Main result: this form of pricing is not possible in polynomial time

We define the negative chain problem as follows: given a directed graph \( G = (V, E) \), where \( V = P \cup A \), is there a path through \( P \) (using each vertex at most once) of negative weight, using at most \( K \) edges, and starting at some vertex \( a \in A \)? We call such a path a negative chain.

**Theorem 2.** The negative chain problem is NP-complete.

**Proof.** The negative chain problem is trivially in NP: simply sum the edge weights in a proposed path and check its sign. To show NP-hardness, we reduce from the directed Hamiltonian path problem. Given some graph \( H = (V, E) \), the directed Hamiltonian path problem asks whether there exists a directed path that visits each vertex exactly once. Let \( n = |V| \) and \( V = \{v_1, \ldots, v_n\} \).

Construct the graph \( G \) as follows: set \( w_e = -1 \) for each \( e \in E \), and add a vertex \( a \) with an edge \((a, v)\) with \( w_{(a,v)} = n - 2 \) for each \( v \in V \). Figure 3.2 gives an example of the construction of the graph \( G \). Let \( P = V \), \( A = \{a\} \), and \( K = n \).

Figure 3.2: Example construction for the proof of Theorem 2.

Suppose \( h \) is a Hamiltonian path in \( H \) starting at \( v_i \). Let \( c = (a, v_i) \cup h \). Since \( h \) has exactly \( n - 1 \) edges, \( c \) contains \( n \) edges, thereby satisfying the length constraint. Since \( h \) visits each \( v \in V \)
exactly once and never visits \(a\), \(c\) visits each vertex in \(G\) at most once. Finally, since \(h\) has weight \(1 - n\), \(c\) has weight \(n - 2 + 1 - n = -1\). Therefore \(c\) is a negative chain in \(G\).

Suppose \(c\) is a negative chain in \(G\). Then \(c\) must begin at \(a\), so we can write \(c = (a, v_i) \cup h\), for some \(v_i \in V\) and path \(h\). Let \(m\) be the number of edges in \(h\). Then \(w_c = n - 2 - m\). Since \(w_c < 0\), we have \(m > n - 2\). Since \(c\) can use each vertex at most once, we have \(m \leq n - 1\). Therefore \(m = n - 1\). Because \(c\) visits each vertex at most once, \(h\) visits each vertex at most once. Since \(h\) has \(n - 1\) edges, \(h\) visits every vertex in \(V\) exactly once, making it a valid Hamiltonian path in \(H\).

The general pricing problem (where both cycles and chains are included) is to determine whether there exists a positive price (negative weight) cycle of length at most \(L\) or a positive price (negative weight) chain of length at most \(K\). Note that solving the general pricing problem does not necessarily solve the negative chain problem. If \(X\) is the set of negative chains and \(Y\) is the set of negative cycles, the general pricing problem is to determine whether \(X \cup Y = \emptyset\). The negative chain problem is to determine whether \(X = \emptyset\): however, determining whether \(X \cup Y = \emptyset\) does not necessarily determine whether \(X = \emptyset\).

To show that the general pricing problem is NP-hard, we modify the above construction by expanding each edge in \(H\) to a series of \(\max(L, 1)\) edges whose weights sum to \(-1\). Then any cycle in \(G\) has length at least \(2L\), which violates the length constraint for \(L \geq 2\). For \(L < 2\), there are no valid negative cycles regardless. Since there are no valid negative cycles in \(G\), the general pricing problem becomes equivalent to the negative chain problem. Finally, we set \(K = n \cdot \max(L, 1)\) to ensure that any chain satisfying the length cap in the original construction remains valid. Therefore, the general pricing problem is also NP-hard. Since the general pricing problem is also trivially in NP, it is NP-complete.

### 3.2.4 Hardness in the branch and price context

The negative chain problem in general is NP-complete. However, it could be that the instances which arise in the branch and price context necessarily have a certain structure, and form a subclass which is not NP-complete. We now show that this is not the case.

**Theorem 3.** The negative chain problem, restricted to instances which occur in a kidney exchange branch and price search tree, is NP-complete.

**Proof.** The problem remains trivially in NP. For NP-hardness, we will show that the hardness proof of Theorem 2 can be achieved using only instances that occur as reduced graphs in branch and price search trees for kidney exchange instances.

For an arbitrary graph \(H = (V, E)\), where \(V = \{v_1...v_n\}\), construct \(G\) as in the proof of Theorem 2. Construct the graph \(G'\) as follows: starting from \(G\), add vertices \(p_1\) and \(p_2\), and add edges \((a, p_1)\) and \((a, p_2)\), each with weight \(0\). Set \(P = V \cup \{p_1, p_2\}\), \(A = \{a\}\), and \(K = n\). This adds exactly two chains to \(G\), both with weight \(0\). Thus the set of negative chains remains unchanged. Therefore using \(G'\) instead of \(G\) in the proof of Theorem 2 preserves correctness.

Construct the kidney exchange instance (not a reduced graph) \(G_0\) as follows: use the same vertices and edges as \(G'\), set \(w(a, p_1) = w(a, p_2) = n - 1\), and set all other edge weights to \(1\).
Figure 3.3 gives an example of the construction of the graph $G_0$. We will now show that $G_0$ yields $G'$ as a reduced graph.

![Figure 3.3](image)

**Figure 3.3:** An instance of a kidney exchange compatibility graph that could arise in practice and that yields a reduced graph equivalent to that used in the proof of Theorem 2.

The weights in the reduced graph depend on the dual values in the LP. The dual value of a constraint is equal to the increase in the objective value of the LP optimum if that constraint were relaxed by one unit, while all other constraints remain unchanged. In our case, each constraint corresponds to a particular vertex, and ensures that that vertex is used at most once. The dual value of vertex $v$ refers to the dual value of the constraint corresponding to vertex $v$. Therefore the dual value of a vertex $v$ is the potential increase in the LP objective value if $v$ were allowed to be used at most twice, instead of at most once.

At the root of the search tree, if the only variables in the initially-seeded reduced model are the two chains $(a,p_1)$ and $(a,p_2)$, any optimal solution to the LP is either $\{(a,p_1)\}$, $\{(a,p_2)\}$, or a convex combination of the two. The LP objective value is $n - 1$. If vertex $a$ could be used twice instead of once, both $(a,p_1)$ and $(a,p_2)$ could be fully included in the solution, increasing the objective value by $n - 1$ to $2n - 2$. Therefore, the dual value of vertex $a$ is $n - 1$. Since none of vertices $\{v_1, \ldots, v_n\}$ are used by any variable in the model, allowing them to be used more than once would have no effect on the objective value of the LP. Therefore, $\delta_{v_i} = 0$ for $1 \leq i \leq n$. Similarly, $p_1$ and $p_2$ each appear in a single chain, so allowing them to be used multiple times would yield no benefit. Therefore $\delta_{p_1} = \delta_{p_2} = 0$.

Recall that the weight of an edge $(u,v)$ in the reduced graph is $r_{(u,v)} = \delta_v - w_{(u,v)}$ if $u \in P$, and $r_{(u,v)} = \delta_u + \delta_v - w_{(u,v)}$ if $u \in A$. Therefore $r_{(a,p_1)} = \delta_a + \delta_{p_1} - w_{(a,p_1)} = n - 1 + 0 - (n - 1) = 0$. By symmetry, $r_{(a,p_2)} = 0$. For each $e = (v_i, v_j) \in E$, $r_e = \delta_{v_j} - w_e = 0 - 1 = -1$. Finally, $r_{(a,v_i)} = \delta_a + \delta_{v_i} - w_{(a,v_i)} = n - 1 + 0 - 1 = n - 2$. Therefore $G_0$ yields $G'$ as a reduced graph.

Therefore, the negative chain problem, even restricted to instances which occur in a kidney exchange branch and price search tree, is NP-complete.

The proof of Theorem 3 relies on weighted edges, so one may wonder if this result extends to the unweighted case, where every edge in a kidney exchange instance has weight 1. The kidney exchange instance $G_0$ can be made unweighted by expanding each edge $e$ with weight $w_e > 1$—in this case, just $(a,p_1)$ and $(a,p_2)$—to $w_e$ edges, each with weight 1. This is possible because all edge weights in $G_0$ are integers. An example of this construction is given in Figure 3.4.
Figure 3.4: Translation of the weighted compatibility graph of Figure 3.3 to an unweighted version; the proof of Theorem 3 then applies to this case almost directly.

Allowing vertex $a$ to be used twice instead of once would still increase the LP objective value by $n - 1$, keeping the dual value of vertex $a$ unchanged. Thus, the set of negative chains remains unchanged, so this modification preserves the correctness of the proof of Theorem 3. Therefore the result of Theorem 3 holds even if only unweighted kidney exchange instances are considered.

### 3.2.5 Implications

We discussed branch-and-price-based approaches to the kidney exchange problem, and showed that solving the pricing problem for chains, and thereby the pricing problem for cycles and chains jointly, is NP-complete. This shows a correctness error in two leading branch-and-price-based solvers. The results apply to other barter exchanges as well, as long as they use chains (potentially with cycles as well).

Our hardness results show that a different approach for handling chains is necessary. Next, we introduce models where chains are represented by position-indexed edge variables. Since there are only a polynomial number of edge variables, they can be fully enumerated, removing the need for branch and price for chains. Cycles in these models can still be handled via branch and price, or via a different scheme.

### 3.3 Position-indexed formulations for kidney exchange

This section presents new scalable integer-programming-based approaches to optimally clearing large kidney exchanges, including two models which can comfortably handle chain caps greater than 10 for pools of sizes substantially larger than those in, e.g., Chapter 2. We focus specifically on the realistic setting of small cycle caps $L$ and large—but finite—chain caps $K$. We introduce three integer program formulations for the kidney exchange problem, two of which are compact. Model size (i.e., memory footprint) often constrains today’s kidney exchange solvers; critically, our models are typically much smaller than the prior state of the art while managing to maintain tight linear program relaxations (LPRs)—which in practice is quite important to proving optimality quickly.
In Section 3.3.1, we introduce the position-indexed edge formulation (PIEF), a model for the kidney exchange problem with only cycles that is substantially smaller than, yet has an LPR equivalent to, the model with the tightest LPR for the cycles-only version of the problem [6, 188]. Section 3.3.1 presents the position-indexed chain-edge formulation (PICEF) which compactly brings chains into the model via a polynomial number of decision variables; the number of cycle decision variables is exponential in just the maximum cycle length (which is typically only 3 or 4 in fielded exchanges). To address that latter exponential reliance on the cycle length, we also present a branch-and-price-based implementation of PICEF. Finally, in Section 3.3.3 we present the hybrid position-indexed edge formulation (HPIEF), which combines PIEF and PICEF to yield a compact formulation.

Throughout, we prove new results regarding the tightness of the LPRs of our models relative to the current state of the art. The tightness of these relaxations hints that our formulations will be competitive in practice; toward that end, we provide extensive experimental evidence that they are. In particular, we show that at least one of PICEF and HPIEF is faster than the best solver from all those provably-optimal solvers contributed in earlier papers that we evaluated in 96.41% of instances considered, with the speed-ups being most evident for larger instance sizes and larger chain caps. In Section 3.3.5, we use real and generated data from two nationwide kidney exchange programs—one in the UK, and one in the US—to compare our formulations against other competitive solvers [6, 16, 134, 174]. Our new formulations are on par or faster than all other solvers, outperforming all other solvers by orders of magnitude on many problem instances.

Finally, while we focus on the maximum-cardinality and maximum-weight cycle and chain cover problems here, we note that our models can be extended to work with alternative objects. One alternative objective for the kidney exchange problem is maximizing the expected number of transplants subject to post-match edge and vertex failures [12, 75, 172]; we describe how our model can be extended to this setting at the end of this chapter. Some fielded exchanges like those in the UK and the Netherlands use lexicographic optimization of a hierarchy of objectives [100, 152]; we note that our models would work under simple augmentation in these settings as well.

### Related Publications

Some of the work in this section appeared at EC-16, and the rest can be found on arXiv; it is a collaboration between Dickerson, Manlove, Plaut, Sandholm, and Trimble [80, 81].

We especially would like to thank Ross Anderson, Kristiaan Glorie, Xenia Klimentova, Nicolau Santos, and Ana Viana for valuable discussions regarding this work and for making available their kidney exchange software for the purposes of conducting our experimental evaluation in Section 3.3.4.

### 3.3.1 PIEF: Position-Indexed Edge Formulation

We begin by presenting the first of our three new IP formulations, the position-indexed edge formulation (PIEF). PIEF is a natural extension of the extended edge formulation (EEF) of Constantino et al. [63]. For this formulation, we assume that the problem instance contains no altruistic donors;
HPIEF (the hybrid PIEF) in Section 3.3.3 is a compact generalization of this formulation which can be used for instances with altruistic donors.

The PIEF, like the EEF, uses copies of the underlying compatibility digraph $G = (V, E)$. For each vertex $l \in V$, let $G^l = (V^l, E^l)$ be the subgraph of $G$ induced by $\{i \in V : i \geq l\}$. The PIEF ensures that at most one cycle is selected in each copy, and that a cycle selected in graph copy $G^l$ must contain vertex $l$.

The first directed graph in Figure 3.5 is an instance with four patients which we will use as an example in this section. The figure shows graph copies $G^1 (= G)$, $G^2$, and $G^3$. The remaining graph copy, $G^4 = (\{4\}, \emptyset)$, contains no edges and is not shown.

The main innovation of the PIEF formulation is the use of edge positions to index variables; the position of an edge in a cycle is defined as follows. Let $c = (e_1, \ldots, e_{|c|})$ be a cycle represented as a list of edges in $E$. Further, assume that we use the unique representation of $c$ such that $e_1$ leaves the lowest-numbered vertex involved in the cycle. For $1 \leq i \leq |c|$, we say that $e_i$ has position $i$.

We define $K(i,j,l)$, the set of positions at which edge $(i,j)$ is permitted to be selected in a cycle in graph copy $G^l$. For $i,j,l \in V$ such that $(i,j) \in E^l$, let

$$K(i,j,l) = \begin{cases} 
\{1\} & \text{if } i = l \\
\{2, \ldots, L-1\} & \text{if } i,j > l \\
\{2, \ldots, L\} & \text{if } j = l.
\end{cases}$$

Thus, an edge may be selected at position 1 in graph copy $l$ if and only if it leaves vertex $l$, and any edge selected at position $L$ in graph copy $l$ must enter $l$.

Now, create a set of binary decision variables as follows. For $i,j,l \in P$ such that $(i,j) \in E^l$, create variable $x^l_{ijk}$ for each $k \in K(i,j,l)$. Variable $x^l_{ijk}$ takes the value 1 if and only if edge $(i,j)$ is selected at position $k$ of a cycle in graph copy $G^l$. Returning to our example instance and letting $L = 3$, we give $x^1_{342}$ as an example of a variable in the model; this represents the edge $(3,4)$ being used in position 2 of a cycle in graph copy 1. In full, the set of variables created for this instance is $x^1_{121}, x^1_{122}, x^1_{212}, x^1_{213}, x^1_{232}, x^1_{342}, x^1_{412}, x^1_{413}, x^1_{422}, x^1_{432}$ (in graph copy $G^1$), $x^2_{231}, x^2_{342}, x^2_{422}, x^2_{423}, x^2_{432}$ (in graph copy $G^2$), $x^3_{341}, x^3_{342}, x^3_{343}$ and $x^3_{433}$ (in graph copy $G^3$).
The following integer program finds the optimal cycle packing.

\[
\text{max} \quad \sum_{l \in V} \sum_{(i,j) \in E^l} \sum_{k \in K(i,j,l)} w_{ij} x_{ijk}^l \\
\text{s.t.} \quad \sum_{l \in V} \sum_{j: (j,i) \in E^l} \sum_{k \in K(j,i,l)} x_{jik}^l \leq 1 \quad i \in V \\
\sum_{j: (j,i) \in E^l \land k \in K(j,i,l)} x_{ijk}^l = \sum_{j: (i,j) \in E^l \land k+1 \in K(i,j,l)} x_{i,j,k+1}^l \quad i \in \{l+1, \ldots, n\}, \quad k \in \{1, \ldots, L-1\} \\
x_{ijk}^l \in \{0, 1\} \quad l \in V, (i,j) \in E^l, k \in K(i,j,l) 
\]

The objective (3.1a) is to maximize the weighted sum of selected edges. Constraint (3.1b) is the capacity constraint for vertices: for each vertex \(i \in V\), there must be at most one selected edge whose target is \(i\). Constraint (3.1c) is the flow conservation constraint. For each graph copy \(G^l\), each vertex \(i\) in \(G^l\) except the lowest-numbered vertex, and each edge position \(k < L\), the number of selected edges at position \(k\) with target \(i\) is equal to the number of selected edges at position \(k+1\) with source \(i\). Constraint (3.1d) ensures that no fractional solutions are selected. Theorem 17 in Section A.1.1 establishes the correctness of the PIEF model.

We note that PIEF is not the first IP model for a directed-graph program to use position-indexed variables; Vajda [216] uses position-indexed variables for subtour elimination in a model for the traveling salesman problem (TSP). Vajda’s model is substantially different from the PIEF; most notably, graph copies are not required for Vajda’s model because any TSP solution contains exactly one cycle.

**Further reducing the size of the basic PIEF model**

We now present methods for reducing the size of the PIEF model while maintaining provable optimality. These reductions are performed as a polynomial-time preprocess (prior to solving the NP-hard kidney exchange clearing problem), and thus may result in practical run time improvements.

**Basic reduced PIEF.** In typical problem instances, there are many \((i,j,k,l)\) tuples such that \(x_{ijk}^l\) takes the value zero in any assignment that satisfies constraints (3.1b)-(3.1d). For example, suppose that \(L = 4\) and that Figure 3.6 is graph copy \(G^1\). Edge \((6,7)\) cannot be chosen at position 3 of a cycle, since the edge only appears in one cycle and it is at position 2 of that cycle. Hence, if we could eliminate variable \(x_{673}^1\) from the integer program it would not change the optimal solution. Similarly, all variables for the edge \((3,4)\) within this graph copy could be eliminated, since this edge does not appear in any cycle of length less than 5.

Following the approach used by Constantino et al. [63] for the extended edge formulation, we eliminate variables as follows. For \(i, j \in V^l\), let \(d_{ij}^l\) be the length of the shortest path in terms of
edges from \( i \) to \( j \) in \( G^l \). For \((i, j) \in E^l\), let

\[
\mathcal{K}^\text{red}(i, j, l) = \{ k : 1 \leq k \leq L \land d^l_{li} < k \land d^l_{jl} \leq (L - k) \}.
\]

For any \( k \notin \mathcal{K}^\text{red}(i, j, l) \), no cycle in graph copy \( G^l \) of length less than or equal to \( L \) contains \((i, j)\) at position \( k \), since either there is no sufficiently short path from \( l \) to \( i \) or there is no sufficiently short path from \( j \) to \( l \). Note that \( \mathcal{K}^\text{red}(i, j, l) \subseteq \mathcal{K}(i, j, l) \). We can substitute \( \mathcal{K}^\text{red}(i, j, l) \) for \( \mathcal{K}(i, j, l) \) in (3.1a)-(3.1d), yielding a smaller integer program—\textit{PIEF-reduced (PIEFR)}—with the same optimal solution.

Elimination of variables at position 1 and \( L \): the \textit{PIEFR}² formulation. In the PIEFR model with \( L \geq 3 \), variables at position 1 are redundant, since \( x^l_{ij1} = 1 \) if and only if \( x^l_{ij2} = 1 \) for some \( i \). Similarly, variables at position \( L \) are redundant; \( x^l_{jiK} = 1 \) if and only if \( x^l_{ji(K-1)} = 1 \) for some \( i \). We can eliminate variables at positions 1 and \( L \) from PIEFR as follows. Define a modified weight function \( w' \): for all \( i, j, l \in P \) such that \((i, j) \in E^l\) and all \( k \in \{2, \ldots, L - 1\} \), let

\[
w'(i, j, k, l) = \begin{cases} 
  w_{ij} + w_{li} & k = 2 \\
  w_{ij} + w_{jl} & k = L - 1 \\
  w_{ij} & \text{otherwise.}
\end{cases}
\]

With this weight function, a selected edge \((i, j)\) at position 2 of a cycle in \( E^l \) contributes to the objective value its own weight plus the weight of the implicitly selected edge \((l, i)\). An edge \((i, j)\) at position \( L - 1 \) of a cycle in \( E^l \) contributes its own weight plus the weight of the implicitly selected edge \((j, l)\).

For \( i, j, l \in P \) such that \((i, j) \in E^l\), define the restricted set of permitted edge positions:

\[
\mathcal{K}^\text{red}^2(i, j, l) = \mathcal{K}^\text{red}(i, j, l) \setminus \{1, L\}.
\]

For \( i, j, l \in P \) such that \((i, j) \in E^l\), and for each \( k \in \mathcal{K}^\text{red}^2(i, j, l) \), create a binary variable \( x^l_{ijk} \).
The following IP, denoted PIEFR$^2$ (PIEF reduced twice), is solved.

$$\begin{align*}
\max & \quad \sum_{l \in V} \sum_{(i,j) \in E^l} \sum_{k \in K_{red}^2 (i,j,l)} w'(i,j,k,l)x_{lijk} \\
\text{subject to} \quad & (3.2a) \\
\sum_{l \in V} \left( \sum_{j: (j,i) \in E^l \land k \in K_{red}^2 (j,i,l)} x^l_{jik} + \sum_{j: (i,j) \in E^l \land 2 \in K_{red}^2 (i,j,l)} x^l_{ij2} \right) + \sum_{h,j: h \neq i \land (h,j) \in E^l \land K-1 \in K_{red}^2 (h,j,i)} x^l_{hj(L-1)} & \leq 1 \quad i \in V \\
\sum_{j: (j,i) \in E^l \land k \in K_{red}^2 (j,i,l)} x^l_{jik} & = \sum_{j: (i,j) \in E^l \land k+1 \in K_{red}^2 (i,j,l)} x^l_{i,j,k+1} \quad l \in V, i \in \{l+1, \ldots, n\}, k \in \{2, \ldots, L-2\} \\
x^l_{ijkl} & \in \{0, 1\} \quad l \in V, (i,j) \in E^l, k \in K_{red}^2 (i,j,l) \quad (3.2d)
\end{align*}$$

The constraints of PIEFR$^2$ differ from those of PIEFR (3.1b-3.1d) in the following two respects. First, the second term in parentheses in the PIEFR$^2$ capacity constraint for vertex $i$ (3.2b) ensures that any selected edge $(i,j)$ at position 2 of a cycle in $G^l$ counts towards the capacity for $i$, since it is implicit that the edge $(l,i)$ is also chosen. The final term on the left-hand side of constraint (3.2b) serves the same function for selected edges at position $L-1$, since an edge at position $L$ is implicitly chosen. Second, the flow conservation constraint (3.2c) is not required for $k \in \{1, L-1\}$, since edges at positions 1 and $L$ are not modeled explicitly in PIEFR$^2$.

**Vertex-ordering heuristic.** We can reduce the number of variables in the reduced PIEF model by carefully choosing the order of vertex labels in the digraph $G$. We have found that relabelling the vertices in descending order of total degree is an effective heuristic to this end. To estimate the effect of this ordering heuristic on model size, we generated the PIEFR$^2$ model for each of the ten PrefLib instances [154] with 256 vertices and no altruistic donors—these were generated in accordance with the dense model of Saidman et al. [191]. The heuristic reduced the variable count by a mean of 38 percent, and reduced the constraint count by a mean of 60 percent.

**PIEF has a tight LPR**

We now compare the LPR bound of PIEF to those of other popular IP models. The tightness of an LPR is typically viewed as a proxy for how well an IP model will perform in practice, due to the important role the relaxation plays in modern branch-and-bound-based tree search. In this section, we compare the LPR of PIEF against the IP formulation with the tightest LPR, the cycle formulation due to Abraham et al. [6] and Roth et al. [188]; we also note that the formulation is equivalent to that due to Anderson et al. [16] if chains are disallowed. While the number of decision variables in the cycle formulation model is exponential in the cycle cap $L$, PIEF maintains an LPR that is just as tight, but has far fewer variables if $L > 3$.
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We now show that the LPR of PIEF is exactly as tight as that of the cycle formulation. Formally, if $A$ and $B$ are two IP formulations for the kidney exchange problem, we write that $A$ weakly dominates $B$, denoted $Z_A \preceq Z_B$, if for every problem instance, the LPR objective value under $A$ is no greater than the LPR objective value under $B$. Further, we say that $A$ strictly dominates $B$, denoted $Z_A \prec Z_B$, if $Z_A \preceq Z_B$ and for some problem instance, the LPR objective value under $A$ is strictly smaller than the LPR objective value under $B$. Finally, we write $Z_A = Z_B$ if $Z_A \preceq Z_B$ and $Z_B \preceq Z_A$. The following result is proved in Appendix A.1.2.

Theorem 4. $Z_{CF} = Z_{PIEF}$ (without chains).

### 3.3.2 PICEF: Position-Indexed Chain-Edge Formulation

Our second new IP formulation, PICEF, uses a variant of PIEF for chains, and—like the cycle formulation—uses one binary variable for each cycle. The idea of using variables for edges in chains and a variable for each cycle was introduced in the PC-TSP-based algorithm of Anderson et al. [16]. The innovation in our IP model is the use of position indices on edge variables, which results in polynomial counts of constraints and edge-variables; this is in contrast to the exponential number of constraints in the PC-TSP-based model.

Unlike PIEF, PICEF does not require copies of $G$. Intuitively, this is because a chain is a simpler structure than a cycle, with no requirement for a final edge back to the initial vertex.

We define $K'(i, j)$, the set of possible positions at which edge $(i, j)$ may occur in a chain in the compatibility graph $G$. For $i, j \in V$ such that $(i, j) \in E$,

$$K'(i, j) = \begin{cases} \{1\} & i \in A \\ \{2, \ldots, L\} & i \in P. \end{cases}$$

Thus, any edge leaving an altruistic donor can only be in position 1 of a chain, and any edge leaving a patient vertex may be in any position up to the cycle-length cap $L$, except 1.

For each $(i, j) \in E$ and each $k \in K'(i, j)$, create variable $y_{ijk}$, which takes value 1 if and only if edge $(i, j)$ is selected at position $k$ of some chain. For each cycle $c$ in $G$ of length up to $L$, define a binary variable $z_c$ to indicate whether $c$ is used in a packing.

For example, consider the instance in Figure 3.7, in which $|A| = 2$ and $|P| = 4$. Suppose that $L = 3$ and $K = 4$, and suppose further that each edge has unit weight. The IP model includes variables $y_{131}$, $y_{141}$, and $y_{241}$, corresponding to edges leaving altruistic donors. For each $k \in 2, 3, 4$, the model includes variables $y_{34k}$, $y_{45k}$, $y_{56k}$, $y_{64k}$, and $y_{65k}$, corresponding to edges between donor-patient pairs at position $k$ of a chain. Finally, the model includes $z_c$ variables for the cycles $((4, 5), (5, 6), (6, 4))$ and $((5, 6), (6, 5))$.

![Figure 3.7: An instance with $|A| = 2$ and $|P| = 4$](image)
The following IP is solved to find a maximum-weight packing of cycles and chains.

$$\begin{align*}
\text{max} & \quad \sum_{(i,j) \in E} \sum_{k \in K'} w_{ij} y_{ijk} + \sum_{c \in C(L,0)} w_c z_c \\
\text{s.t.} & \quad \sum_{j : (j,i) \in E} \sum_{k \in K' \cup \{i\}} y_{ijk} + \sum_{c \in C} z_c \leq 1 \quad i \in P \\
& \quad \sum_{j : (i,j) \in E} y_{ij} \leq 1 \quad i \in A \\
& \quad \sum_{j : (j,i) \in E \land k \in K'} y_{ijk} \geq \sum_{j : (i,j) \in E} y_{i,j,k+1} \quad i \in P, \quad k \in \{1, \ldots, L - 1\} \\
& \quad y_{ijk} \in \{0, 1\} \quad (i, j) \in E, k \in K'(i, j) \\
& \quad z_c \in \{0, 1\} \quad c \in C(L, 0)
\end{align*}$$

Inequality (3.3b) is the capacity constraint for patients: each patient vertex is involved in at most one chosen cycle or incoming edge of a chain. Inequality (3.3c) is the capacity constraint for altruists: each altruist vertex is involved in at most one chosen outgoing edge. The flow inequality (3.3d) ensures that patient-donor pair vertex $i$ has an outgoing edge at position $k + 1$ of a selected chain only if $i$ has an incoming edge at position $k$; we use an inequality rather than an equality since the final vertex of a chain will have an incoming edge but no outgoing edge. Theorem 18 in Section A.2.1 establishes the correctness of the PICEF model.

We now give an example of each of the inequalities (3.3b–3.3d) for the instance in Figure 3.7. For $i = 4$, the capacity constraint (3.3b) ensures that $y_{141} + y_{241} + y_{342} + y_{343} + y_{344} + z_{((4,5),(5,6),(6,4))} \leq 1$. For $i = 1$, the altruist’s capacity constraint (3.3c) ensures that $y_{131} + y_{141} \leq 1$. For $i = 5$ and $k = 2$, the chain flow constraint (3.3d) ensures that $z_{452} + z_{562} \geq z_{563}$; that is, the outgoing edge $(5, 6)$ can only be selected at position 3 of a chain if an incoming edge to vertex 5 is selected at position 2 of a chain.

In our example in Figure 3.7, the optimal objective value is 4. One satisfying assignment that gives this objective value is $y_{131} = y_{342} = z_{((5,6),(6,5))} = 1$, with all other variables equal to zero.

**Practical implementation of the PICEF model**

We now discuss methods for the practical implementation of PICEF, first by reducing the number of decision variables via a polynomial-time preprocess, and second by tackling the large number of decision variables for cyclic exchanges via a branch-and-price-based transformation of the model.

**Reduced PICEF.** We can reduce the PICEF model using a similar approach to the PIEF reduction in Section 3.3.1. For $i \in P$, let $d(i)$ be length of the shortest path in terms of edges from some $j \in A$ to $i$. Since any outgoing edge from $i$ cannot appear at position less than $d(i) + 1$ in a chain, we can replace $K'$ in PICEF with $K'^\text{red}$, defined as follows:
\[ K^\text{red}(i, j) = \begin{cases} \{1\} & i \in A \\ \{d(i) + 1, \ldots, K\} & i \in P. \end{cases} \]

**A branch and price implementation of PICEF.** We now discuss a method for scaling PICEF to graphs with high cycle caps, or large graphs with many cycles; this method maintains the full set of edge decision variables, but only incrementally considers those corresponding to cycles.

Formally, for \( V = P \cup A \), the number of cycles of length at most \( L \) is \( O(|P|^L) \), making explicit representation and enumeration of all cycles infeasible for large enough instances, as we discussed earlier in this chapter. With one decision variable per cycle, Abraham et al. [6] could not even write the full integer program in memory for instances as small as 1000 pairs, and—once chains were introduced into the picture—our experimental work in Chapter 2 could not even scale to substantially smaller pools.

Section 3.2 discussed how recent work by Glorie et al. [100], and a proposed bugfix to that work by Plaut et al. [174], were both incorrect for the general problem of pricing both cycles and chains. However, those algorithms are correct for pricing only cycles. In the case of PICEF, we need only price cycles; the number of variables and constraints needed to represent chains is polynomial in the input size and thus that part of the model can be represented in memory completely. Thus, we are able to directly plug in cycle-only pricing algorithms to create a branch and price implementation of PICEF—which we do in our experimental section. Appendix A.4.3 gives the correct version of that cycle pricer as Algorithm 4.

**The LPR of PICEF is not as tight**

As an analogue to Section 3.3.1, we now compare the LPR of PICEF against the cycle formulation LPR. Unlike in the PIEF case, where Theorem 4 showed an equivalence between the two models’ relaxations, we show that PICEF’s relaxation can be looser than that of the cycle formulation. Theorem 5 gives a simple construction showing this, while Theorem 6 presents a family of graphs on which PICEF’s LPR is arbitrarily worse than that of the cycle formulation. The proofs of both of these results are contained in Section A.2.2.

**Theorem 5.** \( Z_{CF} \prec Z_{PICEF} \) (with chains).

Indeed, Theorem 6 shows that the ratio between the optimum objective value for the relaxations of PICEF and the cycle formulation can be made arbitrarily large.

**Theorem 6.** Let \( z \in \mathbb{R}^+ \) be given. There exists a problem instance for which \( Z_{PICEF}/Z_{CF} > z \), where \( Z_{PICEF} \) is the objective value of the LPR of PICEF and \( Z_{CF} \) is the objective value of the LPR of the cycle formulation.

While the results of Theorems 5 and 6 may be disheartening, in the following section, we give experimental evidence that PICEF (as well as its branch-and-price-based interpretation) perform extremely competitively on real and generated data.
### 3.3.3 HPIEF: A hybrid formulation

In this section, we present a compact generalization of the PIEF model to kidney exchange graphs with altruistics donors (also called non-directed donors). This stands in contrast to the PIEF formulation, which has polynomial counts of constraints and edge variables, but an exponential number of cycle variables. By replacing the cycle variables in PICEF with the variables from PIEF and modifying the constraints accordingly, we can create a compact formulation, the \textit{hybrid PIEF} (HPIEF). Let the variables $x_{ijl}$ and the index set $\mathcal{K}(i,j,l)$ be defined as in PIEF. Let the variables $y_{ijk}$ and the index set $\mathcal{K}(i,j)$ be defined as in PICEF. The HPIEF integer program is as follows.

$$\max \sum_{l \in P} \sum_{(i,j) \in E^l} \sum_{k \in \mathcal{K}(i,j,l)} w_{ij} x_{ijl} + \sum_{(i,j) \in E} \sum_{k \in \mathcal{K}(i,j)} w_{ij} y_{ijk}$$  \hspace{1cm} (3.4a)

subject to $\sum_{l \in P} \sum_{j:(j,i) \in E^l} \sum_{k \in \mathcal{K}(j,i,l)} x_{ijk} + \sum_{j:(j,i) \in E} \sum_{k \in \mathcal{K}(j,i)} y_{jik} \leq 1$ $i \in P$  \hspace{1cm} (3.4b)

Constraints (3.1c), (3.3c), and (3.3d)

$$x_{ijl} \in \{0, 1\} \hspace{1cm} l \in P, (i,j) \in E^l, k \in \mathcal{K}(i,j,l)$$  \hspace{1cm} (3.4c)

$$y_{ijk} \in \{0, 1\} \hspace{1cm} (i,j) \in E, k \in \mathcal{K}(i,j)$$  \hspace{1cm} (3.4d)

Inequalities (3.4b) and (3.3c) are the capacity constraints for patients and altruistic donors respectively.

The reductions described in Sections 3.3.1 and 3.3.1 can also be applied to the $x_{ijl}$ in HPIEF.

### 3.3.4 Experimental comparison of state-of-the-art kidney exchange solvers

In this section, we compare implementations of our new models against existing state-of-the-art kidney exchange solvers. To ensure a fair comparison, we received code from the author of each solver that is not introduced in this chapter. We compare run times of the following state-of-the-art solvers:

- BNP-DFS, the original branch-and-price-based cycle formulation solver due to Abraham et al. [6];
- BNP-POLY, a branch-and-price-based cycle formulation solver with pricing due to Glorie et al. [100] and Plaut et al. [174];\(^1\)
- CG-TSP, a recent IP formulation based on a model for the prize-collecting traveling salesman problem, with constraint generation [16];
- PICEF, the model from Section 3.3.2 of this chapter;

\(^1\)Section 3.2 of this chapter showed a correctness bug in both implementations of the BNP-POLY-style solvers due to Glorie et al. [100] and Plaut et al. [174]; for posterity, we still include these run times. Furthermore, we note that the objective values returned by BNP-POLY always equaled that of the other provably-correct solvers on all of our test instances.
• BNP-PICEF, a branch and price version of the PICEF model, as presented in Section 3.3.2 of this chapter;
• HPIEF, the Hybrid PIEF model from Section 3.3.3 of this chapter (which reduces to PIEF for $K = 0$); and
• BNP-DCD, a branch-and-price algorithm using the Disaggregated Cycle Decomposition model, which is related to both the cycle formulation and the extended edge formulation [134].

A cycle-length cap of 3 and a time limit of 3600 seconds was imposed on each run. When a timeout occurred, we counted the run-time as 3600 seconds.

We test on two types of data: real and generated. Section 3.3.4 shows run time results on real match runs, including 286 runs from the UNOS US-wide exchange, which (at the time of these runs) contained 143 transplant centers, and 17 runs from the NLDKSS UK-wide exchange, which uses 24 transplant centers. Section 3.3.4 increases the size and varies other traits of the compatibility graphs via a realistic generator seeded by the real UNOS data. We find that PICEF and HPIEF substantially outperform all other models.

Real match runs from the UK- and US-wide exchanges

We now present results on real match run data from two fielded nationwide kidney exchanges: The United Network for Organ Sharing (UNOS) US-wide kidney exchange where the decisions are made by algorithms and software from CMU, and the UK kidney exchange (NLDKSS) where the decisions are made by algorithms and software from Dr. Manlove’s group at the University of Glasgow. The UNOS instances used include all the match runs starting from the beginning of the exchange in October 2010 to January 2016. The exchange has grown significantly during that time and chains have been incorporated. The match cadence has increased from once a month to twice a week; that keeps the number of altruists relatively small. We will discuss this more in Chapters 6 and 8. On average, these instances have $|A| = 2$, $|P| = 231$, and $|E| = 5021$. The NLDKSS instances cover the 17 quarterly match runs during the period January 2012–January 2016. On average, these instances have $|A| = 7$, $|P| = 201$, and $|E| = 3272$.

Figure 3.8 shows mean run times across all match runs for both exchanges; Appendix A.5 gives additional statistics like minimum and maximum run times, as well as their standard deviations. Immediately obvious is that the non-compact formulations—BNP-DFS and CG-TSP—tend to scale poorly compared to our newer formulations. Interestingly, BnP-PICEF tends to perform worse than the base PICEF and HPIEF; we hypothesize that this is because branch-and-price-based methods are necessarily more “heavyweight” than standard IP techniques, and the small size of presently-fielded kidney exchange pools may not yet warrant this more advanced technique. Perhaps most critically, both PICEF and HPIEF clear real match runs in both exchanges within seconds.

In the NLDKSS results, the wide fluctuation in mean run time as the chain cap is varied can be

---

2Due to privacy constraints on sharing real healthcare data, the UNOS and NLDKSS experimental runs were necessarily performed on different computers—one in the US and one in the UK. All runs within a figure were performed on the same machine, so relative comparisons of solvers within a figure are accurate.
explained by the small sample size of available NLDKSS instances, and the fact that the algorithms other than HPIEF and PICEF occasionally timed out at one hour. By contrast, each of the HPIEF and PICEF runs on NLDKSS instances took less than five seconds to complete. We also note that the LP relaxation of PICEF and HPIEF are very tight in practice; the LPR bound equaled the IP optimum for 614 of the 663 runs carried out on NLDKSS data.

We remark that the BnP-DCD model due to Klimentova et al. [134] was run on all NLDKSS instances where the chain cap $K$ was equal to 0. Larger values of $K$ could not be tested since the current implementation of the model in our possession does not accept altruistic donors (and thus will ignore potential chains) in the input. However for the case that $K = 0$ the BnP-DCD model was the fastest for all NLDKSS instances.

Finally we note that the solver of Glorie et al. [100] was executed on the NLDKSS instances with a chain cap of $K$, for $0 \leq K \leq 4$. It was found that on average the execution time was 8.9 times slower than the fastest solver from among all the others executed on these instances as detailed at the beginning of Section 3.3.4. PICEF was the fastest solver on 40% of occasions.

**Scaling experiments on realistic generated UNOS kidney exchange graphs**

As motivated earlier in the paper, it is expected that kidney exchange pools will grow in size as (a) the idea of kidney exchange becomes more commonplace, and barriers to entry continue to drop, as well as (b) organized large-scale international exchanges manifest. Toward that end, in this section, we test solvers on generated compatibility graphs from a realistic simulator seeded by all historical UNOS data; the generator samples patient-donor pairs and altruistic donors with replacement, and draws edges in the compatibility graph in accordance with UNOS’ internal edge creation rules.

Figure 3.9 gives results for increasing numbers of patient-donor pairs (each column), as well as increasing numbers of altruist donors as a percentage of the number of patient-donor pairs (each
As expected, as the number of patient-donor pairs increases, so too do run times for all solvers. Still, in each of the experiments, for each chain cap, both PICEF and HPIEF are on par or (typically) much faster—sometimes by orders of magnitude compared to other solvers. Appendix A.5 gives these results in tabular form, including other statistics—minimum and maximum run times, as well as their standard deviations—that were not possible to show in Figure 3.9.

Figure 3.9: Mean run time as the number of patient-donor pairs $|P| \in \{300, 500, 700\}$ increases (left to right), as the percentage of altruists in the pool increases $|A| = \{1\%, 2\%, 5\%, 25\\%\}$ of $|P|$ (top to bottom), for varying finite chain caps.
In addition to their increased scalability, we note two additional benefits of the PICEF and HPIEF models proposed in this chapter: reduced variance in run time, and relative ease of implementation when compared to other state-of-the-art solution techniques. In both the real and simulated experimental results, we find that the run time of both the PICEF and HPIEF formulations is substantially less variable than the branch-and-price-based and constraint-generation-based IP solvers. While the underlying problem being solved is NP-hard, and thus will always present worst-case instances that take substantially longer than is typical to solve, the increased predictability of the run time of these models relative to other state-of-the-art solutions—including those that are presently fielded—is attractive. Second, we note that significant engineering effort is involved in the creation of custom branch-and-price and constraint-generation-based codes, while both PICEF and HPIEF are implemented with relative ease, relying on only a single call to a black box IP solver.

3.3.5 Failure-aware kidney exchange

Real-world exchanges all suffer to varying degrees from “last-minute” failures, where an algorithmic match or set of matches fails to move to transplantation [143]. This can occur for a variety of reasons, including more extensive medical testing performed before a surgery, a patient or donor becoming too sick to participate, or a patient receiving an organ from another exchange or from the deceased donor waiting list; we discuss these reasons in greater detail in Chapter 5.

To address these post-match edge failures, our work to be presented in Chapter 5 augments the standard model of kidney exchange to include a success probability \( p \) for each edge in the graph. We show how to solve that model using branch and price, where the pricing problem is solved in time exponential in the chain and cycle cap. Prior compact formulations—and, indeed, prior “edge formulations” like those due to Abraham et al. [6], Constantino et al. [63], and Anderson et al. [16]—are not expressive enough to allow for generalization to this model. Intuitively, while a single edge failure prevents an entire cycle from executing, chains are capable of incremental execution, yielding utility from the initial altruistic donor to the first edge failure later in the chain. Thus, the expected utility gained from an edge in a chain is dependent on where in the chain that edge is located, which is not expressed in those models.

PICEF for failure-aware matching

With only minor modification, PICEF allows for implementation of failure-aware kidney exchange, under the restriction that each edge is assumed to succeed with equal probability \( p \). While this assumption of equal probabilities is likely not true in practice, there is good reason why a fielded implementation of this model would potentially choose to equalize all failure probabilities: namely, so that already-sick patients—who will likely have higher failure rates—are not further marginalized by this model. (We discuss this marginalization more in Chapter 7.) Thus, given a single success probability \( p \), we can adjust the PICEF objective function to return the maximum expected
weight matching as follows:

\[
\max \sum_{(i,j) \in E} \sum_{k \in K'} p^k w_{ij} y_{ijk} + \sum_{c \in C(L,0)} p^{|c|} w_c z_c
\]  

\hspace{1cm} (3.5a)

Objective (3.5a) is split into two parts: the utility received from edges in chains, and the utility received from cycles. For the latter, a cycle \(c\) of size \(|c|\) has probability \(p^{|c|}\) of executing; otherwise, it yields zero utility. For the former, if an edge is used at position \(k\) in a chain, then it yields a \(p^k\) fraction of its original weight—that is, the probability that the underlying chain will execute at least through its first \(k\) edges.

### Failure-aware polynomial pricing for cycles

The failure-aware branch-and-price work we will present in Chapter 5 generalizes the pricing strategy of Abraham et al. [6], and thus suffers from a pricing problem that ran in time exponential in cycle and chain cap. As shown in Section 3.2, Glorie et al. [100] and Plaut et al. [174] gave polynomial pricing algorithms for cycles—but not chains—in the deterministic case. Using our algorithm from Plaut et al. [174] as a subroutine (given explicitly as Algorithm 4 in Appendix A), we present an algorithm which solves the failure-aware, or discounted, pricing problem for cycles in polynomial time, under the restriction that all edges have equal success probability \(p\).

As discussed in Section 3.2, in the deterministic setting, the price of a cycle \(c\) is \(\sum_{(i,j) \in c} w_{ij} - \sum_{j \in c} \delta_j\), where \(w_{ij}\) is the weight of edge \((i, j)\), and \(\delta_j\) is the dual value of vertex \(j\) in the LP. The discounted price of a cycle is \(p^{|c|} \sum_{(i,j) \in c} w_{ij} - \sum_{j \in c} \delta_j\). Since the utility of an edge now depends on what cycle it ends up in, we cannot collapse edge weights and dual values without knowing the length of the cycle containing it.

With this motivation, we augment the algorithm to run \(O(L)\) iterations for each source vertex: one for each possible final cycle length. On each iteration, we know exactly how much edge weights will be worth in the final cycle, so we can reduce the discounted pricing problem to the deterministic pricing problem.

Pseudocode for the failure-aware cycle pricing algorithm is given by `GETDISCOUNTEDPOSITIVEPRICECYCLES`. Let \(w\) and \(\delta\) be the edge weights and dual values respectively in the original graph. The function `GETNEGATIVECYCLES` is the adaptation of the deterministic pricing algorithm due to Glorie et al. [100] that we presented in Plaut et al. [174] which returns at least one negative cycle of length at most \(K\), or shows that none exist; we give that pseudocode explicitly in Appendix A.4.3 as Algorithm 4.

The algorithm of Plaut et al. [174] has complexity \(O(|V||A|L^2)\). Considering all \(L - 1\) possible cycle lengths brings the complexity of our algorithm to \(O(|V||A|L^3)\).

**Theorem 7.** If there is a discounted positive price cycle in the graph, Algorithm 2 will return at least one discounted positive price cycle.
Algorithm 2 Polynomial-time failure-aware pricing for cycles.

1: function GETDISCOUNTEDPOSITIVEPRICECycles\((G = (V, E), L, p, w, \delta)\)
2: \(C \leftarrow \emptyset\)
3: for each \(k \in \{2, \ldots, L\}\) do \(\triangleright \) Consider all possible cycle lengths
4: \(w_k(i, j) \leftarrow \delta_j - p^k w_{ij} \quad \forall (i, j) \in E\) \(\triangleright \) Reduction of Glorie et al. [100]
5: \(C \leftarrow C \cup \text{GETNEGATIVECycles}(G, k, w_k)\)
6: return \(C\)

3.3.6 Conclusions & final thoughts

In this chapter, we addressed the tractable clearing of kidney exchanges with short cycles and long, but bounded, chains. This is motivated by kidney exchange practice, where chains are often long but bounded in length due to post-match edge failure—which we will discuss in much greater depth in Chapter 5. We introduced three IP formulations, two of which are compact, and favorably compared their LPRs to a state-of-the-art formulation with a tight relaxation. Then, on real data from the UNOS US nationwide exchange and the NLDKSS United Kingdom nationwide exchange, as well as on generated data, we showed that our new models outperform all other solvers on realistically-parameterized kidney exchange problems—often dramatically. We also explored practical extensions of our models, such as the use of branch and price for additional scalability, and an extension to the failure-aware kidney exchange case that more accurately mimics reality.

Beyond the immediate importance of more scalable static kidney exchange solvers for use in fielded exchanges, solvers like the ones presented in this chapter are of practical importance in more advanced—and as yet unfielded—approaches to clearing kidney exchange. In reality, patients and donors arrive to and depart from the exchange dynamically over time [213]. As we will see in Chapters 6 and 8, approaches to clearing dynamic kidney exchange often rely on solving the static problem many times [14, 27, 70, 73, 98]; thus, faster static solvers result in better dynamic exchange solutions.
In this chapter, we take a complementary approach to tackling the complexity of the clearing problem. Rather than choosing to solve the NP-hard clearing problem to optimality with techniques like those described in Chapter 3, we instead introduce a novel model for kidney exchange that explicitly takes into account all attributes of the participating patients and donors in the formulation. Under the assumption that real kidney exchange graphs can be represented using just a constant number of attributes—like blood type, weight, various aspects of medical history, insurance details, and so on—we show that our model permits polynomial-time solutions to central NP-hard problems in general kidney exchange. Inspired by classical results from intersection graph theory, we give conditions on the representation of arbitrary graphs in our model, and generalize to the case where participants are allowed to have a thresholded number of negative interactions between attributes. Noting that real-life kidney exchange graphs are not arbitrary, we show on actual data from the United Network for Organ Sharing (UNOS) US-wide kidney exchange that our model permits lossless representation of true graphs with far fewer attributes than the worst-case theoretical results require.

### Related Publications

A version of the work in this chapter is available on arXiv, and is an ongoing collaboration between Dickerson, Kazachkov, Procaccia, and Sandholm [79].

## 4.1 A new model for kidney exchange

In this section, we formalize our model of kidney exchange. We prove that under this model certain well-known NP-hard problems in general kidney exchange are solvable in polynomial time. We
also show that, given a compatibility graph, determining the best set of attributes to change (at some cost) is solvable in polynomial time.

### 4.1.1 Notation & preliminaries

As in earlier chapters, we represent a kidney exchange by a directed compatibility graph \( G = (V, E) \). Each patient-donor pair, or unpaired altruistic donor, forms a vertex \( v \in V \), and a directed edge exists from one vertex to another if the donor at the former can give to the patient at the latter, i.e., are compatible [184, 185, 186].

We consider a model that imposes additional structure on an arbitrary compatibility graph. For each vertex \( v_i \in V \), associate with its constituent donor and patient attribute vectors \( d_i \) and \( p_i \), respectively. Here, the \( q \)th element \( d^q_i \) of \( d_i \) takes on one of a fixed number of types—for example, one of four blood types (O, A, B, AB), or one of a few hundred standard insurance plans. Then, for \( v_i \neq v_j \in V \), we define a compatibility function \( f(d_i, p_j) \), a boolean function that returns the compatibility of the donor of \( v_i \) with the patient of \( v_j \).

Given \( V \) and associated attribute vectors, we can uniquely determine a compatibility graph \( G = (V, E) \) such that \( E = \{ (v_i, v_j) : f(d_i, p_j) = 1 \ \forall v_i \neq v_j \in V \} \). We claim that this model accurately mimics reality, and we later support that claim with strong experimental results on real-world data. Furthermore, under this new model, certain complexity results central to kidney exchange change (for the better), as we discuss next.

### 4.1.2 The clearing problem is easy (in theory)

We now tackle the central computational challenge of kidney exchange: the clearing problem. As discussed earlier, the clearing problem on general graphs is NP-hard [6, 41]. We show that, in our model, the clearing problem itself is solvable in polynomial time; later, we show that the restrictions imposed by our model to achieve this reduction in complexity do not preclude representation of real kidney exchange graphs.

Formally, we are interested in a polynomial-time algorithm that solves the \( L \)-CYCLE-COVER problem—that is, finding the largest disjoint packing of cycles of length at most \( L \). For ease of exposition, in this section we use “cycles” to refer to both cycles and chains; indeed, it is easy to see that altruist donors are equivalent to standard patient-donor pairs with a patient who is compatible with all non-altruist vertices in the pool. Then, a chain is equivalent to a cycle with a “dummy” edge returning to the altruist. Also, again for ease of exposition, we assume the value of a chain of length \( L \) is equal to a cycle of length \( L \), due to the donor at the end of the chain giving to a patient on the deceased donor waiting list.

Recall that we are working in a model where each vertex \( v_i \) belongs to one of a fixed number of types determined solely by its attribute vectors \( d_i \) and \( p_i \). Let \( \Theta \) be the set of all possible types, and \( \theta \in \Theta \) represent one such individual type. Then, with a slight abuse of notation, we can define a type compatibility function \( f(\theta, \theta') = 1 \) if and only if there is a directed edge between vertices of type \( \theta \) and \( \theta' \). (Note that this captures chains and altruist donors as described above.)

A key observation of this section is that any additional edge structure that is imposed on the graph—such as a cycle cover—would be independent of the identity of specific vertices, rather, it
That is, \( T(\theta) \) if every \( f \) same size. This observation drives our theoretical algorithmic results.

In more detail, for a vector of types \( \theta = (\theta_1, \ldots, \theta_k) \in \Theta^k \), let us denote \( f_C(\theta) = 1 \) if and only if \( f(\theta_t, \theta_{t+1}) = 1 \) for all \( t < k \), and \( f(\theta_k, \theta_1) = 1 \). In other words, \( f_C(\theta) = 1 \) if every \( k \) vertices \( i_1, \ldots, i_k \) of types \( \theta_1, \ldots, \theta_k \), respectively, are involved in a cycle in the graph. Furthermore, for \( L \leq n = |V| \), denote
\[
T(L) = \{ \theta \in \Theta^k : k \leq L \text{ and } f_C(\theta) = 1 \}.
\]

That is, \( T(L) \) contains all vectors of types that induce feasible cycles of length at most \( L \).

Now consider the following algorithm for \( L \)-CYCLE-COVER in our model:

\begin{algorithm}
\caption{\( L \)-CYCLE-COVER}
\begin{enumerate}
\item \( C^* \leftarrow \emptyset \)
\item \textbf{for} every collection of numbers \( \{m_\theta\}_{\theta \in T(L)} \) such that \( \sum_{\theta \in T(L)} m_\theta \leq n \)
\begin{itemize}
\item \textbf{if} there exists cycle cover \( C \) such that \( \|C\|_V > \|C^*\|_V \) and for all \( \theta \in T(L) \), \( C \) contains \( m_\theta \) cycles consisting of vertices of the types in \( \theta \) then \( C^* \leftarrow C \)
\end{itemize}
\item \textbf{return} \( C^* \)
\end{enumerate}
\end{algorithm}

Here, \( \|C\|_V \) denotes the number of unique \textit{vertices} matched in a cycle cover \( C \). We claim that, in our setting, Algorithm 3 is optimal and computationally efficient.

\textbf{Theorem 8.} Suppose that \( L \) and \( |\Theta| \) are constants. Then Algorithm 3 is a polynomial-time algorithm for \( L \)-CYCLE-COVER.

\textbf{Proof.} We start by verifying that Algorithm 3 is indeed optimal. Consider the optimal cycle cover \( C^* \). For each \( \theta \in T(L) \), let \( m_\theta^* \) be the number of cycles in \( C^* \) that are consistent with the types in \( \theta \). Clearly \( \sum_{\theta \in T(L)} m_\theta^* \leq n \), as there are only \( n \) vertices so there cannot be more than \( n \) cycles (in fact, \( n/2 \) is also a valid upper bound). Therefore, Algorithm 3 considers the collection of numbers \( m_\theta^* \) in Step 2. Because this collection of numbers does induce a valid cycle cover that is of the same size as \( C^* \), the algorithm would update its incumbent cycle cover if it was not already optimal.

We next analyze the running time of the algorithm. First, note that it is straightforward to check whether the numbers \( \{m_\theta\}_{\theta \in T(L)} \) induce a valid cycle cover. Since \( T(L) \) consists only of valid cycles according to the compatibility function \( f_C \), we just need to check that there are enough vertices of type \( \theta \) to construct all the cycles that require them. This simply amounts to multiplying each \( m_\theta \) by the number of times type \( \theta \) appears in \( \theta \), and verifying that the sum of these products over all \( \theta \in T(L) \) is at most the number of vertices of type \( \theta \).

Second, we argue that there is only a polynomial number of possibilities to construct a collection of numbers \( \{m_\theta\}_{\theta \in T(L)} \) such that \( \sum_{\theta \in T(L)} m_\theta \leq n \). Indeed, this number is at most \( (n + 1)^{|T(L)|} \). Moreover, \( |T(L)| \leq L \cdot |\Theta|^L \). Because \( |\Theta| \) and \( L \) are constants, \( |T(L)| \) is also a constant. The expression \( (n + 1)^{|T(L)|} \) is therefore a polynomial in \( n \). \( \square \)
Even for constant $L$, the running time of Algorithm 3 is exponential in $k$. But this is to be expected. Indeed, any graph can trivially be represented using a set $\Theta$ of types of size $n$, where each vertex has a unique type, and a compatibility function $f_C$ that assigns 1 to an ordered pair of types if the corresponding edge exists in $G$. Therefore, if the running time of Algorithm 3 were polynomial in $n$ and $k$, we could solve the general $L$-CYCLE-COVER problem in polynomial time—and that problem is NP-hard [6].

4.1.3 Flipping attributes is also easy (in theory)

While patients and donors in a kidney exchange are endowed with an initial set of attributes, it may be possible in practice to—at a cost—change some number of those attributes to effect change in the final matching. For example, the human body naturally tries to reject, to varying degrees, a transplanted organ. Due to this, nearly all recipients of kidneys are placed on immunosuppressant drugs after transplantation occurs. However, preoperative immunosuppression can also be performed to increase transplant opportunity—but at some cost to the patient’s overall health.

With this in mind, we extend the model of Section 4.1.2 as follows. Associate with each pair of types $\theta, \theta' \in \Theta$ a cost function $c : \Theta \times \Theta \to \mathbb{R}$ representing the cost of changing a vertex of type $\theta$ to type $\theta'$. Then, the $L$-FLIP-AND-CYCLE-COVER problem is to find a disjoint packing of cycles of length at most $L$ that maximizes the size of the packing minus the sum of costs spent changing types. Building on Theorem 8, this problem is also solvable in polynomial time.

**Theorem 9.** Suppose that $L$ and $|\Theta|$ are constants. Then $L$-FLIP-AND-CYCLE-COVER is solvable in polynomial-time.

**Proof sketch.** For any type $\theta_i \in \Theta$, there are $n_i$ vertices. Then, for each of the $(|\Theta| - 1)$ choices of which type $\theta \neq \theta_i$ to switch to, choose how many vertices from $\theta_i$ will switch to a different type; there are $(n_i + 1)$ choices. Do this for all $|\Theta|$ types, resulting in $\prod_{\theta_i \in \Theta}[(n_i + 1)(|\Theta| - 1)]$ choices. Note that $\sum_{\theta_i \in \Theta}(n_i + 1) = n + |\Theta|$, meaning $\prod_{\theta_i \in \Theta}[(n_i + 1)(|\Theta| - 1)] \leq ((n + |\Theta|) \cdot (|\Theta| - 1)^{|\Theta|} \leq (n + |\Theta|)^{|\Theta|}$. Since $|\Theta|$ is a constant, this is polynomial in $n$; invoking an adaptation of the polynomial time Algorithm 3 that subtracts out $c(\theta, \theta')$ for every vertex that switches from $\theta$ to $\theta'$, for each of the polynomially-many choices, concludes the proof.

4.2 A concrete instantiation: thresholding

As motivated in Chapter 1 and Section 4.1, compatibility in real kidney exchange graphs is determined by patient and donor attributes, such as blood or tissue type. In particular, if an attribute for a donor and patient is in conflict, they are deemed incompatible. Motivated by that reality, in this section, we associate with each patient and donor a bit vector of length $k$, and count incompatibilities based on any shared activated bits between a patient and potential donor.

As a concrete example, consider human blood types. At a high level, human blood contains A antigens, B antigens, both (type AB), or neither (type O). AB-type patients can receive from any donor, A-type (B-type) can receive from O-type and A-type (B-type) donors, and O-type patients

---

1 [https://www.kidney.org/atoz/content/immuno](https://www.kidney.org/atoz/content/immuno)
can only receive from O-type donors. In our bit model, this is represented with $k = 2$, such that a donor’s first (resp. second) bit is set if his blood holds A (resp. B) antigens. and a patient’s first (resp. second) bit is set if she cannot receive from blood containing A (resp. B) antigens. Thus, the type space $\Theta = 2^{\{\text{has-A, has-B}\}} \times 2^{\{\text{no-A, no-B}\}}$; in general, $|\Theta| = 2^k$.

Formally, unless otherwise stated, throughout this section $G$ will refer to a directed graph with vertex set $V = [n] := \{1, \ldots, n\}$ and edge set $E$, and with each $i \in V$ associated with two $k$-bit vectors $d_i, p_i \in \{0, 1\}^k$. Let $Q_d(i) = \{q \in [k] : d_{iq} = 1\}$ be the set of conflict bits for the donor associated with vertex $i \in V$, and similarly let $Q_p(i) = \{q \in [k] : p_{iq} = 1\}$. For $i, j \in V$ such that $i \neq j$, the threshold feasibility function $f^t_{\text{thresh}}$ is defined as

$$f^t_{\text{thresh}}(d_i, p_j) = \begin{cases} 1 & \text{if } |Q_d(i) \cap Q_p(j)| \leq t, \\ 0 & \text{otherwise.} \end{cases}$$

Note that $|Q_d(i) \cap Q_p(j)| \leq t$ if and only if $\langle d_i, p_j \rangle \leq t$.

Kidney exchange graphs constructed using threshold compatibility functions are closely related to complements of intersection graphs [156], which are graphs that have a set associated with each vertex and an edge between two vertices if and only if the sets intersect. Given a nonnegative integer $t$, the function $f^t_{\text{thresh}}$ is related to $p$-intersection graphs [62, 83], in which an edge exists between two vertices if their corresponding sets intersect in at least $p \geq 1$ elements.

In particular, our model is similar to that of intersection digraphs [194], or equivalently bipartite intersection graphs [105], both also considered in [170]. Both of these have mainly been studied under the assumption that the sets used to represent the graph have the “consecutive ones” property, i.e., each set is an interval from the set of integers. Our model is more general: we do not place such an assumption on the set of conflict bits. Moreover, most treatments of intersection digraphs consider loops on the vertices, whereas in the thresholding model we have defined, whether or not donor $i$ and patient $i$ are compatible is not considered. In addition, the directed and bipartite intersection graph literature has focused on the case that $t = 0$ (in our terminology). To the best of our knowledge, the work in this chapter is the first treatment $p$-intersection digraphs, and certainly their first real-world application.

### 4.2.1 Existence of small representations

It is natural to ask for what values of $t$ and $k$ can we select vertices with bit vectors $d_i$ and $p_i$ of length $k$ such that $f^t_{\text{thresh}}$ can create any graph of a specific size?

Formally, we say that $G$ is $(k, t)$-representable (by feasibility function $f^t_{\text{thresh}}$) if, for all $i \in V$ there exist $d_i, p_i \in \{0, 1\}^k$ such that for all $j_1 \in V$, $j_2 \in V \setminus \{j_1\}$, $(j_1, j_2) \in E$ if and only if $f^t_{\text{thresh}}(d_{j_1}, p_{j_2}) = 1$.

It is known [89] that any graph can be represented as an intersection graph with $k \leq n^2/4$. In contrast, the next theorem shows that, in our model, $k \leq n$ suffices to represent any graph. It is akin to a result on the term rank of the adjacency matrix of $\overline{G}$ [170, Theorem 6.6].

**Theorem 10.** Let $G = (V, E)$ be a digraph on $n$ vertices. Let $n_1$ be the number of vertices with outgoing edges, Let $n_2$ be the number of vertices with incoming edges, and $n' = \min\{n_1 + 1, n_2 + 1, n\}$. Then $G$ can be $(n', 0)$-represented.
Proof. We first show that the graph can be \((n_1 + 1, 0)\)-represented. Assume without loss of generality that vertices \(1, \ldots, n_1\) have outgoing edges. We show how to set \(d_i, p_i \in \{0, 1\}^{n_1+1}\) for each vertex \(i \in V\). To set the donor attributes, for each \(i \in [n_1]\), let \(d_i = e_i\), the \(i\)th standard basis vector, i.e., the vector of length \(n_1 + 1\) with a 1 in the \(i\)th coordinate and 0 everywhere else. For \(i > n_1\), set \(d_i\) to be \(e_{n_1+1}\). For the patient attributes of vertex \(j \in [n]\), for each \(i \in [n]\) such that \((i, j) \in E\), set \(p_{ji} = 0\), and set \(p_{ji} = 1\) otherwise. Note that if all the vertices have outgoing edges, then \(n_1 = n\) unit vectors suffice. A similar approach works to \((\min\{n, n_2 + 1\}, 0)\)-represent \(G\), by using the \(n_2\) unit vectors as the patient vectors of those vertices with incoming edges, and (if needed) one additional unit vector for any remaining vertices. In both of these cases, \((d_i, p_j) = 0\) if and only if \((i, j) \in E\), which represents \(G\) by \(f^0_{\text{thresh}}\). \qed

In particular, Theorem 10 implies that any graph is \((n, 0)\)-representable. The next theorem shows a matching lower bound. The same construction and bound also hold if loops are considered [194].

**Theorem 11.** For any \(n \geq 3\), there exists a graph on \(n\) vertices that is not \((k, 0)\)-representable for all \(k < n\).

**Proof.** Define \(G\) to be the digraph on \(n\) vertices, \(V = [n]\), with an edge from vertex \(i\), for each \(i \in V\), to every vertex except \(i - 1\) (and itself), where vertex \(n\) is also referred to as vertex 0.

Assume that \(G\) is \((k, 0)\)-representable, and consider vertex 1. Since \((1, n) \notin E\), and \((i, n) \in E\) for all \(i \notin \{1, n\}\), there exists a conflict bit \(q_1 \in Q_d(1) \cap Q_p(n)\) such that \(q_1 \notin Q_p(V \setminus \{1, n\})\). More generally, there exists such a conflict bit \(q_i\) for all \(i \in V\).

We claim that these conflict bits are all unique, which directly implies that \(k \geq n\). Indeed, otherwise we can assume that \(q_1 = q_i\) for some \(i \neq 1\) (without loss of generality, as the graph is symmetric subject to cyclic permutations). But then \((1, i - 1)\) and \((i, n)\) do not appear as edges in \(G\), which is not true for any \(i \in V \setminus \{1\}\). \qed

More generally, it is easy to see that any graph that is \((k, 0)\)-representable is also \((k + t, t)\)-representable for any \(t \geq 0\). Indeed, simply take the \((k, 0)\)-representation of the graph, and append \(t\) ones to every vector. Together with Theorem 10, this shows that any graph is \((n + t, t)\)-representable. However, the lower bound given by Theorem 11 does not extend to \(t > 0\). We conjecture that for any \(n\) and \(t\) there exists a graph that can only be \((k, t)\)-represented with \(k = \Omega(n)\)—this remains an open question.

### 4.2.2 Computational issues

Given any real compatibility graph with \(n\) vertices, we know by Theorem 10 that we can \((k, 0)\)-represent that graph for \(k = n\). But, in practice, how large of a \(k\) do we actually need?

Various problems related to intersection graphs are NP-complete for general graphs [137, 170], but we work in a setting with additional structure. And while we do not show that finding a \((k, t)\)-representation is NP-hard, we do show that a slightly harder problem, which we refer to as \((k, t)\)-REPRESENTATION WITH IGNORED EDGES, is NP-hard. Given an input of a directed graph \(G = (V, E)\), a subset \(F\) of \(\binom{V}{2}\), and integers \(k \geq 1\) and \(t \geq 0\), this problem asks whether there exist
bit vectors $d_i$ and $p_j$ of length $k$ for each $i \in V$ such that for any $(i, j) \in F$, we have $(i, j) \in E$ if and only if $\langle d_i, p_j \rangle \leq t$.

**Theorem 12.** The ($k, t$)-representation with ignored edges problem is NP-complete.

The theorem’s nontrivial proof is given in its entirety in Appendix B. Here we give a proof sketch. One major idea is the construction of a bit-grounding gadget $G_k$—a subgraph where the bits are set uniquely (up to permutations) in any valid representation, and can be used to set the bits in other vertices. The gadget has $\binom{k}{2}$ vertices; we prove that there is a unique (up to permutations) $(k, 1)$-representation of $G_k$, where each donor vector has a unique pair of ones, and similarly for each patient vector. Figure B.1 shows $G_4$.

Then, we prove NP-hardness by reduction from 3SAT. In the constructed instance of our problem, we set the threshold to 1. The crux of the reduction is to add a vertex for each clause in the given 3SAT formula, where in the patient vector, the bit corresponding to each literal in the clause is set to 1. This can be done by connecting the vertex to the bit-grounding gadget. Moreover, there is a special vertex that does not have outgoing edges to any of the clause vertices. This means that it must have a 1 in a position that corresponds to one of the literals in each clause. A different part of the construction ensures that there is at most a single 1 in the two positions corresponding to a variable and its negation. Therefore, a valid assignment of the donor bits corresponds to a satisfying assignment for the 3SAT formula.

![Figure 4.1: Gadget $G_4$ with a subset of non-edges shown; all edges between circle vertices (those in $G^2_4$) are also not in $E$.](image-url)
4.3 Computing small representations of real kidney exchange compatibility graphs

In this section, we test our hypothesis that real compatibility graphs can be represented by a substantially smaller number of attributes than required by the worst-case theoretical results of Section 4.2. We begin by presenting general mathematical programming techniques to determine, given \( k, t \in \mathbb{Z} \), whether a specific graph \( G = (V, E) \) is \((k,t)\)-representable. We then show on real and generated compatibility graphs from the UNOS US-wide kidney exchange that small \( k \) suffices for \((k,0)\)-representation, and conclude by exploring the allowance of greater thresholds \( t \) on match size. We find even small thresholds \( t > 0 \) result in substantial societal gain.\(^2\)

4.3.1 Mathematical programming formulations

Implementation of \( f_{\text{thresh}} \) can be written succinctly as a quadratically-constrained discrete feasibility program (QCP) with \( 2k|V| \) binary decision variables, given as M1 below.

\[
\begin{align*}
\langle d_i, p_j \rangle &\leq t & \forall (v_i, v_j) \in E \\
\langle d_i, p_j \rangle &\geq (t + 1) & \forall (v_i, v_j) \notin E \\
d_i, p_i &\in \{0, 1\}^k & \forall v_i \in V
\end{align*}
\]  

(M1)

The constraint matrix for this program is not positive semi-definite, and thus the problem is not convex. Exploratory use of heuristic search via state-of-the-art integer nonlinear solvers [46] resulted in poor performance (in terms of runtime and solution quality) on even small graphs. With that in mind, and motivated by the presence of substantially more mature integer linear program (ILP) solvers, we linearize M1, presented as M2 below.

\[
\begin{align*}
\min & \quad \sum_{v_i \in V} \sum_{v_j \neq v_i \in V} \xi_{ij} \\
\text{s.t.} & \quad d_i^q \geq 1 \land p_j^q \geq c_{ij}^q & \forall v_i \neq v_j \in V, q \in [k] \\
& \quad d_i^q + p_j^q \leq 1 + c_{ij}^q & \forall v_i \neq v_j \in V, q \in [k] \\
& \quad \sum_q c_{ij}^q \leq t + (k - t) \xi_{ij} & \forall (v_i, v_j) \in E \\
& \quad \sum_q c_{ij}^q \geq (t + 1) \xi_{ij} & \forall (v_i, v_j) \in E \\
& \quad \sum_q c_{ij}^q \geq t + 1 - k \xi_{ij} & \forall (v_i, v_j) \notin E \\
& \quad \sum_q c_{ij}^q \leq k - (k - t) \xi_{ij} & \forall (v_i, v_j) \notin E \\
& \quad d_i^q, p_i^q \in \{0, 1\} & \forall v_i \in V, q \in [k] \\
& \quad c_{ij}^q, \xi_{ij} \in \{0, 1\} & \forall v_i \neq v_j \in V, q \in [k]
\end{align*}
\]  

(M2)

M2 generalizes M1; while M1 searches for a feasible solution to the \((k, t)\)-representation problem, M2 searches for the “best” (possibly partially-incorrect) solution by minimizing the total number of edges that exist in the solution but not in the base graph \( G \), or do not exist in the solution but do in \( G \). This flexibility may be desirable in practice to strike a tradeoff between small \( k \) and accuracy of representation.

\(^2\)All code for this section can be found at https://github.com/JohnDickerson/KidneyExchange.
Interestingly, neither the fully general ILP nor its (smaller) instantiations for the special cases of feasibility and/or threshold \( t = 0 \) were solvable by a leading commercial ILP solver [118] within 12 hours for even small graphs, primarily due to the model’s loose LP relaxation. Indeed, the model we are solving is inherently logical, which is known to cause such problems in traditional mathematical programming [109]. With that in mind, we note that the special case of \( t = 0 \) can be represented compactly as a satisfiability (SAT) problem in conjunctive normal form, given below as \( \text{M3} \).

\[
\bigwedge_{q \in [k]} \left( \neg d_q^i \lor \neg p_j^q \right) \quad \forall (v_i, v_j) \in E
\]

\[
\bigwedge_{q \in [k]} \left[ \left( z_{ij}^1 \lor z_{ij}^2 \lor \ldots \lor z_{ij}^k \right) \land \left( (-z_{ij}^q \lor d_q^i) \land (-z_{ij}^q \lor p_j^q) \right) \right] \quad \forall (v_i, v_j) \notin E
\]

This formulation maintains two sets of clauses: the first set enforces no bit-wise conflicts for edges in the underlying graph, while the second set enforces at least one conflict via \( k \) auxiliary variables \( z_{ij} \) for each possible edge \((v_i, v_j) \notin E\). \( \text{M3} \) was amenable to parallel SAT solving [39].

Next, we present results on real graphs using this formulation.

4.3.2 \((k, 0)\)-representations of real kidney exchange graphs

Can real kidney exchange graphs be represented by a small number of attributes? To answer that question, we begin by testing on real match run data from the first two years of the United Network for Organ Sharing (UNOS) kidney exchange. We translate each compatibility graph into a CNF-SAT formulation according to \( \text{M3} \), and feed that into a SAT solver [39] with access to 16GB of RAM, 4 cores, and 60 minutes of wall time. (Timeouts are counted—conservatively against our chapter’s qualitative message—as negative answers.)

Figure 4.2 shows a classical phase transition from unsatisfiability to satisfiability as \( k \) increases as a fraction of graph size, as well as an associated substantial increase in computational intractability centered around that phase transition. This phenomenon is common to many central problems in artificial intelligence [59, 108, 218]. Indeed, we see that substantially fewer than \(|V|\) attributes are required to represent real graphs; compare with the lower bound of Theorem 11.

Figure 4.3 explores the minimum \( k \) required to represent each graph as a function of \(|V|\), compared against the theoretical upper bound of \( k = |V| \). The shaded area represents those values of \( k \) where the SAT solver timed out; thus, the reported values of \( k \) are a conservative upper bound on the required minimum, which is still substantially lower than \(|V|\).

4.3.3 Thresholding effects on matching size

One motivation of this work is to provide a principled basis for optimally “flipping bits” of participants (via, e.g., immunosuppresion) in fielded kidney exchanges, in the hope that additional edges in the compatibility graph will result in gains in the final algorithmic matchings. We now explore this line of reasoning—that is, increasing the \( t \) in \( f_{\text{thresh}} \) instead of the \( k \), which is now endogenous to the underlying model—on realistic generated UNOS graphs of varying sizes.
Figure 4.2: Classical hardness spike near the phase transition for \((k, 0)\)-representation on real UNOS compatibility graphs.

Figure 4.4 shows the effect on the percentage of patient-donor pairs matched by 2- and 3-cycles as a global threshold \(t\) is raised incrementally from \(t = 0\) (the current status quo) to \(t = 5\). Intuitively, larger compatibility graphs result in a higher fraction of pairs being matched; however, a complementary approach—making the graph denser via even small increases in \(t\)—also results in tremendous efficiency gains of 3–4x (depending on \(|V|\)) over the baseline for \(t = 1\), and quickly increasing to all pairs being matched by \(t = 5\).

We note that any optimal matching found after increasing a global threshold \(t\) could also be created by paying to change at most \(t\) bits per vertex in a graph; however, the practical selection of the minimum-sized set of at most \(t\) bits per vertex such that the size of the resulting optimal matching is equal to that found under the global threshold of \(t\) is a difficult two-stage problem and is left as future research. The large efficiency gains realized by moving from \(f^0_{\text{thresh}}\) to even \(f^1_{\text{thresh}}\) motivate this direction of research.

### 4.4 Conclusions & future research directions

Motivated by the increasing size of real-world kidney exchanges, in this chapter, we presented a compact approach to modeling kidney exchange compatibility graphs. Our approach is intimately connected to classical intersection graph theory, and can be viewed as the first exploration and practical application of \(p\)-intersection digraphs. We gave necessary and sufficient conditions for losslessly shrinking the representation of an arbitrary compatibility graph in this model. Real compatibility graphs, however, are not arbitrary, and are created from characteristics of the patients and donors; using real data from the UNOS US-wide kidney exchange, we showed that using only
a small number of attributes suffices to represent real graphs. This observation is of potential practical importance; if all the real graphs can be represented by a constant number of attributes, then central NP-hard problems in general kidney exchange are solvable in polynomial time.

The work in this chapter is still early stage, and is not yet ready to be deployed. For instance, while Algorithm 3 runs in polynomial time, the order of that bounding polynomial is clearly quite large. Furthermore, our exact methods for computing \((k, t)\)-representations are still not scalable; progress in that direction would allow us to shrink the exponent in that polynomial. Yet, we are excited: an alternate representation for kidney exchange, such that the central problem (that of finding the best disjoint cycle and chain packing) is theoretically easier than it is in the status quo model, may allow us to more tractably approach problems in kidney exchange that are as yet unsolved—and thus not fielded. One of these is the optimal flipping of attributes—in kidney exchange, via immunosuppression—at some cost, either in a static (as we briefly discussed in Section 4.1.3) or dynamic model (left as future work). This is already being discussed at a number of medical centers; a tractable computational approach to supporting that medical decision will be of great practical aid.

This chapter only addresses the representation of static compatibility graphs; in reality, exchanges are dynamic, with patients and donors arriving and departing over time [213]; we discuss this further in Chapter 6. Extending the proposed method to cover time-evolving graphs is of independent theoretical interest, but may also be useful in speeding up the dynamic clear-
Figure 4.4: Pairs matched (%, y-axis) in generated UNOS graphs of varying sizes (lines), as $t$ increases (x-axis).

ing problem [14, 27, 70, 73, 98]. Better exact and approximate methods for computing $(k, t)$-representations of graphs would likely be a prerequisite for that line of research. Furthermore, adaptation of the theoretical results to alternate organ models like lung [90, 149], liver [91], and multi-organ [72] exchange (discussed in Chapter 9) would be of practical use.
PART II:

Managing Uncertainty in Dynamic Matching Environments
In real-world applications of Linear Programming, one cannot ignore the possibility that a small uncertainty in the data can make the usual optimal solution completely meaningless from a practical viewpoint.

– Aharon Ben-Tal & Arkadi Nemirovski

Optimization in the face of edge failure

This part of the thesis addresses the management of both short-term and long-term uncertainty in kidney exchange. In this chapter, we propose quantitative approaches to one of the main problems kidney exchanges face today: “last-minute” failures. We mean failures before the transplant surgery takes place, not failures during or after it. Amazingly, most planned matches fail to go to transplant! In the case of the UNOS exchange, roughly 90% of matches fail [131], and most matches fail at other kidney exchanges as well [e.g., 22, 48, 143]. There are myriad reasons for these failures, as we will detail in this chapter. We also address last-minute failures, albeit from a complementary point of view where information is gathered before the matching algorithm is run at all. Finally, Chapter 6 addresses longer-term uncertainty in kidney exchange, where vertices and edges arrive and depart over multiple matching periods; we will refer to that as “dynamic” kidney exchange.

To address last-minute failures, in this chapter we propose to move away from the deterministic clearing model used by kidney exchanges today, and discussed extensively in Chapter 3, into a probabilistic model where the input includes failure probabilities on possible planned transplants, and the output is a transplant plan with maximum expected value. The probabilistic approach has recently also been suggested by others [e.g., 61, 147]. They used a general-purpose integer program solver (Gurobi) to solve their optimization models. We show that general-purpose solvers do not scale to today’s real kidney exchange sizes. Then we develop a custom branch-and-price-based integer program solver specifically for the probabilistic clearing problem, and show that it scales dramatically better. We also present new theoretical and experimental results that show that the probabilistic approach yields significantly better matching than the current deterministic approach. We conduct experiments both in the static and dynamic setting with (to our knowledge) the most realistic instance generators—one due to [191] and one that we created that uses real data from all the UNOS match runs conducted so far—and simulator to date. Perhaps most interestingly, we show that, even when higher edge failure rates are correlated with other marginalizing character-
istics of a vertex, failure-aware matching can simultaneously increase both the overall number of
transplants and the number of transplants to these marginalized patients—in both the static and
dynamic settings, on real and simulated data.

### Related Publications

An early version of some of the work in this chapter appeared at EC-13, and at medical con-
ferences like ATC-13 and WTC-14, with an extensively augmented version under revision
at a journal. It is a collaboration between Dickerson, Procaccia, and Sandholm [75, 76]. The
work in Section 5.10 appeared at EC-15, and is a collaboration between Blum, Dickerson,
Haghtalab, Procaccia, Sandholm, and Sharma [44].

## 5.1 Related work covering uncertainty in kidney exchange

We begin by overviewing related work in managing both short- and long-term uncertainty in kidney
exchange. We address long-term dynamism as “dynamic kidney exchange” in Chapter 6, while this
chapter and the next address short-term uncertainty.

**Short-term uncertainty (to be addressed in this chapter).** In the *stochastic matching* problem,
we are given an undirected graph $G = (V, E)$, where we do not know which edges in $E$ actually
exist. Rather, for each edge $e \in E$, we are given an existence probability $p_e$. Of interest are
algorithms that first query some subset of edges to find the ones that exist, and based on these
queries, produce a matching that is as large as possible. The stochastic matching problem is a
special case of *stochastic $k$-set packing*, where each set exists only with some probability, and
the problem is to find a packing of maximum size of those sets that do exist. This problem is addressed
in Section 5.10.

Prior work has considered multiple variants of stochastic matching. A popular variant is the
*query-commit* problem, where the algorithm is *forced* to add any queried edge to the matching
if the edge is found to exist. Considering approximation ratios with respect to the omniscient
optimum, Goel and Tripathi [101] establish an upper bound of 0.7916 for graphs in which no
information is available about the edges, while Costello et al. [64] establish a lower bound of 0.573
and an upper bound of 0.898 for graphs in which each edge $e$ exists with a given probability $p_e$.
Similarly to the work on which Section 5.10 is based, these approximation ratios are with respect
to the omniscient optimum, but the informational disadvantage of the algorithm stems purely from
the query-commit restriction.

Within the query-commit setting, another thread of work [7, 29, 60] imposes an additional
*per-vertex budget constraint* where the algorithm is not allowed to query more than a specified
number, $b_v$, of edges incident to vertex $v$. With this additional constraint, the benchmark that
the algorithm is compared to switches from the omniscient optimum to the constrained optimum,
i.e., the performance of the best decision tree that obeys the per-vertex budget constraints and the
query-commit restriction. In other words, the algorithm’s disadvantage compared to the benchmark
is only that it is constrained to run in polynomial time. Here, again, the best known approximation
ratios are constant. A generalization of these results to packing problems has been studied by Gupta and Nagarajan [103].

Blum et al. [43] consider a stochastic matching setting without the query-commit constraint. They set the per-vertex budget to exactly 2, and ask which subset of edges is queried by the optimal collection of queries subject to this constraint. They prove structural results about the optimal solution, which allow them to show that finding the optimal subset of edges to query is NP-hard. In addition, they give a polynomial-time algorithm that finds an almost optimal solution on a class of random graphs (inspired by kidney exchange settings). Crucially, the benchmark of Blum et al. [43] is also constrained to two queries per vertex. Section 5.10 will present recent work with Blum et al. [44] that looks at a generalization of this problem.

This chapter addresses a complementary problem, where we have knowledge of the probability of existence for each edge, but cannot test edges before running the match. Instead, our problem is to select a set of edges that maximizes the expected utility from the subsequent matching (after coins are flipped to determine if edges exist). Subsequent to the initial posting of the work in this chapter, Anderson [14] studied the problem through the lens of two-stage stochastic optimization (relevant work was also published by Anderson et al. [16] in an online appendix to that full publication). That approach is promising but runs into substantial scalability issues. As-yet-unpublished work due to Glorie et al. [98] approaches the problem from a robust optimization point of view, and considers post-match “failure” of both vertices and edges. Similarly, recent work by Klimentova et al. [135] and subsequently by Pedroso and Ikeda [173] approaches the problem in a similar setting, that of stochastic matching with within-structure (i.e., cycles and chains) recourse; critically, they also provide effective search techniques to make the inclusion of recourse more scalable. Finally, in Chapter 8, we will build on techniques from this chapter, Chapter 6, and Chapter 7 to learn using data how to match in a realistic model of dynamic kidney exchange.

Long-term dynamism (to be addressed in Chapter 6). There has been prior work on the dynamics of kidney exchange, but that work has largely focused on the dynamics driven by pairs and altruists arriving into, and departing from, the exchange rather than on the dynamics driven by failures [9, 15, 24, 26, 213]. We make a distinction here between dynamic exchange and work in the (re)design of deceased-donor online allocation matching policies [37, 202]; we overview this work in greater depth in Chapter 6.

On the theory side, Zenios [223] and Ünver [213] provided initial analysis of dynamic kidney exchange; Ünver [213] shows that greedy matching is optimal in a simplified model, which, for example, does not include transplant chains. Ashlagi et al. [24] work in a model with chains and two types of vertices and characterize different matching policies based on batching policies, where vertices of a certain type build up in the pool over time and eventually trigger a myopic match. Anderson et al. [15] work in a similar model and show that greedy matching is generally optimal with respect to minimizing average waiting time in the pool and does not marginalize hard-to-match pairs. However, vertices in their model do not disappear for reasons other than getting matched, which is not realistic, as we discuss in Section 5.8. Akbarpour et al. [9] also analyze a dynamic pool—consisting of only 2-cycles and no chains, but with vertices that expire over time—in the context of a utility function that reflects expected waiting time, and find that sometimes it
is better to batch vertices before matching. Recent work by Ashlagi et al. [26] also investigates building thickness in a dynamic random graph model.

On the practical side, Awasthi and Sandholm [27] use trajectory-based online optimization methods that sample potential future states to inform the matching algorithm what the next action should be. They explore different matching algorithms and batch sizes, and find that non-greedy matching results in a long-term lift in the number of matches. Their method does not scale to very long futures or very large pool sizes. In Chapter 6, we will present a more scalable approach that learns the potentials of elements of the current input compatibility graph offline (e.g., potentials of pairs based on features such as donor and patient blood types), translates these to edge weights, and performs a computationally feasible weighted batch matching. None of these papers consider post-algorithmic match failures in their theoretical analysis or in the optimization problem, as we do in this chapter and the next.

As discussed in Chapters 1 and 2, analysis of kidney exchange using random graph models is nowadays the typical method for providing theoretical guidance. Indeed, some of the dynamic kidney exchange papers cited above work in dynamic random graph models [9, 15, 17, 24, 213]. In this chapter, we work with the model of Ashlagi et al. [23]; this is a “sparse” model, as opposed to the related “dense” random models like those of Ashlagi and Roth [19] and Toulis and Parkes [209], which we used in Chapter 2. Next, we discuss the model used in this chapter for “failure-aware” kidney exchange, where post-match edge failure is considered directly in the optimization problem—but edges cannot be queried before the algorithmic matching engine is run.

5.2 Modeling expected utility by considering edge, cycle, and (partial or complete) chain failure

In this section, we augment the standard model of kidney exchange to include the probability of edge, cycle, and chain failure. We formalize the discounted utility of an edge, cycle, and chain, which represents the expected number of actual transplants (not just potential transplants). This is used to define the discounted utility of an overall matching, which more accurately reflects its value relative to other matchings.

We begin with the same model of deterministic kidney exchange used in the prior chapters, which instantiates a directed compatibility graph $G(n)$ by constructing one vertex for each patient-donor pair. An edge $e$ from $v_i$ to $v_j$ is added if the patient in $v_j$ wants the donor kidney (or item, in general) of $v_i$. A donor is willing to give her kidney if and only if the patient in her vertex $v_i$ receives a kidney. Edges $e$ can have associated weights $w_e$. A matching $M$ is then a collection of disjoint cycles and chains in the graph $G$.

In the basic kidney exchange model, the weight $w_c$ of a cycle or chain $c$ is the sum of its edge weights, and the weight of a matching $M$ is the sum of the weights of the cycles and chains in the matching. The clearing problem is then to find a maximum (weighted) matching $M$; we presented the current fastest method for doing this in Chapter 3. In reality, not all of the recommended matches proceed to transplantation, due to varying levels of sensitization between candidates and donors in the pool (represented by a scalar factor called CPRA), illness, uncertainty in medical
knowledge, or logistical problems. As such, the weight of a cycle or chain as the sum of its constituent parts does not fully characterize its true worth.

Associate with each edge \( e = (v_i, v_j) \) in the graph \( G \) a value \( q_e \in [0, 1] \) representing the probability that, if algorithmically matched, the patient of \( v_j \) would successfully receive a kidney from \( v_i \)'s donor. We will refer to \( q_e \) as the *success probability* of the edge, and \( 1 - q_e \) as the *failure probability* of the edge. Using this notion of failure probability, we can define the expected (failure-discounted) utility of chains and cycles.

**Discounted utility of a cycle**

For any transplant in a \( k \)-cycle to execute, each of the \( k \) transplants in that cycle must execute. Put another way, if even one algorithmically matched transplant fails, the entire cycle fails. Thus, for a \( k \)-cycle \( c \), define the *discounted utility* \( u(c) \) of that cycle to be:

\[
u(c) = \left[ \sum_{e \in c} w_e \right] \cdot \left[ \prod_{e \in c} q_e \right]
\]

That is, the utility of a cycle is the product of the sum of its constituent weights and the probability of the cycle executing. The simplicity of this calculation is driven by the required atomicity of cycle execution—a property that is not present when considering chains.

**Discounted utility of a chain**

While cycles must execute entirely or not at all, chains can execute incrementally. For example, a 3-chain \( c = (a, v_1, v_2, v_3) \) starting at altruist \( a \) might result in one of four numbers of transplants:

- No transplants, if the edge \((a, v_1)\) fails
- A single transplant, if \((a, v_1)\) succeeds but \((v_1, v_2)\) fails
- Two transplants, \((a, v_1)\) and \((v_1, v_2)\) succeed but \((v_2, v_3)\) fails
- Three transplants, if all edges in the chain represent successful transplants. (In this case, the donor at \( v_3 \) typically donates to the deceased donor waiting list, or stays in the pool as a bridge donor. Whether or not this additional transplant is included in the optimization process is decided by each individual kidney exchange program.)

In general, for a \( k \)-chain \( c = (v_0, v_1, \ldots, v_k) \), where \( v_0 \) is an altruist, there are \( k \) possible matches (and the final match to, e.g., a deceased donor waiting list candidate). Let \( q_i \) be the probability of edge \( e_i = (v_i, v_{i+1}) \) leading to a successful transplant. Here, we assume \( w_e = 1 \) for ease of exposition; in Section 5.5, we show that relaxing this assumption does not complicate matters.

Then, the expected utility \( u(c) \) of the \( k \)-chain \( c \) is:

\[
u(c) = \left[ \sum_{i=1}^{k-1} (1 - q_i) \cdot \prod_{j=0}^{i-1} q_j \right] + \left[ \prod_{i=0}^{k-1} q_i \right]
\]
The first portion above calculates the sum of expected utilities for the chain executing exactly \( i = \{1, \ldots, k-1\} \) steps and then failing on the \((i+1)^{th}\) step. The second portion is the utility gained if the chain executes completely.

**Discounted utility of a matching**

The value of an individual cycle or chain hinges on the interdependencies between each specific patient and potential donor, as was formalized above. However, two cycles or chains in the same matching \( M \) fail or succeed independently. Thus, define the discounted utility of a matching \( M \) to be:

\[
u(M) = \sum_{c \in M} u(c)\]

That is, the expected number of transplants resulting from a matching \( M \) is the sum of the expected number of transplants from each of its constituent cycles and chains.

For a (possibly weighted) compatibility graph \( G = (V, E) \), let \( \mathcal{M} \) represent the set of all legal matchings induced by \( G \). Then, given success probabilities \( q_e, \forall e \in E \), the *discounted clearing problem* is to find \( M^* \) such that:

\[
M^* = \arg \max_{M \in \mathcal{M}} \ u(M)
\]

The distinction between \( M^* \) and any maximum (non-discounted) weighted matching \( M' \) is important, as we show in the rest of this chapter—theoretically in Section 5.3, on real data from the fielded UNOS kidney exchange in Section 5.4, and on simulated data in Sections 5.7 and 5.8.

### 5.3 Maximum cardinality matching is far from maximizing the expected number of transplants

In this section, we prove a result regarding the (in)efficacy of maximum cardinality matching in kidney exchange, when the probability of a match failure is taken into account. We show that in pools containing equally sensitized patient-donor pairs (and not necessarily equally sensitized altruistic donors), with high probability there exists a discounted matching that has linearly higher utility than all maximum cardinality matchings. This theoretical result motivates the rest of the chapter; since current fielded kidney exchanges perform maximum cardinality or maximum weighted matching, many potential transplants may be left on the table as a consequence of not considering match failures.
5.3.1 Random graph model of sensitization

We work with (a special case of) the model of Ashlagi et al. [23] (§4.2), which is an adaptation of the standard dense theoretical kidney exchange model (on which we built in, e.g., Chapter 2) to pools with highly and non-highly sensitized patient-donor pairs.

The model works with random compatibility graphs with $n + t(n)$ vertices, pertaining to $n$ incompatible patient-donor pairs (denoted by the set $P$), and $t(n)$ altruistic donors (denoted by the set $A$) respectively. Edges between vertices represent not just blood-type compatibility, but also immunological compatibility—the sensitization of the patient. Given a blood type-compatible donor, let $p$ denote the probability that an edge exists between a patient and that donor.

Given uniform sensitization $p$ for each of the $n$ patients in the pool, random graphs from this model are equivalent to those of Erdős and Rényi (1960) with parameters $n$ and $p$. In Section 5.3.2, we use techniques from random graph analysis to prove that maximum cardinality matching in highly sensitized pools (with altruists) does not optimize for expected number of actual transplants.

5.3.2 Maximum cardinality matching in highly sensitized pools

Let $G(n, t(n), p)$ be a random graph with $n$ patient-donor pairs, $t(n)$ altruistic donors, and probability $p = \Theta(1/n)$ of incoming edges. Such a $p$ represents highly-sensitized patients. Let $q$ be the probability of transplant success that we introduced, such that $q$ is constant for each edge $e$. Note that for a chain of length $k$, the probability that $t < k$ matches execute is $q^t(1 - q)$, and the probability that $k$ matches execute is $q^k$. There is no chain cap (although we could impose one, which depends on $q$). Given a matching $M$, let $u_q(M)$ be its expected utility in our model, i.e., expected number of successful transplants. Denote the set of altruistic donors by $A$, and denote the vertex pairs by $P$.

The proof of the following theorem builds on techniques used in the proof of Theorem 5.4 of [23], but also requires several new ideas.

**Theorem 13.** For every constants $q \in (0, 1)$ and $\alpha, \beta > 0$, given a large random graph $G(n, \alpha n, \beta / n)$, with high probability there exists a matching $M'$ such that for every maximum cardinality matching $M$,

$$u_q(M') \geq u_q(M) + \Omega(n).$$

**Proof.** We consider subgraphs that we call *Y-gadgets*, with the following structure. A Y-gadget contains a path $(u, v_1, \ldots, v_k)$ such that $u \in A$ and $v_i \in P$ for $i = 1, \ldots, k$ for a large enough constant $k$, to be chosen later. Furthermore, there is another altruistic donor $u' \in A$ with two outgoing edges, $(u', v_3)$ and $(u', v')$ for some $v' \in P$. Finally, the edges described above are the only edges incident on the vertices of the Y-gadget. See Figure 5.1a for an illustration.

We first claim that it is sufficient to demonstrate that with high probability the graph $G(n, \alpha n, beta / n)$ contains $cn$ Y-gadgets, for some constant $c > 0$. Indeed, because each Y-gadget is disconnected from the rest of the graph, a maximum cardinality matching $M$ must match all the vertices of the Y-gadget, via a $k$-chain and a 1-chain. Let $M_Y$ be the restriction of $M$ to the Y-gadget (see
Figure 5.1: Illustration of a Y-gadget with \( k = 5 \). The vertices of \( A \) are white and the vertices of \( P \) are gray. Clearly \( |M_Y| > |M'_Y| \), but (using Equation 5.1) \( u_q(M'_Y) - u_q(M_Y) > q^2 - 6q^4 \); this difference is positive for \( q < 0.41 \), which is a realistic value.

Figure 5.1b). It holds that

\[
u_q(M_Y) = (1 - q) \sum_{i=1}^{k-1} iq^i + kq^k + q.
\]

We next construct a matching \( M'_Y \) for the Y-gadget, via two chains: \((u, v_1, v_2)\) and \((u', v_3, \ldots, v_k)\), i.e., vertex \( v' \) remains unmatched (see Figure 5.1c). We obtain

\[
u_q(M'_Y) = (1 - q) \sum_{i=1}^{k-3} iq^i + (k - 2)q^{k-2} + q(1 - q) + 2q^2.
\]

Therefore,

\[
u_q(M'_Y) - u_q(M_Y) = q^2 + (k - 2)q^{k-1} - (k - 1)(1 - q)q^{k-1} - kq^k > q^2 - (k + 1)q^{k-1}. \tag{5.1}
\]

Clearly if \( k \) is a sufficiently large constant, \( q^2/2 > (k + 1)q^{k-1} \), and hence the right hand side of Equation (5.1) is at least \( q^2/2 \), which is a constant. By applying this argument to each of the \( cn \) Y-gadgets we obtain a matching \( M' \) such that \( u_q(M') - u_q(M) > (q^2/2)cn = \Omega(n) \).

It remains to establish the existence of \( \Omega(n) \) Y-gadgets. Consider a random undirected graph with \( n + \alpha n \) vertices. The edge probabilities are \( p = 2(\beta/n)(1 - \beta/n) + (\beta/n)^2 \), i.e., the probability of at least one edge existing between a pair of vertices in \( P \). A standard result on random graphs (see, e.g., [120]) states that for every graph \( X \) of constant size, with high probability we can find \( \Omega(n) \) subgraphs that are isomorphic to \( X \) and isolated from the rest of the graph. In particular,
with high probability our random graph has $\Omega(n)$ subgraphs that are isomorphic to the undirected, unlabeled version of a Y-gadget.

There are two independent issues we need to address. First, these subgraphs are unlabeled, i.e., we do not know which vertices are in $A$, and which are in $P$. Second, the graph is undirected, and may have some illegal edges between pairs of vertices in $A$. We presently address the first issue. We randomly label the vertices as $A$ or $P$, keeping in mind that ultimately it must hold that $|P| = n$ and $|A| = \alpha n$. Assume without loss of generality that $\alpha \leq 1$. Consider an arbitrary vertex in one of the special subgraphs. This vertex is in $P$ with probability $1/(1 + \alpha)$, and in $A$ with probability $\alpha/(1 + \alpha)$. The label of the second vertex depends on the first. For example, if the first is in $P$ then the probabilities are $(1 - 1/n)/(1 - 1/n + \alpha)$ for $P$ and $\alpha/(1 - 1/n + \alpha)$ for $A$.

We sequentially label the vertices of min\{cn, $(\alpha n)/(10k)$\} gadgets, where $cn$ is the number of Y-gadgets, taking into account the previous labels we observed. (Note that we are labeling a linear number of Y-gadgets, since $k$ is constant.) Because we observed far fewer than $\alpha n/2$ labels, in each trial the probability of each of the two labels, conditioned on the previous labels, is at least $(\alpha/2)/(1 + \alpha/2)$, which is a constant. This lower bound allows us to treat the labels as independent Bernoulli trials. Thus, the probability that a gadget has exactly the right labels (two $A$ labels in the correct places, and $P$ labels everywhere else) is at least $r = ((\alpha/2)/(1 + \alpha/2))^{k+3}$, which is a constant. The expected number of correctly labeled gadgets is therefore at least $r \cdot \min\{cn, \alpha n/(10k)\}$, i.e., $\Omega(n)$. Using Chernoff’s inequality, with high probability we can find $\Omega(n)$ correctly labeled gadgets.

We next address the second issue, that is, the directions of the edges. For each of the $\Omega(n)$ correctly labeled gadgets, each undirected edge corresponds to a directed edge in one of the two direction with probability

$$\frac{\beta n (1 - \beta n)}{2 \beta n (1 - \beta n) + \left(\frac{\beta n}{n}\right)^2} \approx \frac{1}{2},$$

and corresponds to edges in both directions with the complement (small) probability. The probability that each edge in a Y-gadget corresponds to a single edge in the correct direction is therefore constant, and using similar arguments as above, with high probability a constant fraction of the correctly labeled gadgets will have correctly oriented edges.

Finally, note that the labels of the vertices and the directions of the edges in each of the initially unlabeled, undirected Y-gadgets are independently assigned. Given one of these initial (linearly many) Y-gadgets, we have shown that the probability of that Y-gadget being labeled correctly is a constant. Similarly, we have shown that the probability of that Y-gadget having all edges in exactly the right orientations is a constant. Thus, since these events are independent, the probability that both events occur is a constant, and we have a constant fraction of the linearly many initial Y-gadgets with the correct orientation of edges and labels of nodes.

A possible concern at this point is that there are no edges between pairs of vertices in $A$, and the probability of edges $(u, v)$ where $u \in A$ and $v \in P$ is smaller than $p$. We first note that, since we are looking at a denser graph, isolation is harder to achieve. Moreover, since a Y-gadget has no adjacent vertices in $A$, we discard any such Y-gadgets, so the increased probability of edges between such pairs does not help us. Finally, for pairs $(u, v)$ where $u \in A$ and $v \in P$, the
probability of an edge \((u, v)\) existing is equal to the probability of an edge existing in the undirected graph and the edge being in the right direction; Y-gadgets where the edge is in the wrong direction are discarded.

Importantly, while the proof of Theorem 13 only explicitly discusses chains (in the construction of the Y-gadgets), the optimal matching also contains cycles—they are just not the driving force behind this result. In the next section, we provide experimental validation of this theoretical result using real data from the UNOS nationwide kidney exchange.

5.4 Experiences from, and experiments on, the UNOS kidney exchange

Over the past decade, fielded kidney exchanges have begun appearing in the United States. This section draws on data from the United Network for Organ Sharing (UNOS) exchange through July 2015, except when explicitly written otherwise. At that point, it matched on a biweekly basis, and interacts nationwide with 143 transplant centers. In this section, we present experimental results comparing discounted and non-discounted matching on real data from this exchange, using multiple estimated distributions over edge failure probabilities.

5.4.1 Estimating edge failure probabilities

The UNOS kidney exchange computes a maximum weighted matching at each clearing. The function used to assign weights to edges was determined by a committee of medical professionals, and takes into account such factors as donor and patient location, health, and CPRA score. (We will discuss new approaches to setting these weights in Chapters 6 and 8.) We have access to this data, and use it in our experiments.

However, medical knowledge is incomplete; as such, we cannot determine the exact probability \(q\) that a potential transplant will succeed. For our experiments, we use multiple distributions of edge failure probabilities.

First, we draw from all the data from the match runs conducted in the UNOS exchange to date. Figure 5.2 displays success and failure results for recommended matches from the UNOS kidney exchange for matches between October 27, 2010 and November 12, 2012.1 Approximately 7% of matches resulted in a transplant, while approximately 93% failed. Of the 93% that failed:

- 53% (49% of all matches) were not the reason for failure. The cycle or chain in which the potential transplant was involved failed entirely (in the case of cycles) or before the patient’s turn (in the case of chains).
- 47% (44% of all matches) were the reason for failure.

1The aggregate match data from which we infer crossmatch failure probabilities is available in a report from the [131] and summarized by [143]. Updated aggregate data is now available in a report from the [132]; this most recent data was not incorporated into our experiments, but is very similar to that which was.
Figure 5.2: Determining the probability of a match failing is difficult because many potential patient-donor pairs are not crossmatched. Of the aggregate UNOS data, we are only sure that the 7% who successfully received a transplant and the 16% who explicitly failed due to a positive crossmatch were tested.

- 36% of these (about 16% of the total) failed due to a positive crossmatch, signifying blood-type incompatibility (beyond the ABO model).
- 64% failed due to a variety of other reasons, as discussed below.

Triggering a cycle or chain failure can occur for a variety of reasons, including:

- Receiving a transplant from the deceased donor waiting list
- Receiving a transplant from another exchange
- Patient or donor becoming too ill for surgery or expiring
- An altruistic patient “running out of patience” and donating elsewhere, or not at all
- A donor in a chain reneging (i.e., backing out after his patient received a kidney)
- Pregnancy or sickness changing a patient or donor’s antigen incompatibilities

In these cases, a patient and potential donor may or may not have received a crossmatch test. In fact, the only sureties regarding crossmatches to be derived from the data above are that 7% crossmatched negative (those who received transplants) and 16% crossmatched positive. Thus, roughly $7/(16 + 7) \approx 30\%$ of these crossmatches came back negative. We use this value for our first set of simulations, setting the probability of a crossmatch failing to be a constant 70%. This 70% expected failure is optimistic (i.e., too low) in that it ignores the myriad other reasons for match failures. UNOS currently performs batch myopic matches, so—for these simulations—we only simulated crossmatch failures. We take additional failure reasons into account in Sections 5.8 and 5.9.

Second, in the UNOS exchange and in others (see., e.g., [23]), patients tend to have either very high or very low sensitization, i.e., there is a very low or very high probability that their blood will pass a crossmatch test with a random organ. For highly-sensitized patients, finding a kidney
is very difficult. Drawing from this and the 70% failure rate derived above, our second set of experiments samples randomly from a bimodal distribution: 25% of edges have a low failure rate \((1 - q_L) \in U[0.0, 0.2]\), while 75% have a high failure rate \((1 - q_H) \in U[0.8, 1.0]\), such that the overall expected failure rate is 70%. Third, we systematically vary the variance of the underlying failure probability distribution and explore its effect on the behavior of both matching methods.

### 5.4.2 UNOS results: Discounted matching is better in practice

We now simulate probabilistic matching on real data from UNOS. We performed simulations using both the constant 70% failure rate and the bimodal failure rate. On the former, we can compute an exact expected value for the discounted matching on each real UNOS matching. On the latter, we simulated failure probabilities at least 100 times for each UNOS match run.

![All UNOS match runs (constant)](image)

**Figure 5.3:** Comparison of the expected number of transplants resulting from the maximum weighted matching and discounted weighted matching methods, on 161 UNOS match runs between October 2010 and November 2014, with a constant edge success probability.

Figures 5.3 and 5.4 show that, in both cases, taking failure probabilities into account results in significantly more expected transplants. In the constant probability case, discounted matching yields many more matches than (or in some cases the same number as) the status quo of maximum weighted matching. (In cases where the expected utility of both matching methods was equal, the matchings with equivalent compositions (i.e., same number of 2-cycles, 3-cycles, and \(k\)-chains) were returned by both solvers.) The discounted matching performed better when the maximum weighted matching included long chains, a frequent phenomenon in the UNOS pool (and other fielded exchange pools in the US and abroad), as discussed by [74], [23], and [100].
Figure 5.4: Comparison of the expected number of transplants resulting from the maximum weighted matching and discounted weighted matching methods, on 161 UNOS match runs between October 2010 and November 2014, with bimodal edge success probabilities (some very high, some very low).

In the bimodal case, discounted matching shines, often beating the maximum cardinality matching by a factor between 2 and 5, and again never doing worse in expectation. Here, the discounted matching algorithm is able to pick cycles and chains that contain edges with very high probabilities of success over those with very low probabilities of success.

Table 5.1 gives aggregate match data for both the current UNOS solver and our proposed method on both the constant and bimodal underlying failure rate probability distributions. Across all UNOS match runs using a constant edge failure probability of 0.7, the failure-aware method results in an expected 0.15 more transplants per match run over the maximum weighted matching solver. Using the bimodal distribution, the failure-aware method returns an expected additional 1.38 transplants per match run. Table 5.1 gives the results of both a paired $t$-test and a Wilcoxon signed-rank test (a non-parametric version of the $t$-test); we ran both on the expected number of transplants from the 161 paired deterministic and failure-aware optimal matchings for each of the UNOS match runs to test if their population means were different. Clearly, the gains seen under both failure distributions are statistically significant.

5.4.3 Distributional diversity begets greater gains

Section 5.4.2 showed experimentally that (i) a statistically significant gain in expected matches occurs under the consideration of match failure and (ii) a bimodal underlying failure probability distribution resulted in more of a gain than a constant underlying failure probability distribution. We delve deeper into this insight in this section.
We now investigate the effect that higher variance in edge failure probabilities has on the overall value of both matching methods. For this section’s experiments, we sample from a normal distribution with mean of 0.7 and varying standard deviation. If a sample returns an illegal failure probability \( p \) (i.e., \( p < 0 \) or \( p > 1 \)), we resample from the underlying distribution. In this way, we expand the underlying distribution from a constant 0.7 toward a more uniform randomness.

Figure 5.5 shows the aggregate number of expected transplants (summed over all UNOS match runs through November 2013) for varying levels of variance \( \sigma^2 \), given a standard deviation of \( \sigma \), in the underlying distribution from which failure probabilities are sampled. For convenience, we label the constant probability of 0.7 case as “\( \sigma = 0.0 \)”. Positive crossmatches are simulated based on an edge’s sampled probability of failure.

In the constant probability case, failure-aware matching results in an average expected 18.4% increase in expected transplants. As the standard deviation of the underlying distribution increases, so too does this expected boost: from 18.8% to 28.5% respectively, for \( \sigma = 0.10 \) and \( \sigma = 0.20 \), respectively. An increase in variance also results in the maximum cardinality matching method frequently missing the highest utility match by a large margin. For instance, the 80th and 95th

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Current Average St. Dev.</th>
<th>Ours Average St. Dev.</th>
<th>t-test t-statistic p-value</th>
<th>Wilcoxon Signed-rank Siegel’s T p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.52 0.43</td>
<td>0.67 0.50</td>
<td>10.95 &lt; 10^{-10}</td>
<td>0 &lt; 10^{-10}</td>
</tr>
<tr>
<td>Bimodal</td>
<td>0.51 0.43</td>
<td>1.89 1.79</td>
<td>11.85 &lt; 10^{-10}</td>
<td>0 &lt; 10^{-10}</td>
</tr>
</tbody>
</table>

Table 5.1: Distributional difference between maximum weighted matching and failure-aware matching on real UNOS data.

Figure 5.5: Aggregate additional transplants over all UNOS match runs through November 2013, for edge failure probabilities drawn randomly from \( \mathcal{N}(\mu = 0.7, \sigma \in \{0.1, 0.2\}) \). The leftmost point “\( \sigma = 0.0 \)” represents a constant failure rate of 70%.
percentiles increase from an additional 59.8% and 154.2% in the constant probability case to 94.6% and 462.9% when \( \sigma = 0.20 \). Higher variance results in more opportunities for the maximum cardinality matching to contain many matches with an extremely low probability of execution (e.g., a 3-cycle with edges that are likely to fail instead of a smaller 2-cycle with more reliable edges).

Next, in Section 5.5, we construct a solver that can optimally solve capable of clearing large exchanges than those currently available at UNOS.

### 5.5 Building a scalable solver to clear failure-aware exchanges

Current kidney exchange pools are small, containing at most a few hundred patients at a time. However, as kidney exchange gains traction, these pools will grow. As discussed by Abraham et al. [6], the estimated steady-state size of a US nationwide kidney exchange is 10,000 patients; more recent estimates vary, but the prospect of international exchange [10] and multi-organ exchange [72] will result in large pools.

Clearing pools of this size is a computational challenge, as we motivated in Chapter 3. Abraham et al. [6] showed that the undiscounted clearing problem is NP-hard. Since the undiscounted clearing problem is a special case of the discounted clearing problem—that is, it is the discounted clearing problem with constant success probability \( q = 1.0 \)—it follows that the discounted clearing problem is also NP-hard.

**Proposition 1.** The discounted clearing problem is NP-hard.

In the current UNOS solver, chains are incorporated by adding from the end of each potential chain a “dummy” edge of weight 0 to every vertex that represents an altruist. Chains are generated in the same fashion as cycles, and look identical to cycles to the optimization algorithm—with one caveat. Recall that chains need not be executed atomically, and thus, in practice, the cycle cap of 3 is not applicable to chains. Due to the removal of this length restriction, this approach does not scale even remotely to the nationwide level—failing in exchanges of sizes as low as 200 in the undiscounted case (as shown in Chapter 2). We showed in Chapter 3 that this scalability issue can be solved via compact models like PIEF and HPIEF, or non-compact-but-amenable-to-faster-pricing models like PICEF, for the deterministic case. Indeed, we also showed how to extend PICEF to a failure-aware model with uniform failure probabilities. We relax that assumption to the fully-general case now.

In this section, we augment the current UNOS solver to solve the discounted clearing problem on exchanges with edge failure probabilities. We first show that a powerful tool used in the current solver—the technique used to upper bound the objective value—is no longer useful. We show how to adapt the current solver’s lower bounding technique to our model. We then significantly improve the core of the solver, which performs column generation, to only consider cycles and chains that are useful to the optimal discounted matching, and provide failure-aware heuristics for speeding up the column generation process.
5.5.1 Why we cannot use the current UNOS solver

In integer programming, a tree search that branches on each integral decision variable is used to search for an optimal solution. At each node, upper and lower bounds are computed to help prune subtrees and speed up the overall search. In practice, these bounding techniques are critical to proving optimality without exhaustively searching the space of all assignments.

Computing a good upper bound is hard

The current kidney exchange solver uses the cycle cover problem with no length cap as a heuristic upper bound. This unrestricted clearing problem is solvable in polynomial time by encoding the pool into a weighted bipartite graph and computing the maximum weighted perfect matching (see reduction by [6]). This is useful in practice because the unrestricted bound often matches the restricted (e.g., $L \leq 3$) optimal objective value. Unfortunately, for the discounted version of this problem, Proposition 2 shows that computing this bound is NP-hard.

**Proposition 2.** The unrestricted discounted maximum cycle cover problem is NP-hard.

**Proof.** We build on the proof of Theorem 1 from Abraham et al. [6], which shows that deciding if $G$ admits a perfect cycle cover containing cycles of length at most 3 is NP-complete. They reduce from 3D-Matching. All the cycles in the constructed widgets in their proof are of length at least 3. Due to discounting, a perfect cover which uses only 3-cycles has higher utility than any other cover, since each edge in a 3-cycle is worth more than a vertex in a $k$-cycle for $k > 3$ due to discounting. The reduction of Abraham et al. [6] has the property that there is a perfect cover with only 3-cycles if and only if there is a 3D-Matching. Determining this is NP-complete, and thus the search problem is NP-hard.

Driven by this hardness result, our new solver can use one of two looser upper bounds. If chains are to be executed in an “all-or-nothing” fashion—that is, either they execute in their entirety or are completely cancelled if any edge fails—our solver uses a looser upper bound, solving the unrestricted clearing problem on a graph $G' = (V, E')$ such that $w'_e = w_e q_e$, for each $e \in E$. If the execution policy is incremental—as it is in practice, and in our experimental results—then an even weaker upper bound ignoring $q_e$ is used.

Computing a good lower bound is not hard

The current UNOS solver uses the 2-cycle maximum matching problem (which is equivalent to the undiscounted clearing problem for $L = 2$) as a primal heuristic, or lower bound. The new solver uses the discounted version of the 2-cycle maximum matching problem as a primal heuristic during the branch-and-price search. Solving this problem is still in polynomial time, as stated in Proposition 3.

**Proposition 3.** The discounted clearing problem with cycle cap $L = 2$ is solvable in polynomial time.
Proof. Given a directed compatibility graph $G = (V, E)$, construct an undirected graph $G' = (V, E')$ such that an edge exists between two vertices in $G'$ if and only if there exists a two-cycle between those vertices in $G$. Then, set the weight of every edge $e' = (v_i, v_j)$ in $G'$ to:

$$w_{e'} = q(v_i, v_j) \cdot q(v_j, v_i)(w(v_i, v_j) + w(v_j, v_i))$$

Now find the maximum weighted matching on $G'$, which can be done in polynomial time by Edmond’s maximum-matching algorithm [84].

**Incremental solving of very large IPs**

The number of decision variables in the integer program formulation of the clearing problem grows linearly with the number of cycles and chains in the pool; however, as discussed in Section 3.1.2, the number of cycles of length at most $L$ is $O(|P|^L)$, the number of uncapped chains is exponential in $|P|$ if $A \neq \emptyset$, and the number of capped chains of length (here, defined to be the number of constituent edges) at most $K$ is $O(|A||P|^K)$.

As a recap, the current UNOS solver uses an incremental formulation called column generation to bring only some variables into the search tree at each node. The basic idea behind column generation is to start with a reduced model of the problem, and then incrementally bring in variables (and their constraints) until the solution value of this reduced model is provably the solution value of the full (implicitly represented) model. This is done by solving the pricing problem, which associates with each variable a real-valued price such that, if any constraint in the full model for a variable $c$ is violated, then the price of that variable is positive. In our case, the price of a cycle or chain $c$ is just the difference between the discounted utility $u(c)$ and the dual value sum of the vertices in that cycle or chain.

When no positive price cycles exist, we have proved optimality at this node in the search tree. Proving this is hard, since the solver might have to consider each cycle and chain. Because we are pricing both cycles and chains, we cannot use the fast pricing scheme from Section 3.2 applied to PICEF in Section 3.3.5. We now present a method for “cutting off” a chain after we know its expected utility is too low to improve the reduced problem’s objective value.

### 5.5.2 Iterative generation of only potentially “useful” chains.

Given a $k$-chain $c = (v_0, v_1, \ldots, v_k)$, with $v_0$ an altruist, we show a technique for curtailing the generation of additions to $c$ (while maintaining solution optimality). Consider the $(k + 1)$-chain $c' = c + \{v_{k+1}\}$. Then the additional utility of this chain over $c$ is just:
\[ u(c') - u(c) = \left( \sum_{i=1}^{k} (1 - q_i) i \prod_{j=0}^{i-1} q_j + (k + 1) \prod_{i=0}^{k} q_i \right) - \left( \sum_{i=1}^{k-1} (1 - q_i) i \prod_{j=0}^{i-1} q_j + k \prod_{i=0}^{k-1} q_i \right) \]
\[ = (1 - q_k) k \prod_{i=0}^{k-1} q_i - k \prod_{i=0}^{k-1} q_i + (k + 1) \prod_{i=0}^{k} q_i \]
\[ = (k + 1) \prod_{i=0}^{k} q_i - k \prod_{i=0}^{k-1} q_i = (k + 1) \prod_{i=0}^{k} q_i - k \prod_{i=0}^{k} q_i = \prod_{i=0}^{k} q_i \]

That is, the additional utility is just the probability of \( c' \) executing perfectly from start to finish (times the weight of the new edge, if \( w_k \neq 1 \)).

Now, assume we are given some maximum success (minimum failure) probability \( q_{\text{max}} \) of the edges left in the remaining total pool of patients \( V' \) (so for \( G = (V, E) \), the remaining pool is \( V' = V \setminus c \) ). Then, an upper bound on the additional utility of extending \( c \) to an infinitely long chain \( c^\infty \) is just the geometric series:

\[ u(c^\infty) - u(c) < \sum_{j=k}^{\infty} \prod_{i=k}^{j} q_i = \prod_{i=k}^{k-1} q_i \left( \sum_{j=k}^{\infty} \prod_{i=k}^{j} q_{\text{max}} \right) \]

Since \( q_{\text{max}} < 1 \), this converges to:

\[ u(c^\infty) - u(c) =_{k \to \infty} \frac{q_{\text{max}}}{1 - q_{\text{max}}} \prod_{i=0}^{k-1} q_i \quad (5.2) \]

An upper bound on the expected utility of a (possibly infinite) chain \( c' \), extended from some base \( k \)-chain \( c = (v_0, v_1, \ldots, v_k) \), is given in Equation (5.2) above. We are interested in using this computed value to stop extending \( c \).

Let the dual value of a vertex \( v \) be \( d_v \). Furthermore, let \( d_{\text{min}} \) be the minimum dual value of any vertex in \( V' = V \setminus c \). Then a lower bound on the “cost” of using this extended chain \( c' \) is given by \( d_{\text{min}} + \sum_{i=0}^{k} d_i \).

By taking the optimistic upper bound on the utility of an infinite extension \( c' \) and the lower bound on the “cost” of using \( c' \), a criterion for \( c' \) not being useful is:

\[ \left( \frac{q_{\text{max}}}{1 - q_{\text{max}}} \prod_{i=0}^{k-1} q_i \right) + u(c) + \ell - \left( d_{\text{min}} + \sum_{i=0}^{k} d_i \right) \leq 0 \quad (5.3) \]

Here, \( \ell \) is the utility derived from the final donor in a chain donating his or her kidney to the deceased donor waitlist. This is set by each individual kidney exchange.

Note that the sum of any finite subsequence of the infinite geometric series is less than the sum of the infinite series. Then, the first segment of Equation 5.3 can be only lower for any finite extension of \( c \). Thus, if the inequality holds for the infinite extension, it must also hold for the finite extension.
Proposition 4. Given a $k$-chain $c$, if the infinite extension $c^\infty$ is not promising (i.e., Equation 5.3 holds), then no finite extension is promising, either.

We use Proposition 4 to stop generating extensions of chains during our solver’s iterative chain (column) generation routine. We incrementally maintain the expected utility of the chain $u(c)$ and the sum of the dual values of vertices in that chain, and compute the infinite series’ convergence of the infinite chain whenever an extension is considered. If Equation 5.3 holds, from Proposition 4, we know no finite (or infinite) extension of $c$ can have positive price, and the solver cuts off generating additions to $c$.

5.5.3 Heuristics for generating positive price chains and cycles.

During the column generation process, the optimizer iteratively brings positive price cycles and chains into a reduced linear program (LP). Once no cycles or chains outside the reduced LP have positive price, where the price of a cycle/chain $c$ is defined to be $u(c) - \sum_{v \in c} d_v$, we can determine optimality from the reduced LP for the full LP.

In practice, the order in which positive price cycles and chains are brought into the reduced problem drives solution time. One approach is to try to generate those cycles and chains with lowest price. In our solver, we heuristically order the edges from which we start cycle or chain generation toward this end.

Ordering the cycle generation

For cycles, where $v$ is a patient-donor vertex and $v'$ is the vertex in $v$’s outgoing neighbors with maximum discounted edge weight, we sort in descending order of $\nu$:

$$\nu_v = \bar{q}_{v}^{\text{in}} q_{(v,v')} w_{(v,v')} - d_v$$

Here, $\bar{q}_{v}^{\text{in}}$ is the average success probability of all incoming edges to $v$. Note that, for each vertex $v$, the $\bar{q}_{v}^{\text{in}} q_{(v,v')} w_{(v,v')}$ term can be computed exactly once (at cost $O(|V|^2)$), since these values do not change. Then, at each iteration of column generation, we perform an $O(|V| \log |V|)$ sort on the difference between this term and the current dual values.

Proposition 5. For any non-altruist $v$ and next step $v'$, such that $(q_{(v,v')} w_{(v,v')} - d_v) \leq 0$, we need not initiate cycle generation from $v$ (which still guarantees all cycles are generated).

Proof. A cycle $c$ involves at least two vertices, including $v$. If $v$ has a non-positive dual-discounted weight, then at least one other vertex $v'$ in the cycle must have positive dual-discounted weight. If not, the cycle will have non-positive price and will not be considered in the column generation. Starting a search from $v'$ will generate $c$. \qed

Ordering the chain generation

For chains, where $\alpha$ is an altruist and $v$ is the vertex corresponding to the initial edge from that altruist, we sort in descending order of $\nu$:
\[ \nu_{a,v} = q_{(a,v)} w_{(a,v)} - d_a \]

The intuition here is that chains with a high utility outgoing edge (at low cost, from \( d_a \)) are more likely to be included in the final solution than those with low initial utilities. Note that we must consider all first hops out of all altruists, including those such that \( \nu_{a,v} \leq 0 \). Due to this, each iteration of column generation requires an \( O(|A||P| \log(|A||P|)) \) sort. With \(|A|\) small, as in the UNOS exchange, this is an allowable cost.

## 5.6 Scalability experiments

In this section, we test the ability of our new solver on kidney exchange compatibility graphs that are larger than current fielded kidney exchange pools, with an eye toward the future where kidney exchanges will be larger. We use data generated by the dense kidney exchange instance generator by Saidman et al. [191], augmented to include altruistic donors. These graphs are significantly denser than current kidney exchange pools, as discussed in Chapter 2, but may more accurately represent future large exchange pools. We test in the static (that is, myopic batch matching) setting here; in the next section, we expand to dynamic matching (albeit with a myopic optimizer, which will be relaxed in Chapter 6). For the experiments in this section, we assume a constant failure probability of 0.7 for each donor-patient edge.

We compare our novel solver against IBM ILOG CPLEX 12.2 [117], a recent version of a state-of-the-art integer linear programming solver. Since CPLEX does not use branch-and-price, it must solve the full integer program (with one decision variable per possible cycle and chain).

Table 5.2 shows runtime and completion results for both solvers on graphs of varying size. Each graph has \(|P|\) patient-donor pairs and \(|A| = 0.1|P|\) altruistic donors. For example, a row
labeled $|P| = 50$ corresponds to a graph with 50 patient-donor pairs and 5 altruists. We generated 128 such graphs for each value of $|P|$. Each solver was allocated 8GB of RAM and 1 hour of solution time on Blacklight, a large cc-NUMA shared-memory supercomputer at the Pittsburgh Supercomputing Center. (Blacklight was used solely to parallelize multiple runs for experimental results; our solver does not require any specialized hardware. In fact, the current version of our solver that runs the weekly matches at UNOS runs on commodity hardware.) CPLEX was unable to solve instances of size 100 (except once) in under an hour, while our solver was able to solve (at least some) instances of size 900.

To test how much speed was added by each of the improvements in this chapter to the current UNOS solver, we deactivated the cycle and chain generation ordering heuristics (§5.5.3), as well as the solver’s ability to cut off chain generation after the initial portion of a chain has been proven not to be in an optimal match (§5.5.2). Interestingly, removing the cycle and chain ordering heuristics did not noticeably affect the runtime or number of instances solved by our solver. Their low impact on performance is caused by the weak upper bounding performed during the IP solve; since the bounding is weak, often optimality must be proved by considering all (discounted, possibly “good”) chains and cycles, as opposed to being proved via bounding in the search tree. We believe these ordering heuristics, or ones like them, will hold greater merit when better bounding techniques are developed in the future. However, turning off the solver’s ability to reason about the maximum additional discounted utility of a chain did significantly affect overall runtime and number of instances solved; in fact, without this technique, only a single instance with 500 patient-donor pairs finished within the one hour time limit.

Table 5.2 also lists runtime results for those instances that did complete. When a solver was able to solve an instance within an hour, the solution time was typically quite low. This is a function of the upper and lower bounds becoming tight early on in the search tree. Overall, our method of incrementally generating cycles and chains results in dramatically increased completion percentages and lower runtimes than CPLEX.

5.7 Instantaneous rematching in the static model

Fielded kidney exchanges operate in the static setting, first performing a batch matching (typically at a defined periodicity), then testing edges in that match, and finally performing successfully tested transplants and placing patient-donor pairs with failed edges back in the pool. In this section, we explore the effect of this policy in the static setting (which leads to Section 5.8 and the formulation of a general dynamic model of kidney exchange).

A myopic optimization (using the failure-aware method described in this chapter) is performed without taking into account the possibility of rematching. The leftover pool—together with the positive crossmatches from the last match—are then instantaneously rematched. We are interested in the additional expected transplants gained from this second (or third, or more) round of matching. Note that this only makes sense in a model that includes match failures, as the maximum weighted matching in a deterministic setting would leave no matchable vertices in the remaining pool.

Figure 5.6 shows the effect of instantaneous rematching on both the size of the discounted
maximum matching and the expected number of resulting transplants, as the number of allowed
rematches is increased from zero (a single batch match) to nine (ten total matches, nine instantan-
eous rematches). While the size and value of subsequent matches decreases (as expected), the
results have a heavy tail; that is, even later rounds of rematching contribute nontrivially to the
aggregate expected transplants in large enough pools.

Table 5.3 quantifies the heavy tails shown in Figure 5.6. It compares the expected number of
transplants after a single batch matching against the aggregate expected value of a single batch
matching and nine instantaneous rematches. Even in a small pool with 50 patient-donor pairs
and 5 altruists, multiple rematches result in an expected additional 75.69% transplants. Greater
percentage-wise gains are realized for pools of larger size due to the remaining thickness in an
exchange, even after multiple vertex and edge removals.

5.8 A model for experimental dynamic kidney exchange

In this section, we explore failure-aware matching in the context of dynamic kidney exchange.
Kidney exchange is a naturally dynamic event, with patients, paired donors, and altruists arriving
and departing the pool over time. Section 5.4 enumerated some of the reasons we have seen in our
experiences with the UNOS nationwide exchange. Formally, a dynamic kidney exchange can be
explained by the evolution of its graph—that is, the addition and removal of its vertices and edges.

Table 5.4 formalizes the evolution of a compatibility graph over time. The only vertex and edge
additions to the graph come in the form of new patients and donors arriving over time. Edges are removed due to, e.g., crossmatch failures or donor refusals. Vertices are removed if the patient or her respective donor must leave the pool, due to reasons ranging from a successful transplantation to patient expiration.

Figure 5.7 provides a snapshot of a compatibility graph over three points in time. The pool at time $t$ consists of unmatched patients and donors from time $t - 1$, any new pairs and altruists entering the pool, and any vertices who were waiting for a successful match, but whose match failed (due to, e.g., a positive crossmatch). Note that these patients are still formally in the pool, just marked temporarily “inactive” until the status of their pending transplant is known. At each time period $t$, vertices leave the pool permanently through any of the reasons in the first column of Table 5.4, or are temporarily marked “inactive” through a pending match.
5.8.1 Failure-aware matching in dynamic kidney exchange

We now present experimental results on dynamic kidney exchanges, taking transplant success probabilities into account. We built a simulator that mimics the evolutionary diagram of Figure 5.7, and used parameters learned from our work with UNOS. We vary the number of patient-donor pairs and altruists entering the pool over time, and match on a weekly basis for 24 weeks. We use the bimodal distribution of failure probabilities described in Section 5.4, as it more accurately represents current kidney exchanges. The deceased-donor waitlist donation at the end of a chain is counted in the expected number of transplants.

In our experience with UNOS at the time of this writing, typically the time between a match offer and transplant success or failure is about 8 weeks. Thus, whenever a match is offered in our simulator, involved patients and donors become inactive in the pool, but can still be removed from the match for a variety of reasons (“sniping” by another exchange, patient illness, etc). Of the 610 patients who had ever been listed in the UNOS exchange program when these experiments were run (over a period of 106.7 weeks), 192 left for reasons other than receiving a kidney through UNOS. Thus, for each time period, a vertex has a probability of $1 - e^{(\ln 418/610)/106.7} \approx 0.003536$ chance of leaving (for a non-UNOS transplant reason). As in real kidney exchange, if a cycle fails, or part of a chain fails, then the affected patients and donors are returned to the pool—or is removed permanently, if the reason for failure was that patient-donor pair’s exit from the exchange. Results from crossmatches that were done as part of a failed cycle or chain are maintained in the pool; if a crossmatch was negative, then future crossmatches performed on that edge will also be negative. We assume all crossmatches are done simultaneously for cycles and incrementally from the initiating non-directed donor until the first failure for chains.

Figure 5.8 shows the number of expected transplants per week on graphs of three different sizes, each generated from the [191] distribution of compatibility graphs. (In the following section, we generate graphs from the UNOS distribution.) In expectation, 5, 20, or 25 pairs and 1, 4, or 5 altruists appear weekly in each of the three graphs. Discounted matching typically results in roughly twice as many expected transplants than maximum cardinality matching. The slight increase in weekly expected matches for both matching techniques is due to the buildup of un-
matched patient-donor pairs and altruists in the pool over time; larger pools typically admit larger matchings.

![Figure 5.9: Expected aggregate transplants over 24 weeks, for increasing $|P|$ (and $|A| = 0.1|P|$).](image)

Figure 5.9 gives aggregate results for total number of expected transplants over 24 weeks, for graphs of varying size, for both discounted and maximum cardinality matching. Graphs have 10% as many altruists on top of the patient-donor pool. The gap between discounted and non-discounted matching widens as the activity level of the dynamic kidney exchange increases. For our largest graphs, discounted matching improved expected transplants by a factor of three over maximum cardinality matching. In the following section, we will explore how these global efficiency gains change as we prioritize highly-sensitized patients and on graph distributions that more closely mimic presently fielded exchanges.

5.9 Balancing efficiency and fairness in failure-aware kidney exchange

So far, we have motivated a move to discounted kidney exchange optimization from a global efficiency perspective. One might ask how this affects fairness. For example, a proposed transplant to a highly-sensitized patient might intuitively fail with higher probability than one to a patient of low sensitization due to coupled health issues (e.g., chronic illness) in the former, and thus the discounted approach could disfavor highly-sensitized patients. While data from the UNOS kidney exchange [132] does not show a correlation between post-match failure and CPRA, data from other exchanges does show such a correlation [e.g., 22, 99]. Regardless, prioritizing highly-sensitized patients is currently done explicitly or implicitly in fielded kidney exchanges, so we address that here—and then in much greater depth in the next part of the thesis in Chapters 7 and 8.

In general, striking a balance between fairness and efficiency in kidney exchange is an increasingly important line of work combining medical policy, economics, and optimization. Roth et al.
[186] define a fair mechanism to be one that equalizes, to the greatest extent possible, patients’ chances of getting a match. While this is almost certainly too strict a fairness criterion to be fielded in practice, the notion of prioritizing some patients—possibly at the cost of overall efficiency in the exchange—is common (and is performed in the current UNOS exchange as well). Recent and parallel work by Bertsimas et al. [35, 36] and by Caragiannis et al. [53] studies the price of fairness, a measure of the tradeoff between fairness and efficiency, in general resource allocation problems. We will adapt that in greater depth to kidney exchange in Chapter 7, but overview the instantiation of that adaptation in this chapter. Hooker and Williams [110] provide general Rawlsian equity optimization models that maximize the minimum utility of any one agent or set of agents. Bertsimas et al. [37] design a realistic method for maximizing, given a set of user-defined fairness constraints, some notion of efficiency in the deceased donor kidney transplantation problem, where patients on a waiting list are allocated cadaveric kidneys. In general, accurate quantification of the theoretical and empirical advantages and disadvantages of various fairness definitions would be of great value to policymakers in the kidney exchange community.

In this section, we use a recent fairness criterion for kidney exchange, to be discussed in much greater depth in Chapter 7. We show (experimentally) that the “price of fairness” in both static and dynamic failure-aware models is also typically low. More importantly, we show that failure-aware matching under well-chosen fairness criteria results in more expected transplants to both the global pool and highly-sensitized patients than maximum cardinality matching. We conclude that there is an enormous “price of using the wrong model” that is potentially more harmful to all patients—and will present FUTUREMATCH in Chapter 8 as a method to automatically tune toward a “less wrong” model.

5.9.1 Weighted fairness as a prioritization scheme for sensitized patients

One simple method to emphasize a certain class of patient-donor pairs—for us, those in the set of highly-sensitized vertices \( V_H \)—is to increase the weight of edges with a sink in \( V_H \). This definition generalizes the policy UNOS currently applies to highly-sensitized patients in the fielded kidney exchange, where incoming edges to patients above a certain CPRA threshold are given a positive constant additive weight increase. We adopt a parameterized form of this rule here.

To implement this rule, in Chapter 7 we will build on the standard kidney exchange integer programming formulation and rewrite the objective as follows:

\[
\max \sum_c v_\Delta(c) x_c
\]

Here, \( v_\Delta(c) \) is the value of a cycle or chain \( c \) (either the weight in the deterministic model or the discounted utility in our failure-aware model) such that the weight of each edge \( e \in c \) is adjusted by some re-weighting function \( \Delta : E \to \mathbb{R} \).

A simple example re-weighting function is multiplicative:

\[
\Delta^\beta(e) = \begin{cases} 
(1 + \beta)w_e & \text{if } e \text{ ends in } V_H \\
w_e & \text{otherwise}
\end{cases}
\]

Intuitively, for some \( \beta > 0 \), this function scales the weight of edges ending in highly-sensitized vertices by \( 1 + \beta \). For example, if \( \beta = 0.5 \), then the optimization algorithm will value edges
that result in a highly-sensitized patient receiving a transplant at 50% above their initial weight (which may then be discounted by other factors like failure probability and chain position, as in our chapter’s current model).

For any \( M \in \mathcal{M} \), let \( M' \) be the matching such that every cycle \( c \in M \) has augmented weight \( v_{\Delta}(c) \). Then define the weighted fairness rule \( u_{\Delta} \) in terms of the utilitarian rule \( u \) applied to the augmented matching \( M' \), such that \( u_{\Delta}(M) = u(M') \). Thus, the clearing problem is rewritten as finding \( M^* = \arg\max_{M \in \mathcal{M}} u_{\Delta}(M) \). We will discuss this rule and others in greater theoretical and experimental depth in Chapter 7.

In the rest of this section, we explore the effect this weighted fairness rule has on the expected number of transplants performed in the pool as a whole and by highly-sensitized patients in \( V_H \), under a variety of modeling assumptions.

### 5.9.2 Experiments in the static setting

We begin by studying the weighted fairness rule in the context of static kidney exchange. We do this on both the 161 individual UNOS match runs to date, and on generated graphs that mimic the UNOS graphs. The generator runs by loading all pairs and altruistic donors that have ever been present in the UNOS pool into a set of vertices \( V \), then drawing with replacement vertices from that pool and running the UNOS edge existence algorithm on the sampled vertices to create a compatibility graph. We test these real or sampled graphs under three probability distributions: constant and bimodal as above, as well as a differently-distributed bimodal family that draws failure probabilities in accordance with those rates published by Ashlagi et al. [22]. Critically, this last distribution correlates edge failure rate with patient CPRA: incoming edges to highly-sensitized patients are much more likely to fail than incoming edges to the rest of the pool. Specifically, they state that patients with a CPRA above 75 have a crossmatch failure probability of 0.5, while those with lower CPRA values (reported in ranges \([0–24]\), \([25–49]\), and \([50–74]\)) have much lower probabilities of crossmatch failure (0.05, 0.2, and 0.35, respectively). They also experiment with an additional additive exogenous failure rate varied between 0 and 0.16; we use 0.08 in our experiments.

#### Constant failure rate

We begin by assuming that every edge fails with the same constant probability, as in previous sections. This assumption, while not likely to hold in practice, is easily parameterized and allows us to explore the differences in models as matchings become less reliable. Different exchanges have different failure rates, and this exploratory analysis might serve as a useful tool to quantify the marginal gains of decreasing edge failure rates.

Figure 5.10 compares the weighted fairness rule \( u_{\Delta} \) applied to the failure-aware model against the utilitarian rule applied to the deterministic model, which computes a maximum cardinality disjoint cycle cover without regard for edge failure. Figure 5.10(left) shows that the efficient failure-aware matching always results in at least as many (typically more) expected transplants as the efficient deterministic matching. However, interestingly, even matchings under the fair rule \( u_{\Delta} \) in the failure-aware model often result in significant overall gains when compared to the
utilitarian deterministic matching. Figure 5.10(right) shows that even the fully efficient matching rarely results in a loss of highly-sensitized transplants, and that even slightly prioritizing sensitized patients results in large gains (at low cost to global efficiency).

![UNOS Individual Matches (Constant)](image)

**Figure 5.10:** Percentage change in expected number of transplants (left) and sensitized transplants (right) for actual UNOS match runs using failure-aware matching—possibly with fairness constraints—instead of maximum cardinality matching. The x-axis varies constant edge failure probability from 0 to near 1.

For example, for $\beta = 1.0$—that is, when highly-sensitized patients are valued twice as much as lowly-sensitized patients—we see a drop of only a couple of percentage points of expected transplants when there is no probability of edge failure. This is countered by a very large (over 30%) gain in the expected number of highly-sensitized transplants. In fact, when the probability of edge failure is at least 45%, valuing highly-sensitized transplants at 11x ($\beta = 10.0$) that of a lowly-sensitized patient results in more expected total transplants than deterministic matching that does not consider fairness.

Also, we see that efficient failure-aware matching almost always results in more expected sensitized transplants than deterministic matching, with the exception of a small relative drop at failure rates around 35–45%. This can be explained by comparing, given a failure probability $p$, the relative discounted utilities of a 2-cycle $c_2$ ($u(c_2) = 2(1-p)^2$) and 3-cycle $c_3$ ($u(c_3) = 3(1-p)^3$). When $p < \frac{1}{3}$, $u(c_2) < u(c_3)$, so the optimizer favors 3-cycles over 2-cycles. When $p > \frac{1}{3}$, $u(c_2) > u(c_3)$, so the optimizer favors 2-cycles. Highly-sensitized patients are often matched in 3-cycles; intuitively, if a highly-sensitized pair’s donor can donate to another pair, it is more likely that this pair will not be able to connect back to the highly-sensitized pair directly (by virtue of that initial pair being highly-sensitized and thus having low in-degree) via a 2-cycle but will rather connect back through a lowly-sensitized pair via a 3-cycle). So, for $p < \frac{1}{3}$, failure-aware gains are only realized by rearranging the low-probability tails of chains into 2- and 3-cycles, while for $p > \frac{1}{3}$, failure-aware optimization may start to cannibalize 3-cycles (that likely contain highly-sensitized pairs). Empirically, this is only an issue for $p \in (\frac{1}{3}, 0.45]$; once $p > 0.45$, the efficient objective’s gains
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Figure 5.11: Percentage change in expected number of transplants (left) and sensitized transplants (right) for generated UNOS match runs using failure-aware matching—possibly with fairness constraints—instead of maximum cardinality matching. The x-axis varies constant edge failure probability from 0 to near 1.

outweigh these losses. Furthermore, we see that a small prioritization (even $\beta = 1$) results in both global and sensitized gains even for $p \in (\frac{1}{3}, 0.45]$ (and for other values of $p$).

This general behavior is supported in Figure 5.11, which shows the same experiments on generated data that mimics the UNOS distribution, for pools of size 250—roughly the size of the current UNOS pool. We include these results because, in Section 5.9.3, we run dynamic experiments on data that mimics the UNOS pool (unlike the results in Section 5.8, which used the generator due to Saidman et al. [191]). The similarity of Figures 5.10 and 5.11 serves as validation of the simulator.

It may be difficult to accurately estimate failure probabilities on edges in practice. Indeed, in extreme cases, it may even be deemed unethical to allow vastly different failure probabilities to be included in the optimization process, as the probabilities act as a prioritization tool. As these experiments show, one could simply set all the probabilities in the optimization to be equal in order to not disfavor patients with high failure probabilities. Even with this extreme approach, the discounted framework strikes good endogenous tradeoffs between short chains, long chains, short cycles, and long cycles—unlike the current undiscounted approach.

**Bimodal failure rate**

We now consider the weighted fairness rule in the static setting with bimodal failure probabilities. We will refer to the prior bimodal failure distribution derived in Section 5.4, where edge failure rates are not correlated with patient CPRA, as the “UNOS Bimodal” distribution. We also perform experiments on a distribution derived from published failure rates from a different exchange, the Alliance for Paired Donation (APD), where edge failures are correlated with patient CPRA [22]. We refer to this distribution as “APD Bimodal.” This difference in correlations could be due to
highly-sensitized patients being less likely to find a match outside of the exchange (e.g., on the deceased donor wait list or another exchange) but more likely to have a match fail due to medical reasons such as crossmatch incompatibility—whereas an easy-to-match patient might quickly find a living donor elsewhere, but be less likely to have a match fail for medical reasons. UNOS has a slower matching cadence than some other exchanges like the National Kidney Registry (NKR), which matches whenever the underlying compatibility graph changes, so easily-matched patients may be “sniped” by such faster-moving exchanges. By lowering these non-medical reasons for failure (e.g., by merging all exchanges into a single program to reduce inter-exchange competition), the overall failure rate for highly-sensitized patients would probably become higher than that of other patients.

Figure 5.12 shows expected gains in both the number of overall transplants (dashed line) and sensitized transplants (dotted line) relative to a baseline of deterministic matching (solid line). The expected number of failure-aware overall and highly-sensitized transplants are compared against the expected number of deterministic overall and highly-sensitized transplants, respectively, as the fairness factor $\beta$ is increased from 0 (fully efficient matching) to 10 (highly biased matching).

Immediately visible is that, when failure rates are not correlated to CPRA, the gains seen by failure-aware matching are quite large across the board. This aligns with our Saidman-generated results from Section 5.8, as well. However, when failure rates are highly correlated with patient CPRA, the situation becomes more delicate. Failure-aware matching without fairness considerations does result in a large gain in overall expected transplants, but harms highly-sensitized patients. We can identify a “sweet spot” that balances these conflicting objectives; empirically, this is approximately when $\beta \in [2, 4]$ (depending on the underlying family of graphs; see Figures 5.12 and 5.13). When $\beta$ is toward the lower end of this interval, the loss in marginalized transplants is zero while the gain in global expected transplants is positive (approximately 10%). When $\beta$
Figure 5.13: Change in the expected number of transplants on average for generated UNOS match runs when using failure-aware matching instead of maximum cardinality matching, assuming bimodal edge failure rates derived from UNOS (left column) and APD (right column). The x-axis varies the $\beta$ fairness factor applied to the failure-aware matching algorithm.

is toward the higher end of this range, the global gain in transplants is zero while the gain in marginalized transplants is positive (approximately $25\%$). Within the interval, we realize gains in both objectives—a clear win.

As in the constant failure probability case, Figure 5.13 shows similar results on generated UNOS compatibility graphs, under both failure rate distributions, for $|V| = 250$. This provides validation for our simulator. In the rest of the section, we further explore the correlated failure rate setting in the realistic dynamic kidney exchange simulator presented in Section 5.8 using these equally realistic compatibility graphs, and show that this same balance of fairness and efficiency can be struck so that both global efficiency and the expected number of transplants to highly-sensitized patients increases.

5.9.3 Experiments in the dynamic setting

We now continue our exploration of the correlated failure probability case into a dynamic model. This is important because, although we showed that a balance can be struck between efficiency and fairness in the static case such that failure-aware matching results in gains in both objectives, it is possible that this balance comes at the cost of matching “easier” hard-to-match pairs in the now and leaving the “hardest” hard-to-match pairs for later. We show that this is not the case. Specifically, the same winning balance can be struck in the dynamic setting. (In the interest of space, we do not include experiments in the non-correlated bimodal failure case, because even failure-aware matching without fairness considerations results in large increases in both global and marginalized transplants over time. In this sense, the experiments in this section on the correlated APD distribution give a conservative estimate of the gains seen by failure-aware matching in dynamic kidney
We perform experiments in the same dynamic model as Section 5.8, only this time using the realistic UNOS graph generator validated above. We vary arrival rates over 24 time periods with \{12, 16, \ldots, 32\} pairs or altruistic donors arriving per time period, as sampled from the real pairs and altruists. Tables 5.5 and 5.6 show the median overall absolute and percentage gains and losses in number of transplants and number of sensitized transplants, respectively, aggregated over all time periods by failure-aware matching for \(\beta \in \{0, 1, \ldots, 5\}\) compared against deterministic matching.
| $|V| = 300$ | $|V| = 400$ | $|V| = 500$ | $|V| = 600$ | $|V| = 700$ | $|V| = 800$ |
|----------------|----------------|----------------|----------------|----------------|----------------|
| **Gain (%)**   | **Gain (%)**   | **Gain (%)**   | **Gain (%)**   | **Gain (%)**   | **Gain (%)**   |
| **EFFICIENT**  | +0 (0.0%)      | +5 (5.9%)      | +1 (1.9%)      | +2 (2.5%)      | +9 (7.1%)      | +5 (3.6%)      |
| **FAIR, $\beta = 1$** | +2 (4.2%)  | +5 (6.7%)  | +1 (1.0%)  | +8 (8.1%)  | +8 (6.2%)  | +11 (7.3%)  |
| **FAIR, $\beta = 2$** | +0 (0.0%)  | +3 (4.1%)  | +0 (-1.3%)  | +3 (2.4%)  | +2 (1.8%)  | +5 (3.4%)  |
| **FAIR, $\beta = 3$** | +2 (4.3%)  | -1 (-2.1%)  | -1 (-1.1%)  | -1 (-1.3%)  | +3 (2.8%)  | +2 (1.5%)  |
| **FAIR, $\beta = 4$** | +2 (4.3%)  | +2 (2.5%)  | +2 (2.5%)  | -1 (-1.3%)  | +1 (0.9%)  | +3 (2.3%)  |
| **FAIR, $\beta = 5$** | +0 (-0.1%)  | +1 (2.0%)  | +3 (4.0%)  | +0 (-0.5%)  | -1 (-0.8%)  | -2 (-1.7%)  |

**Table 5.5:** Gains in expected number of transplants overall, for increasing values of fairness $\beta$ and for different arrival rates.

| $|V| = 300$ | $|V| = 400$ | $|V| = 500$ | $|V| = 600$ | $|V| = 700$ | $|V| = 800$ |
|----------------|----------------|----------------|----------------|----------------|----------------|
| **Gain (%)**   | **Gain (%)**   | **Gain (%)**   | **Gain (%)**   | **Gain (%)**   | **Gain (%)**   |
| **EFFICIENT**  | -4 (-40.0%)    | -2 (-21.4%)    | -3 (-15.4%)    | -4 (-21.4%)    | -5 (-23.4%)    | -6 (-19.1%)    |
| **FAIR, $\beta = 1$** | -2 (-26.1%)  | +0 (0.0%)  | -1 (-10.0%)  | +0 (0.0%)  | +0 (-1.3%)  | -1 (-4.4%)  |
| **FAIR, $\beta = 2$** | +1 (9.5%)  | +3 (18.8%)  | +0 (1.2%)  | +2 (9.9%)  | +2 (11.2%)  | +5 (15.5%)  |
| **FAIR, $\beta = 3$** | +0 (5.6%)  | +1 (10.8%)  | +1 (11.7%)  | +7 (35.1%)  | +8 (33.2%)  | +6 (20.3%)  |
| **FAIR, $\beta = 4$** | +0 (5.6%)  | +3 (29.0%)  | +2 (11.0%)  | +8 (46.2%)  | +6 (23.9%)  | +8 (29.3%)  |
| **FAIR, $\beta = 5$** | +0 (0.0%)  | +2 (22.6%)  | +2 (12.1%)  | +8 (43.7%)  | +6 (24.0%)  | +8 (23.9%)  |

**Table 5.6:** Gains in expected number of highly-sensitized transplants, for increasing values of $\beta$ and for different arrival rates.
Mirroring the static experiments above, we see that for low values of $\beta$, failure-aware matching results in global gains and marginalized losses. However, as above, for $\beta \approx 2$, a winning balance is struck, with nonnegative gains in expected overall transplants and significant gains in number of highly-sensitized transplants. Perhaps most excitingly, for higher values of $\beta$, the number of highly-sensitized transplants increases markedly (reaching $+20\%$–$+40\%$ over deterministic matching for higher arrival rates), while the overall effect on global efficiency is negligible. In reality, kidney exchanges are often seen as a “last hope” for highly-sensitized patients; even with a higher likelihood of pre-transplant match failure, we have shown that failure-aware matching can increase successful match rates for these highly-prioritized patients at no cost to the global system efficiency.

5.10 Pre-match edge testing complements failure-aware matching

In this section, we present an approach to dealing with uncertainty over the (non)existence of edges in a compatibility graph by querying for existence a small set of edges before running the matching algorithm. The matching algorithm that is run after the testing phase can be one that takes edge failure into account (or not); in this sense, the approach of this chapter is a complement to the failure-aware matching model presented earlier in this chapter. Results from this section, as in the rest of the chapter, are stated in the language of a stochastic matching problem, which is a special case of stochastic $k$-set packing, where each set exists only with some probability, and the problem is to find a packing of maximum size of those sets that do exist.

Without any constraints, one can simply query all edges or sets, and then output the maximum matching or packing over those that exist—but this level of freedom may not always be available, as is the case in kidney exchange. This chapter is interested in the real-world tradeoff between the number of queries and the fraction of the omniscient optimal solution achieved. Toward that end, it works in settings where a clearinghouse can test edges adaptively in rounds, where test results from one round can inform the succeeding rounds, and non-adaptively, where only a single batch of edges can be tested prior to running the final matching algorithm.

In this section, we support the theoretical results of Blum et al. [44] with empirical simulations from two kidney exchange compatibility graph distributions. We operate in the following model. For any graph $G = (V, E)$, let $M(E)$ denote its maximum (cardinality) matching. (The notation $M(E)$ intentionally suppresses the dependence on the vertex set $V$, since we care about the maximum matchings of different subsets of edges for a fixed vertex set.) Given a set of edges $X$, define $X_p$ to be the random subset formed by including each edge $x_i$ of $X$ independently with probability $p_i \in \mathbb{P}$, the vector of edge failure probabilities for each edge in $X$.

Given a graph $G = (V, E)$, define $\overline{M}(E)$ to be $\mathbb{E}[|M(E_p)|]$, where the expectation is taken over the random draw $E_p$. In addition, given the results of queries on some set of edges $T$, define $\overline{M}(E|T)$ to be $\mathbb{E}[|M(X_p \cup T')|]$, where $T' \subseteq T$ is the subset of edges of $T$ that are known to exist based on the queries, and $X = E \setminus T$.

In the non-adaptive version of the problem, the goal is to design an algorithm that, given
a graph \( G = (V, E) \) with \( |V| = n \), queries a subset \( X \) of edges in parallel such that \( |X| = O(n) \)—in our algorithms, a constant number of incident edges per vertex—and maximizes the ratio \( \mathcal{M}(X) / \mathcal{M}(E) \).

In contrast, an adaptive algorithm proceeds in rounds, and in each round queries a subset of edges in parallel. Based on the results of the queries up to the current round, it can choose the subset of edges to test in the next round. Formally, an \( R \)-round adaptive stochastic matching algorithm selects, in each round \( r \), a subset of edges \( X_r \subseteq E \), where \( X_r \) can be a function of the results of the queries on \( \bigcup_{i<r} X_i \). The objective is to maximize the ratio \( \mathbb{E}[|\mathcal{M}(\bigcup_{1\leq i \leq R} X_i)|]/\mathcal{M}(E) \), where the expectation in the numerator is taken over the outcome of the query results and the sets \( X_i \) chosen by the algorithm.

As above, we test on the dense distribution due to Saidman et al. [191], as well as on real kidney exchange compatibility graphs drawn from the first 169 match runs of the UNOS nationwide kidney exchange. While these two families of graphs differ substantially, we find that even a small number \( R \) of non-adaptive rounds, followed by a single period during which only those edges selected during the \( R \) rounds are queried, results in large gains relative to the omniscient matching.

This section does not directly test the algorithms we presented in Blum et al. [44], which focuses solely on polynomial-time algorithms. For the 2-cycles-only case, we do directly implement Algorithm 1 from the full paper with Blum et al. [44]. However, for the cases involving longer cycles and/or chains, we do not restrict ourselves to polynomial time algorithms (unlike in the theory part of this chapter), instead choosing to optimally solve matching problems using integer programming during each round, as well as for the final matching and for the omniscient benchmark matching. This decision is informed by the current practice in kidney exchange, where computational resources are much less of a problem than human or monetary resources (of which the latter two are necessary for querying edges).

In our experiments, the planning of which edges to query proceeds in rounds as follows. Each round of matching calls as a subsolver the failure-aware matching algorithm presented earlier in this chapter, which includes edge failure probabilities in the optimization objective to provide a maximum discounted utility matching. The set of cycles and chains present in a round’s discounted matching are added to a set of edges to query, and then those cycles and chains are constrained from appearing in future rounds. After all rounds are completed, this set of edges is queried, and a final maximum discounted utility matching is compared against an omniscient matching that knows the set of non-failing edges up front.

Appendix C.2 presents an algorithm that relaxes the assumption that all edges in a round must be tested at once, and provides initial experimental results comparing against the round-based algorithms in this chapter. That appendix provides an implementation of a basic “expected improvement”-style algorithm (see, e.g., work by Jones et al. [122] for foundational work on general expected improvement algorithms) for adaptive edge testing of barter exchange graphs. There, we work under the assumption that testing can be performed and that information digested on an edge-by-edge basis, as opposed to in larger batches as in this chapter; our experimental results show that by relaxing the batch assumption, we can achieve the same expected match size as the batch algorithms in this chapter by testing even fewer edges.
5.10.1 Experiments on dense generated graphs due to Saidman et al. [191]

We begin by looking at graphs drawn from a distribution due to Saidman et al. [191]. Figure 5.14 presents the fraction of the omniscient objective achieved by $R \in \{0, 1, \ldots, 5\}$ non-adaptive rounds of edge testing for generated graphs with 250 patient-donor pairs and no altruistic donors, constrained to 2-cycles only (left) and both 2- and 3-cycles (right). Note that the case $R = 0$ corresponds to no edge testing, where a maximum discounted utility matching is determined by the optimizer and then compared directly to the omniscient matching. The x-axis varies the uniform edge failure rate $f$ from 0.0, where edges do not fail, to 0.9, where edges only succeed with a 10% probability. Given an edge failure rate of $f$ in the figures below, we can translate to the $p$ used in the theoretical section of the paper as follows: 2-cycles exists with probability $p_{2\text{-cycle}} = (1 - f)^2$, while a 3-cycle exists with $p_{3\text{-cycle}} = (1 - f)^3$. For example, in the case of $f = 0.9$, a 3-cycle exists with very low probability $p = 0.001$.

![Figure 5.14: Saidman generator graphs constrained to 2-cycles only (left) and both 2- and 3-cycles (right).](image)

The utility of even a small number of edge queries is evident in Figure 5.14. Just a single round of testing ($R = 1$) results in 50.6% of omniscient—compared to just 29.8% with no edge testing—for edge failure probability $f = 0.5$ in the 2-cycle case, and there are similar gains in the 2- and 3-cycle case. For the same failure rate, setting $R = 5$ captures 84.0% of the omniscient 2-cycle matching and 69.3% in the 2- and 3-cycle case—compared to just 22.2% when no edges are queried. Interestingly, we found no statistical difference between non-adaptive and adaptive matching on these graphs.

5.10.2 Experiments on real match runs from the UNOS kidney exchange

We now analyze the effect of querying a small number of edges per vertex on graphs drawn from the real world. Specifically, we use the first 169 match runs of the UNOS nationwide kidney exchange. These graphs, as discussed in Chapter 3, are substantially less dense than those produced
by the Saidman generator. As shown in, e.g., Chapter 2 and later in Chapter 7, this disparity between generated and real graphs has led to different theoretical results (e.g., efficient matching does not require long chains in a deterministic dense model [19, 74] but does in a sparse model [23]) and empirical results (both in terms of match composition and experimental tractability [16, 63, 100]) in the past—a trend that continues here.

Figure 5.15 shows the fraction of the omniscient 2-cycle and 2-cycle with chains match size achieved by using only 2-cycles or both 2-cycles and chains and some small number of non-adaptive edge query rounds $R \in \{0, 1, \ldots, 5\}$. For each of the 169 pre-test compatibility graphs and each of edge failure rates, 50 different ground truth compatibility graphs were generated. Chains can partially execute; that is, if the third edge in a chain of length 3 fails, then we include all successful edges (in this case, 2 edges) until that point in the final matching. More of the omniscient matching is achieved (even for the $R = 0$ case) on these real-world graphs than on those from the Saidman generator presented in Section 5.10.1. Still, the gain realized even by a small number of edge query rounds is stark, with $R = 5$ achieving over 90% of the omniscient objective for every failure rate in the 2-cycles-only case, and over 75% of the omniscient objective when chains are included (and typically much more).

Figure 5.16 expands these results to the case with 2- and 3-cycles, both without and with chains. Slightly less of the omniscient matching objective is achieved across the board, but the overall increases due to $R \in \{1, \ldots, 5\}$ non-adaptive rounds of testing is once again prominent. Interestingly, we did not see a significant difference in results for adaptive and non-adaptive edge testing on the UNOS family of graphs, either.

We provide additional experimental results in Appendix C. Code to replicate all experiments is available at https://github.com/JohnDickerson/KidneyExchange; this codebase includes graph generators but, due to privacy concerns, does not include the real match runs from the UNOS exchange.
5.11 Conclusions, future work, & implications

In this chapter, we addressed the problem of edges in a matching (e.g., recommended transplants in a kidney exchange) failing after a matching algorithm has committed to them. This is a timely problem; in the UNOS nationwide kidney exchange, very few of the algorithmically matched patients actually receive a transplanted kidney through the exchange, and similar rates apply to other kidney exchanges.

Failure-aware kidney exchange. We first introduced a failure probability to each edge in a compatibility graph, and defined an expected utility of edges, cycles, chains, and matches. This model drives our main theoretical result, that (with high probability, in a random graph model) there exists a non-maximum cardinality matching that provides linearly more utility than any maximum cardinality matching. We then ran simulations on real data from all UNOS match runs between 2010 and late 2014, and found that our failure-aware matching increases the number of expected transplants dramatically.

Armed with this new model, we showed that the current state-of-the-art kidney exchange solver (used in the UNOS kidney exchange) cannot be used for this problem because now each edge has both a weight and a failure probability, and simply multiplying them to get a revised weight would make the algorithm incorrect. We designed a branch-and-price-based optimal clearing algorithm specifically for the probabilistic exchange clearing problem. It has many enhancements over the prior best kidney exchange clearing algorithm. For one, we designed a failure-aware column generator that incrementally brings only “possibly good” chains into consideration. We showed experimentally that this new solver scales well on large simulated data. We also explored the idea of immediately reentering failed cycles and chain segments from an initial matching back into the waiting pool and subsequently rerunning the matching algorithm again; this instantaneous rematching

Figure 5.16: Real UNOS match runs with 2- and 3-cycles and no chains (left) and with chains (right).
results in significant extra transplants and can be performed multiple times with relative ease. We then developed a realistic model of dynamic kidney exchange based on our experiences with, and data from, UNOS, and showed that failure-aware matching in dynamic graphs increases expected transplants significantly. Finally, we explored the effect of failure-aware matching on marginalized patients; it is possible to strike a balance between fair and efficient failure-aware matching that results in more expected transplants both globally and to marginalized patients specifically, in both the static and dynamic cases, in a variety of graph distributions.

Experimentally, our solver would benefit from a better (i.e., tighter) upper bound on the discounted clearing problem—the current bound is especially loose when failure probabilities are high and when bounding the utility of long cycles and long chains. Tightening the upper bound would decrease the size of the search tree and, in turn, reduce column generation and overall runtime. The accuracy of our and others’ experimental results relative to real kidney exchange will continue to improve as we work with more exchanges. The community’s understanding of the underlying failure probabilities—especially on a patient-by-patient basis—will improve as more data becomes available; some initial work has already been done by [99] using simple models driven by individual patients’ data to predict crossmatch failures. Further quantitative analysis of both international living donor and kidney exchange data would be of great help to both the science and practice of kidney exchange.

Theoretically, exploring the efficacy of failure-awareness in a fully dynamic model of kidney exchange (like that presented in Section 5.8, where vertices and edges arrive and depart over time for a variety of reasons) would be of practical interest in designing dynamic matching algorithms and in making high-level policy recommendations. Following seminal work by [213], recent research [e.g., 9, 15, 24] explores different analytical models of dynamic deterministic kidney exchange and finds different optimal (or near-optimal) policies in each model. Extending any of these models to include post-algorithmic match failure and then observing the effect this has on, e.g., optimal matching cadence would be of interest. Also, as we showed empirically in Section 5.9, matching to blindly maximize efficiency (in this case, maximizing long-term number of matches or transplants, or minimizing average waiting time) can further marginalize already hard-to-match patients. Formalizing the tradeoff that we showed can be struck empirically between efficient and fair short- and long-term matching in an analytical dynamic model with edge failures would be extremely informative. In Chapter 7, we will go into greater depth on the so-called “price of fairness” in kidney exchange; this work is a batch setting, and perhaps could be extended.

Finally, we note that balancing efficiency and fairness was done by hand in this section. Chapter 8 will present FUTUREMATCH, a framework that learns to strike that balance automatically.

Adaptive pre-match edge testing. More accurate models are often not adopted quickly, if at all, by exchanges. One reason for this is complexity—and not in the computational sense. Humans—doctors, lawyers, and other policymakers who are not necessarily versed in optimization or theoretical economics and computer science—and the organizations they represent rightfully wish to understand the workings of an exchange’s matching policy. The techniques described in this chapter are particularly exciting in that they are quite easy to explain in accessible language and they involve only mild changes to the status quo. At a high level, we are proposing to test some
small number of promising potential matches for some subset of patient-donor pairs in a pool. As Section 5.10.2 shows, even a single extra edge test per pair will produce substantially better results.

Any new policy for kidney exchange has to address three practical restrictions in this space: (i) the monetary cost of crossmatches, (ii) the number of crossmatches that can be performed per person, as there is an inherent limit on the amount of blood that can be drawn from a person, and (iii) the time it takes to find the matches, as time plays a major role in the health of patients and crossmatches become less accurate as time passes and the results get old. For both our non-adaptive and adaptive algorithms, even a very small number of rounds ($R \leq 5$) results in a very large gain in the objective. This is easily within the limits of considerations (i) and (ii) above. Our non-adaptive algorithm performs all chosen crossmatches in parallel, so the time taken by this method is similar to the current approach. Our adaptive algorithm, in practice, can be implemented by a one-time retrieval of $R$ rounds worth of blood from each donor-patient pair, then sending that blood to a central wet laboratory. Most crossmatches are performed via an “immediate spin”, where the bloods are mixed together and either coagulate (which is bad) or do not (which is good). These tests are very fast, so a small number of rounds could be performed in a single day (assuming that tests in the same round are performed in parallel). Therefore, the timing constraint (iii) is not an issue for small $R$ (such as that used in our experiments) for the adaptive algorithm.

Clearly, more extensive studies would need to be undertaken before an exact policy recommendation could be made. These studies could take factors like the monetary cost of an extra crossmatch test or variability in testing prowess across different medical laboratories into account explicitly during the optimization process. Furthermore, various prioritization schemes could be implemented to help, for example, hard-to-match pairs find a feasible match by assigning them a higher edge query budget than easier-to-match pairs. The positive theoretical results presented in our paper with Blum et al. [44], combined with the promising experimental results on real data presented in this chapter, provide a firm basis and motivation for this type of policy analysis.
Dynamic kidney exchange

Chapter 5 dealt with “last-minute” failures in barter exchanges, where the optimizer is interested in finding a good batch match within a single time period, but with no eye toward future match runs. This is how fielded kidney exchange algorithms typically match patients to donors in a myopic fashion, maximizing the number of candidates who get kidneys (usually on a weekly, monthly, or bimonthly basis) in an offline fashion. However, this is sub-optimal, since patients and donors arrive and leave the pool over time. Recent work shows that more candidates can be matched over time by considering the future [9, 17, 24, 27, 213, 223]; those approaches are either overly simplified or do not scale.

In this chapter, we introduce a method for informing myopic optimization (e.g., matching) about the future in dynamic applications. It automatically learns potentials of elements of the problem (e.g., of vertices or edges in a graph) offline, and then uses these potentials to guide myopic matching at run time. The potential represents an estimate of how much that element can contribute to the objective in the future. The potentials can be viewed as policy parameters to be optimized using a black box program; we are able to leverage state-of-the-art automated algorithm configuration tools to learn their values [113]. Then, at run time, we simply run an offline matching algorithm at each time period, but subtracting out in the objective the potentials of the elements used up in the matching. This causes the batch optimizer—which is traditionally myopic—to take the future into account without suffering a run-time cost.

We apply these techniques to kidney exchange. We first prove bounds on the power of learning potentials on vertices, edges, cycles, and the entire graph (which is optimal). Then, we learn potentials for vertices using a state-of-the-art parameter learning package and kidney exchange instance generator. We show that these learned potentials beget a greater number of matches than simple myopic matching at nearly no run time cost across all the settings tested. The work in this chapter will then be included in a general framework for dynamic matching, FUTUREMATCH, to be presented in Chapter 8.
6.1 Dynamic matching

In dynamic problems, the problem changes over time. In kidney exchange, patient-donor pairs and altruists enter and expire. While fielded kidney exchanges currently operate under the static paradigm described above, recent work in the kidney exchange community has shown that optimizing dynamically leads to higher cardinality matching overall. We now overview some related work in dynamic matching and barter exchange, extending on the brief overview given in Section 5.1.

From a theoretical standpoint, Ünver [213] derives efficient dynamic mechanisms for general barter exchanges such that the total exchange surplus is maximized. Those results are a generalization of an abstracted kidney exchange. He derives dynamic dispatch policies for kidney exchange in that abstract model; however, the model itself does not accurately reflect real-world kidney exchange. The results hinge on the assumption that one pair’s candidate will be compatible with another pair’s donor if they are blood type (aka ABO) compatible, ignoring other aspects of the potential match, most critically tissue type. His model also does not have chains. This is a key difference: the setting he studies is sufficiently simple that optimal policies can be analytically derived while in our setting even the batch problem is NP-complete, as explained above. [24] work in a theoretical model with two classes of patients (based on tissue type but not blood type) and batch matching. They characterize waiting times between batch match runs in this reduced model for cases involving only 2-cycles, 2- and 3-cycles, and 2-cycles with a single chain. Anderson et al. [15] and Ashlagi et al. [26] extend the results of that paper using a similar model, while Akbarpour et al. [9] investigates the effect of match cadence in a stylized dynamic model of traditional matching.

Very few empirical results on non-myopic matching in unsimplified dynamic kidney exchange are known. Most notable, prior to our work, was a paper by Awasthi and Sandholm [27] that uses trajectory-based online stochastic optimization algorithms to inform the matching algorithm of possible futures, thus potentially holding off matching some candidates and donors in an effort to increase overall matches later. Their results are promising, but the algorithm does not scale beyond fairly small exchanges due to the empirical complexity of sampling a large number of future world states, and the memory requirements associated with storing those trajectories and optimizing what to do in the present in light of them. Anshelevich et al. [17] perform simulations in a reduced model of kidney exchange including only cycles of length two; they look at batch matching in this model where pairs lose utility from waiting in the pool via a fixed discount parameter.

Many papers include experimental results on dynamic kidney exchange using myopic clearing [22, 23, 65, 74, 75, 96, 97]; indeed, we gave such experimental results in Chapters 2 and 5. This is useful due to the ubiquity of myopic matching in fielded kidney exchanges, but, as we show in this chapter, ultimately the strategy is flawed. Myopic matching that is informed about the future
results in more matches.

Finally, while we focus on kidney exchange in this work, the dynamic matching problem in deceased organ allocation has been studied before. That problem is fundamentally different than kidney exchange, but we briefly review that work here for completeness. Su and Zenios [202] study the online allocation problem from a theoretical point of view, where patients and kidneys have types, kidneys arrive over time, kidney types are not known ahead of time, and patients much choose to accept or decline kidney offers. Bertsimas et al. [37] propose a data-driven allocation policy for the deceased-donor kidney wait list; they work within today’s point-based allocation framework, and balance efficiency over time with various notions of fairness. Alagoz et al. [11] formulate the organ acceptance or rejection problem for the deceased-donor liver wait list as a Markov decision process and study its properties using real data, while Akan et al. [8] derive optimal policies for the liver wait list under a variety of settings.

Our Contributions. Our main contributions in this chapter are twofold:

• We introduce a method for informing myopic optimization about the future in dynamic problems. It automatically learns potentials of elements of the problem (e.g., of vertices or edges in a graph) offline, and then uses these potentials to guide myopic optimization at run time. The potential represents an estimate of how much that element can contribute to the objective in the future. The potentials can be viewed as policy parameters, so they are a natural, fairly general way of parameterizing policies. They can be optimized using a black box program; we are able to leverage state-of-the-art automated algorithm configuration tools to learn their values. Then, at run time, we simply run an offline optimization algorithm at each time period, but subtracting out in the objective the potentials of the elements used up in the solution. This causes the batch optimizer—which is traditionally myopic—to take the future into account without suffering a run-time cost.

• We successfully apply the approach to a recognized difficult dynamic matching problem, kidney exchange. It is a significantly richer matching problem than traditional matching (where the task is to pair vertices). We address the unsimplified problem. We first prove bounds on the power of learning potentials on vertices, edges, cycles, and the entire graph (which is optimal). Then, we learn potentials for vertices using a state-of-the-art parameter learning package and kidney exchange instance generator. We show that these learned potentials beget a greater number of matches than simple myopic matching at nearly no run time cost across all the settings tested.

Estimating the potential—roughly, some quantification of the ability to “help” in the future—of a structural element of a problem can be viewed through the lens of the reinforcement learning/Markov decision processes (MDP) as a policy search process (e.g., [47, 141]). For some problems, however, estimating the value of a state is incredibly difficult. For example, in kidney exchange, determining the static value (i.e., with no lookahead) of even a reasonably small pool involves solving an integer program that cannot fit in memory [6], while estimating the value with even limited lookahead requires searching over an infinite state space and an exponential (in the number of edges) action space, with highly-variable transition probabilities between states (due to the probabilistic nature of the evolution of the pool (e.g., [75])).
For this reason, we turn to tools that have been purposefully designed to search over a large state space where the objective value is highly instance-specific and non-deterministic: automated algorithm parameter tuners [113]. Automated algorithm configuration tools are used primarily to find the set of parameters to a black box algorithm that minimizes runtime (e.g., determining the “best” set of command line parameters to pass to CPLEX or Gurobi). By viewing potentials as parameters that determine the performance of a black box optimization algorithm—the total proportion of patients matched over time by our myopic but potential-aware matching algorithm—we are able to translate our problem to one more well-studied in a different space. To our knowledge, this is the first such use of parameter tuning in dynamic optimization.

We experimentally support our technique on simulated kidney exchange problems. We show that while the theoretical worst-case performance of potentials can be quite bad, in practice the learning algorithm works well—even on relatively inexpressive structural elements (vertices). Our technique shows statistically significant increases in the number of patients matched over a wide variety of pool compositions, and scales to pools of size at least an order of magnitude larger than the previous state-of-the-art in dynamic kidney exchange.

6.2 Using potentials to inform myopia

We now introduce the idea of potentials to capture the future into myopic matching. Given a structural element (e.g., vertex, edge, cycle type, etc.) of the problem, a potential $P \in \mathbb{R}$ quantifies the future expected usefulness to the exchange of that element.

For example, consider potentials on vertices. In terms of ABO compatibility, an O-type donor can give to O-, A-, B-, and AB-type patients, an A-donor can give to A or AB, a B-donor can give to B or AB, and an AB-donor can only give to AB. Therefore, an O-type altruistic donor typically leads to more matched patients (i.e., has higher potential) than other types of altruist. Similarly, an altruist with a given blood type tends to have higher potential than a patient-donor vertex with that same donor type because the pair is harder to match, since it expects a kidney in return and that kidney needs to be compatible with the pair’s patient. Intuitively, then, it might make sense to not match an O-altruist until he or she can trigger a long chain of patient-donor pairs in the pool. Similarly, if a feasible match for a hard-to-match patient-donor pair exists at the present time, it might make sense to immediately match this pair since saving the pair for later would likely yield no benefit (and would risk that pair never being matchable in the future). So, the altruist would be given a high potential: by saving the O-type altruist until she triggered a long chain, more lives would be saved overall. Similarly, the hard-to-match patient-donor pair would be given a low potential to incentivize immediate matching.

As described in the introduction, the exchange clearing problem finds a maximum-weight exchange of disjoint cycles. Given the potential for a vertex, edge, or cycle type (where type is defined by the ABO blood types of the donors and the patients in the vertices), we can easily translate this information into a language the matching algorithm understands. For example, with vertex potentials, the translation works as follows. Given vertex potentials $P_X$ and $P_Y$ representing the potentials of patient-donor pairs of ABO type X and Y, respectively, any edge $e$ between vertices of type X and Y receives weight $w_e = f(P_X, P_Y)$, for some function $f : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$. Cycles
in the exchange are then assigned weights as usual, as the sum of their edge weights. In this way, the potentials assigned to specific elements affect the final maximum-weight exchange of disjoint cycles.

**A small example of potentials.** We now provide an example of setting vertex potentials in a reduced model of kidney exchange; note that, as described in our paper, we use a much richer set of features in our experiments. We must first select a set $\Theta$ of features representing different element types in the pool. Then, for each element type $\theta$, assign some value $P_\theta \in \mathbb{R}$ that represents the expected potential usefulness of that kind of element to the pool over time. As an overly simplified pedagogical example, let $\Theta_{\text{ALT}} = \{\text{ALT}, \text{PAIR}\}$; potentials are assigned based on whether or not a vertex is an altruist or a patient-donor pair. Intuitively, $P_{\text{ALT}} \geq P_{\text{PAIR}}$; altruistic donors tend to be (much) easier to match because no returning edge is required to “close the cycle” at the end of a chain. These potentials are then subtracted out for each element in the objective.

![Figure 6.1: Example of potentials $\Theta_{\text{ALT}}$. Pair $p_3$ appears in the second period. Myopic matching uses $a$ to match two pairs; assigning a positive potential results in all three pairs matched without using $a$.](image)

Figure 6.1 shows a two time period example under $\Theta_{\text{ALT}}$. Vertices $a$, $p_1$, and $p_2$ arrive in the first time period, while vertex $p_3$ arrives in the second time period. Assigning a (large enough) potential $P_{\text{ALT}}$ results in the chains $\langle a, p_1 \rangle$ and $\langle a, p_1, p_2 \rangle$ having negative weight and thus not being matched in the first time period. However, when $p_3$ arrives, the chain $\langle a, p_1, p_2, p_3 \rangle$ may now have positive value (i.e., the utility of matching three pairs outweighs the learned potential of holding $a$ back for another round) and can be matched, or the 3-cycle $\langle p_1, p_2, p_3 \rangle$ has higher positive value and is matched instead, continuing to save the altruistic donor $a$ for a longer chain in the future.

**A more concrete example of ABO potentials.** Returning to our initial example of learning potentials over patient and donor blood types, say we have learned that $P_{-O} = 2.1$ and $P_{O-AB} = 0.1$, representing the vertex potentials of an O-type altruist and an O-AB type patient-donor pair, respectively. Furthermore, define $f(P_X, P_Y) = 1 - \frac{1}{2}(P_X + P_Y)$. (This formula assumes that edge weights before taking potential into account are 1, as is the case in the generator due to Saidman
et al. [191], which we use in this chapter. Some fielded kidney exchanges also set all edge weights to 1, and others set them roughly equally. The methodology in this chapter applies to unequal edge weights as well—which we discuss in the more realistic experiments using potentials via FutureMatch in Chapter 8.) Then, any edge $e$ between an O-type altruist and an O-AB type patient-donor pair will receive weight $1 - 0.5(2.1 + 0.1) = -0.1$. Informally, this is telling the matching algorithm that any chain $c$ including edge $e$—triggered by the extremely valuable O-type altruist—will need to be long (i.e., high weight) enough to offset the negative weight of $e$.

In the ABO model of kidney exchange, there are 20 possible vertex types: 4 types of altruists (O-, A-, B-, and AB-type), and 16 types of patient-donor pairs (O-O, O-A, ..., AB-AB-type). If we consider edge types, this number jumps to 244: 208 possible edges originating from patient-donor pairs, and 36 originating from altruists. Allowing potentials to be learned for variable-length cycles increases this number dramatically. Intuitively, there is a tradeoff between the expressive power of the potentials (allowing potentials for larger structural elements such as edges, or cycles, or even beyond, having more expressiveness) and the computational power needed to learn the potentials (the hypothesis space being larger the more variables there are). To lend insight to this, in the next section, we prove bounds that compare associating potentials with vertices, edges, cycles, or even higher-level elements such as the entire graph.

### 6.3 How much can associating potentials to larger elements help?

In this section, we prove bounds on the best-case benefit from associating potentials on larger elements compared to associating them with smaller elements. (However, as we will experimentally show later in the paper, even properly setting vertex potentials works very well in practice.)

First, in Theorem 14 we compare the application of potentials to vertices and to edges and show that edge potentials can do notably better. Second, Theorem 15 considers allowing potentials to be applied to edges and cycles; again, we show that the finer-grained resolution of cycles can allow better overall results than just edges. Finally, Theorem 16 shows that, in certain pathological cases, even applying potentials to cycles can perform poorly compared to potentials on unlimited graph elements (which is equivalent to comparing against an omniscient algorithm with perfect foresight).

The constructions in the proofs are in the two- and three-stage setting and work even if the clearing engine is omniscient about the future. To evaluate the quality of a choice of potentials, we compute the number of matched pairs as follows: in the first stages the number of matched pairs plus the potentials of leftover elements is maximized, and in the final stage the number of matched pairs is maximized.

#### 6.3.1 Vertex potentials versus edge potentials

We first consider associating potentials only to the vertices, in the two-stage model.
Theorem 14 (Vertex potentials vs edge/graph potentials). We give results first for the cycles-only case, and second for the case with cycles and chains.

1. For every $k \in \mathbb{N}$ there exists an input with cycles of length at most $2k + 4$ and no chains such that for any choice of vertex potentials the number of matched patients is at most a $(4k + 4)/(6k + 4)$-fraction of the optimum.

2. For every $k \in \mathbb{N}$ there exists an input with 2-cycles and chains of length at most $2k + 5$ such that for any choice of vertex potentials the number of matched patients is at most a $(4k + 5)/(6k + 5)$-fraction of the optimum. \(^1\)

In each of the three cases, the construction is such that the optimum is achievable using edge potentials.

Proof. For case 1, given $k \in \mathbb{N}$, consider the input illustrated in Figure 6.2. In stage 1 there is a 2-cycle between AB-O and AB-A, a 2-cycle between A-A and A-O, $k$ 2-cycles between AB-O and A-O, and $k$ 2-cycles between AB-A and A-A. In stage 2 the gray vertices disappear, and $2k$ AB-AB vertices appear, so that a $(2k + 4)$-cycle is formed between the white and dashed vertices. Note that an edge exists between two donor-patient pairs only if they are blood type compatible.

![Figure 6.2: Example of Theorem 14. Vertices present in both stages are white. Vertices present only in stage 2 are dashed. Vertices present only in stage 1 are gray.](image)

The optimal solution matches all gray cycles in the first stage, and the long cycle in the second stage, for a total of $6k + 4$ pairs matched. This can easily be accomplished using edge potentials but, as we will show, not vertex potentials.

To analyze the quality of the solution when using vertex potentials, first consider the case where the 2-cycle between AB-O and AB-A and the 2-cycle between A-A and A-O both remain unmatched at the end of the first stage. Because these cycles are disjoint from other cycles in the

\(^1\)As is common practice, we say that the last donor in a chain donates to the deceased-donor wait list (not shown in our illustrations). That is included in all our analyses and experiments. For example, if an altruist donates to a pair that donates to the wait list, the chain length is 2 and the number of patients saved is 2.
graph, they can remain unmatched only if the potential of their vertices is greater than their length; formally, $P_{ABO} + P_{AB-A} > 2$ and $P + P_{A-O} > 2$. By summing these two inequalities we obtain the inequality

$$P_{ABO} + P_{AB-A} + P + P_{A-O} > 4.$$  \hspace{1cm} (6.1)

It follows that $P_{ABO} + P_{A-O} > 2$ or $P_{AB-A} + P > 2$. Indeed, otherwise by summing we would obtain that $P_{ABO} + P_{AB-A} + P + P_{A-O} \leq 4$, in contradiction to Equation (6.1). Assume without loss of generality that $P_{ABO} + P_{A-O} > 2$. Therefore, in stage 1 the $k$ cycles between AB-O and A-O pairs are not matched. It follows that the number of pairs that are matched can be at most $4k + 4$.

We now consider the case where the first-round matching includes either the 2-cycle between AB-O and AB-A or the 2-cycle between A-A and A-O. In stage 2, the $2k$ AB-AB vertices in the long cycle cannot be matched. Thus, the number of matched pairs is at most $4k + 4$. We see that the ratio between the number of patients matched under optimal vertex potentials and the optimum is at most $(4k + 4)/(6k + 4)$.

The input for case 2 is almost identical, and is obtained by removing the edge from AB-AB to AB-O, and adding an altruistic donor (say with blood type O), who appears in stage 2, with an edge to the white AB-O pair.

As $k$ grows in Theorem 14, the ratio of vertex to edge (and optimal) potentials in parts 1 and 2 tend toward $2/3$. This is a negative result in the high-stakes world of kidney exchange, where losing $1/3$ of the possible matches is highly undesirable. However, the results below shows that worst-case performance is poor even if we allow potentials on edges.

### 6.3.2 Edge potentials versus cycle potentials

We now show that edge potentials can have poor performance compared to cycle potentials, tending toward matching 1/2 of the matchable patients in a two-stage model. We allow the cycle potential to be a function of all the ABO types of the vertices of the cycle.

**Theorem 15** (Edge potentials vs cycle/graph potentials). *As with Theorem 14, we give results first for the cycles-only case, and second for the case with cycles and chains.*

1. For every $k \in \mathbb{N}$ there exists an input with cycles of length at most $3k + 2$ and no chains such that for any choice of edge potentials the number of matched patients is at most a $(3k + 2)/(6k + 2)$-fraction of the optimum.

2. For every $k \in \mathbb{N}$ there exists an input with 2-cycles and chains of length at most $3k + 3$ such that for any choice of edge potentials the number of matched patients is at most a $(3k + 3)/(6k + 3)$-fraction of the optimum.

In both of these cases, the construction is such that the optimum is achievable using cycle potentials.

**Proof.** The construction in Figure 6.3 proves case 1.

Cycle potentials match the gray nodes and the long cycle, while edge potentials can match either the gray and solid white vertices or only the long cycle. In this construction, every vertex has the same ABO-type, so each edge must have the same potential $P$. Assume that the edge weights before potential is taken into account are all 1. Now, if $P > 1$, the algorithm must match
nothing in stage 1 while if $P < 1$, it must match the 2-cycle in stage 1 (along with the 3-cycles), which precludes it from matching the long cycle in stage 2. The adjustment for case 2 is the same as in Theorem 14.

6.3.3 Cycle potentials versus graph potentials

We now show that we cannot get optimal matching in the worst case even if we associate potentials with entire cycles, in a three-stage model (where all vertices expire after the second stage).

**Theorem 16 (Cycle potentials vs graph potentials).** Denote by $L$ the cap on cycle length. There exists an input with cycles of length at most $L$ (even with no altruistic donors) such that for any choice of cycle potentials the number of matched patients is at most a $1/L$-fraction of the optimum.

**Proof.** In Figure 6.4, the optimal solution is to pass on the $L$-cycle in stage 1, but to accept all the $L$-cycles except the central one in stage 2. The cycle-potential algorithm cannot accomplish that because it has to wait on all $L$-cycles or to take them all (since this construction assumes that all edges have the same pre-potential weight, and all $L$-cycles have the same potential because all the vertices have the same ABO type). It must either take the $L$-cycle in stage 1 or nothing in either stage; the former choice is better.

While the theoretical results in this section show that there can be a significant benefit to associating potentials with larger elements, in the experiments that follow, we will use potentials on vertices. This is motivated by there being fewer weights to learn. As we will show, even learning that number of weights is challenging, but as we also show, the approach works well in practice.
6.4 Learning the values of potentials

In this section, we describe our technique for learning potentials for elements of kidney exchange. We use ParamILS [113], which was at the time of this initial work a state-of-the-art algorithm configuration package, to intelligently search through the parameter space for an optimal (or near-optimal) instantiation of the potential variables. (In the more realistic and up-to-date experiments via FUTUREMATCH in Chapter 8, we use SMAC [114], a successor to ParamILS.) The method given is general enough to handle potentials on vertices, edges, cycles, and so on. However, due to the computational complexity of learning potentials, we focus on learning vertex potentials only.

Given an objective function and a parameter space over which to search, ParamILS takes an initial vector of parameter values and, using iterated local search, tries to optimize the objective by adjusting the parameters. In our case, the parameters are 20 real-valued vertex potentials (16 patient-donor pair ABO types plus 4 altruist ABO types). Our objective function in ParamILS was to maximize the number of patients matched as a fraction of the optimal number of patients that could be matched in a full information model. This ratio is measured by running the myopic kidney exchange solver using the vertex potentials as parameters.

ParamILS requires discretization of the parameters. We let each potential live in the space \( \{0, 0.2, \ldots, 3.0\} \). (The highest value that ParamILS ended up with was 1.4.)

To learn the parameter values, ParamILS uses a training set and an internal test set. Our sets

![Figure 6.4: Example of Theorem 16. Vertices present in both stages are white. Vertices present only in stage 2 are dashed.](image-url)
contained 1500 and 300 kidney exchange graphs, respectively. Each graph had 95 patient-donor pairs and 5 altruists total arriving over 25 months, and was generated using the standard kidney exchange generator [191]. We amended the generator to generate altruists to correspond to fielded kidney exchanges. The expiration rate of vertices was set according to the reality that 12% of kidney patients survive 10 years [215]. The expiration rate for altruists was set to be the same. The other ParamILS settings were: 1000 runs per random seed per graph, and 1000 random graphs per parameter vector. The authors of ParamILS recommend running ParamILS multiple times with different settings of the numRuns parameter; we ran 24 times with different values and ran for three days on each. Finally, we chose the parameter vector with highest score across all runs.

None of the ParamILS iterated local search runs terminated. This is due to (a) the high variability in running dynamic match runs on the same compatibility graphs, (b) the high variability between different compatibility graphs, and (c) the long run time required to solve each instance (the clearing problem is NP-hard). However, as our results in the next section show, the learned weights did, in fact, improve myopic matching significantly. Also, the relative sizes of the learned parameter values made sense, with easier-to-match vertices receiving greater potentials.

6.5 Weighted myopic matching at run time

We now present extensive experimental results using the potentials learned on our training and ParamILS-internal test data sets. We test on a new test set starting with the problem sizes used for training and then testing on much larger instances. We conclusively show that the learned vertex potentials increase the total number of matches made by the myopic matching algorithm. Furthermore, once these potentials are learned, they do not seriously affect match run time. As such, the scalability results of, e.g., the HPIEF and PICEF models of Chapter 3 remain applicable.

6.5.1 Comparing to optimal matching

We begin by comparing our weighted myopic algorithm and standard myopic algorithm to an optimal matching. The optimal matching is computed in a full-information model where the optimization algorithm is given access up front to exactly which patient-donor pairs and altruists will be in the pool at each period. It is impossible for any algorithm to match more candidates—and unlikely that any would be able to match equally many due to lack of full information about the future.

As in prior experiments on dynamic kidney exchange, each simulation was conducted over 51 time periods, representing 4 years and 3 months of actual time. We vary the number of patient-donor pairs from 110 to 710 and add 5% as many altruists as there are patient-donor pairs. For example, with 510 pairs, there are 25 altruists in the pool.2 This number is motivated by the UNOS pilot nationwide kidney exchange that we have been working to establish. Altruistic donors were incorporated into that exchange in April 2011. At the time of these experiments, their number had been roughly 5% of the number of patient-donor pairs—that percentage has dropped a bit in recent

2At each time period, the number of pairs and number of altruists are drawn from a normal distribution; this is retried until the total number of each of the two across all 51 time periods is correct.
years due to the increase in match cadence using up altruistic donors quickly. The absolute number of altruists entering has increased.

Figure 6.5 shows the improvement gained by our weighted myopic matching algorithm, relative to the difference between plain myopic matching and the optimal match size. For example, if the standard myopic algorithm matched 300 candidates, the optimal matched 360, and the weighted myopic algorithm matched 315, we report \((315 - 300)/(360 - 300) = 25\%\). Clearly, vertex potentials help. Interestingly, as the number of patient-donor pairs and altruists increases, the weighted myopic algorithm tends toward the optimal solution more quickly than standard myopic matching.

![Figure 6.5: Percentage gain of weighted over unweighted myopic matching relative to the optimal match cardinality.](image)

Table 6.1 gives the statistical significance of our results. Statistical significance testing was done using a Wilcoxon signed-rank test, a more conservative, nonparametric version of a \(t\)-test. The \(p\)-values clearly show the significance of the weighted matching algorithm’s gains.

### 6.5.2 Scaling to larger graphs

We now study how the approach scales to larger problems. Because the parameter learning was complex already at a smaller problem size, we do not attempt to re-learn the parameters for the larger problems.

Furthermore, calculating the optimal match size quickly becomes intractable, since the clearing algorithm must consider an unrealistically large pool over all 51 time periods at once. Therefore,
we only evaluate the efficacy of our algorithm against the myopic matching algorithm. We maintain the test setup from the last section, with 5% as many altruists as there are patient-donor pairs.

Figure 6.6 gives sample cumulative distribution functions of the weighted myopic gains over unweighted myopic in terms of total match size. White bars correspond to the weighted algorithm matching more than unweighted. Black bars represent when our method was beaten by unweighted myopic. Losses such as these are unavoidable in any non-full-information model; however, in our experiments losses were rare and significantly smaller than respective gains.

Figure 6.7 shows the percentage gain of the weighted myopic algorithm relative to the match cardinality of the unweighted myopic matching algorithm. While these percentages are relatively small, it is important to note that (1) the full-information upper bound on the amount of room for improvement is rather low and our algorithm captures a large percentage of that (Figure 6.5), (2) these are improvements in real lives saved, so even small improvements are important, and (3) the improvements are statistically significant as discussed above. Furthermore, some of the decline in absolute percentage gain may be due to our learning vertex potentials on significantly smaller graphs.

6.6 The role of altruistic donors

One significant unknown in kidney exchange is the ratio of altruistic donors to patient-donor pairs. More altruists in the pool drastically increases the fraction of patients matched (see, for example, Figure 2.6 of Chapter 2). In this section, we vary the percentage of altruists in the pool relative to the number of patient-donor pairs. It turns out that our method works well when there are no altruists, few altruists, or many altruists. This is despite the fact that we do not re-learn potentials for a specific density of altruists.

For these experiments, we held the number of patient-donor pairs in the pool constant at 510, and varied the number of altruists from 0 to 120. Figure 6.8a shows the absolute gain in the number of candidates matched by our weighted myopic algorithm over the standard myopic algorithm. As above, the absolute gain is 1–1.5%. Interestingly, the absolute gain percentage decreases as the

<table>
<thead>
<tr>
<th>patient-donor pairs</th>
<th>%improvement</th>
<th>samples</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>110</td>
<td>7.54</td>
<td>240</td>
<td>2.970e-204</td>
</tr>
<tr>
<td>210</td>
<td>9.04</td>
<td>240</td>
<td>6.240e-40</td>
</tr>
<tr>
<td>310</td>
<td>12.21</td>
<td>240</td>
<td>4.515e-37</td>
</tr>
<tr>
<td>410</td>
<td>17.74</td>
<td>240</td>
<td>5.994e-41</td>
</tr>
<tr>
<td>510</td>
<td>18.36</td>
<td>239</td>
<td>1.468e-41</td>
</tr>
<tr>
<td>610</td>
<td>21.44</td>
<td>66</td>
<td>1.400e-12</td>
</tr>
<tr>
<td>710</td>
<td>26.16</td>
<td>15</td>
<td>5.320e-04</td>
</tr>
</tbody>
</table>

Table 6.1: Statistical significance tests of our results for graphs with a variable number of patient-donor pairs and 5% as many altruistic donors. The %improvement over unweighted is relative to the optimal matching.
Figure 6.6: CDFs of absolute gains of weighted versus unweighted myopic matching. White bars correspond to the weighted approach outperforming the unweighted.
Figure 6.7: Percentage gain of weighted over unweighted myopic matching relative to the myopic match cardinality, for graphs with a variable number of patient-donor pairs and 5% as many altruistic donors.

The number of altruists increases; this can be explained by myopic matching being closer to optimal when the number of altruists is large. Figure 6.8b shows the percentage gain of weighted myopic matching relative to the gap between optimal matching and traditional myopic matching. We see that using the vertex potentials learned earlier results in matching 10–25% of the candidates left unmatched by unweighted myopic matching, regardless of the number of altruists in the pool.

Table 6.2 shows that the vertex potentials improve the matching with extremely high statistical significance. Again, Wilcoxon signed-rank test methodology was used.

**Potentials on altruists only.** We also ran experiments where we learned and tested potentials on altruists only. This significantly reduces the search space size to 4 parameters. ParamILS learned the following potentials for O-, A-, B-, and AB-altruists, respectively: 0.8, 0.6, 0.4, and 0.2. This makes qualitative sense because O-altruists are easiest to match and AB-altruists the hardest. Interestingly, the potential is less than 1 even for O-altruists. Perhaps surprisingly, this approach led only to a tiny improvement over unweighted myopic matching across graph sizes. For example, averaged over 1500 runs with 410 vertices each, the relative gain over unweighted myopic was 0.06% while it was 16.3% when learning all 20 potentials (over patient-donor pairs and altruists).
Figure 6.8: Percentage gain of weighted myopic over unweighted myopic matching relative to the myopic match cardinality (top) and optimal match cardinality (bottom), for graphs with 510 pairs and a varying number of altruists.
<table>
<thead>
<tr>
<th>altruists</th>
<th>%improvement</th>
<th>samples</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7.29</td>
<td>369</td>
<td>2.507e-43</td>
</tr>
<tr>
<td>10</td>
<td>16.51</td>
<td>280</td>
<td>4.759e-45</td>
</tr>
<tr>
<td>20</td>
<td>18.97</td>
<td>280</td>
<td>1.304e-44</td>
</tr>
<tr>
<td>30</td>
<td>16.63</td>
<td>280</td>
<td>1.572e-40</td>
</tr>
<tr>
<td>40</td>
<td>17.77</td>
<td>280</td>
<td>1.863e-38</td>
</tr>
<tr>
<td>50</td>
<td>19.58</td>
<td>280</td>
<td>8.005e-42</td>
</tr>
<tr>
<td>60</td>
<td>18.00</td>
<td>280</td>
<td>1.906e-37</td>
</tr>
<tr>
<td>70</td>
<td>21.55</td>
<td>280</td>
<td>4.829e-44</td>
</tr>
<tr>
<td>80</td>
<td>20.43</td>
<td>280</td>
<td>2.407e-41</td>
</tr>
<tr>
<td>90</td>
<td>19.50</td>
<td>270</td>
<td>1.763e-41</td>
</tr>
<tr>
<td>100</td>
<td>21.10</td>
<td>160</td>
<td>5.974e-26</td>
</tr>
<tr>
<td>110</td>
<td>23.81</td>
<td>65</td>
<td>3.552e-12</td>
</tr>
<tr>
<td>120</td>
<td>17.51</td>
<td>49</td>
<td>1.769e-09</td>
</tr>
</tbody>
</table>

Table 6.2: Statistical significance tests for graphs with 510 patient-donor pairs and varying number of altruistic donors. The %improvement over unweighted is relative to the optimal matching.

### 6.7 Conclusions & future research

In this chapter, we introduced an automated, scalable method for informing myopic optimization algorithms about the future in dynamic problems. It learns **potentials** of elements of the problem offline and then uses the potentials to guide myopic optimization at run time. The potential represents an estimate of how much that element can contribute to the objective in the future. The potentials can be viewed as policy parameters, so they are a natural, fairly general way of parameterizing policies. They can be optimized using a black box program; we were able to leverage state-of-the-art automated algorithm configuration tools to learn their values. Then, at run time, we simply run an offline optimization algorithm at each time period, but subtracting out in the objective the potentials of the elements used up in the solution. This causes the batch optimizer—which is traditionally myopic—to take the future into account without suffering a run-time cost.

We applied these techniques to kidney exchange. We theoretically compared the power of using potentials on increasingly large elements: vertices, edges, cycles, and the entire graph. Then, experiments showed that by learning vertex potentials, our algorithm matches more patients than the current practice of clearing myopically—at nearly no run-time cost. We experimented with a variety of graph types; weighted myopic matching helped on them all. Furthermore, applying potentials did not significantly affect the runtime of the clearing algorithm, so scalability results from the static kidney exchange problem carry over to potentials-weighted myopic matching.

A clear direction for future research would be an empirical comparison of potentials learned on vertices to larger elements. There is a tradeoff: on the one hand, as we proved, associating potentials with larger elements has more power, but on the other hand, there are more parameters to learn. ParamILS did not converge even on vertex potentials, and neither did its successor.
SMAC, which we will use in Chapter 8 for more realistic simulation experiments on UNOS-style data via the FUTUREMATCH framework; we conjecture that a new learning method is required to move beyond vertex potentials. This could involve using domain knowledge of partial ordering of potentials. Furthermore, better automated methods for feature selection and classifier selection could be employed; this is an active area of research in knowledge discovery and data mining [208]. Indeed, recent scalability advances in reinforcement learning may be applicable to this problem [142, 161, 217], and are worth exploring in future work.
PART III:
Balancing Equity & Efficiency in Dynamic Matching Environments
The dilemma over whether to pursue policies that emphasize equity (sometimes regarded as “fairness”) or utilitarianism (“total good”) faces all societies. Such policies are often in conflict...

– Hooker & Williams

The primary purposes of the OPTN are to operate and monitor an equitable system for allocating organs donated for transplantation ...

– OPTN Charter

The price of fairness in kidney exchange

In Parts I and II, we address the clearing of exchanges under utilitarian matching rules. This approach marginalizes certain classes of participants (in our case, patients) in an exchange. In this chapter, we focus on improving access to kidneys for hard-to-match agents; in the kidney exchange context, these are typically highly-sensitized patients. Toward this end, we formally adapt a recently introduced measure of the tradeoff between fairness and efficiency—the price of fairness—to the standard kidney exchange model. We show that the price of fairness in the standard theoretical model is small. We then introduce two natural definitions of fairness and empirically explore the tradeoff between matching more hard-to-match patients and the overall utility of a utilitarian matching, on real data from the UNOS nationwide kidney exchange and simulated data from each of the standard kidney exchange distributions.

As discussed in the motivation of failure-aware matching in Chapter 5, successful transplantation of a kidney relies on tissue-type compatibility between the donor organ and patient, among other noisy factors. Compatibility is determined through a tissue-type crossmatch between a potential donor and patient’s blood; if the two types differ substantially, the patient’s body will reject the donor organ. Some patients are highly-sensitized; there is a very low probability that their blood will pass a crossmatch test with a random organ. For these patients, finding a kidney is quite difficult (and median time on the waiting list jumps by a factor of three over less sensitized patients [212]).

Roughly 17% of the adult patients on the waiting list for deceased donor kidneys are highly-sensitized [107]. Yet, the percentage of highly-sensitized patients in fielded kidney exchanges is quite high; roughly 60% of the UNOS nationwide kidney exchange is highly-sensitized, as shown in Figure 7.1. This is due to kidney exchanges often being seen as a “last hope” for patients who have not been matched through more traditional means.

Roth et al. [186] and Li et al. [146] investigate egalitarianism in the context of 2-cycle-only exchange, with extensions to longer cycles by Yilmaz [221], but so far implementable fairness
rules in the context of realistic exchanges with longer cycles and chains has not been rigorously discussed. In this chapter, we explore the price of fairness in kidney exchange—the relative loss in total welfare from using a “fair” matching rule, instead of an overall utility-maximizing one [35]. Theoretically, we show that the price of fairness is small in the standard theoretical kidney exchange model. We then define two natural definitions of fairness in kidney exchange and empirically quantify the tradeoff between efficiency and fairness on real and simulated data. We find that, on real data, prioritizing hard-to-match patients results in a price of fairness that is (often quite far from) zero. While this chapter focuses on highly-sensitized patients, its techniques and results are easily adaptable to other notions of fairness in kidney exchange.

Related Publications
Some of the work in this chapter appeared at AAMAS-14 and its workshops; it was performed as a collaboration between Dickerson, Procaccia, and Sandholm [77, 78].

7.1 Fairness in kidney exchange

In this section, we extend the standard graph-based model of kidney exchange to include a notion of sensitization, and formally define the price of fairness in the context of kidney exchange.
A model of kidney exchange with sensitization. Given the set of all legal matchings \( \mathcal{M} \), the general clearing problem in kidney exchange is to find a matching \( M^* \) that maximizes some utility function \( u : \mathcal{M} \to \mathbb{R} \). Formally:

\[
M^* = \arg \max_{M \in \mathcal{M}} u(M)
\]

As discussed in Chapter 3, in fielded kidney exchanges, one typically finds the maximum weighted cycle cover (i.e., \( u(M) = \sum_{c \in M} \sum_{e \in c} w_e \)). This utilitarian objective can favor certain classes of patient-donor pairs while marginalizing others. We formalize this notion next.

In practice, the sensitization level of a patient is presented as a Calculated Panel Reactive Antibody (CPRA) score that varies from 0 to 100. The CPRA score is an estimate of the percentage of donors that are tissue-type incompatible with the patient (i.e., the percentage of donors with whom a patient would have a positive, or failing, crossmatch).

Assume each non-altruistic vertex \( v \) has a sensitization level \( v_s \in [0, 100] \), representing the CPRA level of \( v \)'s patient. Altruistic vertices need no CPRA specification because they have no associated patient. Let \( \tau \in [0, 100] \) represent a threshold delimiting low from high sensitization; in practice, \( \tau \geq 80 \). Partition \( V \) into \( \{V_L \cup V_H \cup A\} \), such that:

- \( V_L \) is not highly-sensitized: \( \{v \mid v \in V \setminus A \land v_s < \tau\} \)
- \( V_H \) is highly-sensitized: \( \{v \mid v \in V \setminus A \land v_s \geq \tau\} \)
- \( A \) are altruistic donors (with no patients)

Since the highly-sensitized patients will, by definition of CPRA, have fewer incoming edges on average than lowly-sensitized patients, one worries that a mechanism maximizing overall efficiency might favor easier-to-match vertices in \( V_L \) to the detriment of those in \( V_H \). Similarly, if a mechanism prioritizes harder-to-match vertices in \( V_H \), one worries that the overall efficiency of the matching might drop.

The price of fairness. Bertsimas, Farias, and Trichakis recently defined the price of fairness to be the “relative system efficiency loss under a fair allocation assuming that a fully efficient allocation is one that maximizes the sum of [participant] utilities [35].” Caragiannis et al. defined an essentially identical concept in parallel [53]. We adopt that notion here.

Let \( u_f : \mathcal{M} \to \mathbb{R} \) be a fair utility function. Formally, a utility function is fair when its corresponding optimal match \( M_f^* \) is viewed as fair, where \( M_f^* \) is defined as:

\[
M_f^* = \arg \max_{M \in \mathcal{M}} u_f(M)
\]

Given a fair utility function \( u_f \) and the utilitarian utility function \( u \), the price of fairness is defined to be:

\[
\text{POF}(\mathcal{M}, u_f) = \frac{u(M^*) - u(M_f^*)}{u(M^*)}
\]

That is, \( \text{POF}(\mathcal{M}, u_f) \) is the relative loss in match efficiency (from the utilitarian point of view \( u \)) due to the maximization of a fair utility function \( u_f \) over some family of matchings \( \mathcal{M} \).
In the next section, we show that the price of fairness in the standard dense theoretical model for kidney exchange is quite small, for any reasonable fair utility function $u_f$. Then, in Sections 7.3 and 7.4, we present two families of fair utility functions motivated by our experiences with the UNOS national kidney exchange; on real data, the price of fairness is frequently far from zero.

### 7.2 The (theoretical) price of fairness is low

In this section, we give bounds for the price of fairness under the standard model of kidney exchange. The price of fairness is upper-bounded by a small number of vertices (under reasonable assumptions, with high probability).

#### 7.2.1 Upper bound over all fair utility functions

Different notions of fairness may result in more (or less) of an effect on overall system efficiency. As an extreme example, forcing a matching to include at least one highly-sensitized patient (if possible) intuitively restricts the solution space less than forcing a matching to include as many highly-sensitized patients as possible. We must consider this when stating theoretical bounds on the price of fairness.

We derive our bound under the fair utility function $u_{H \succ L}$ that lexicographically ranks any highly-sensitized vertex over any lowly-sensitized vertex. For any matching $M \in \mathcal{M}$, let $M_H = M \cap V_H$ be the subset of highly-sensitized vertices matched by $M$. Formally:

$$u_{H \succ L}(M) = \begin{cases} 
  u(M) & \text{if } |M_H| = \max_{M' \in \mathcal{M}} |M'_H| \\
  0 & \text{otherwise}
\end{cases}$$

This utility function gives nonzero weight only to those matches that include the maximum possible number of highly-sensitized patients. We informally argue that price of fairness guarantees on $u_{H \succ L}$ are upper bounds to the price of fairness of any “reasonable” fair utility function. Indeed, any utility function that does not first maximize the number of highly-sensitized pairs matched will leave a thicker remaining market in which non-highly-sensitized pairs have more options for matching—and thus the resulting match will see less of an efficiency loss.

#### 7.2.2 Model with ABO-blood types and two levels of sensitization

As in Chapter 2, and later in parts of Chapter 9, we work in a dense theoretical model that considers blood types—but augment it now to include a notion of sensitization as well.

We draw random graphs in accordance with the canonical method introduced initially by Ashlagi and Roth [19]. As in Chapter 2, partition the $n$ incompatible patient-donor pairs of some large, directed compatibility graph $G(n)$ into $V^X-Y$ of type $X-Y$, for each combination of blood types $X$ and $Y$ of the patient and donor respectively. When required, we will further partition each set $V^X-Y$ into $V^X-Y_L$ and $V^X-Y_H$, the lowly- (highly-)sensitized pairs of type $X-Y$. The frequency of each blood type $X$ is denoted by $\mu_X$. Note that vertices with blood type-compatible patient-donor pairs may still enter the pool due to tissue-type incompatibility, as in Ashlagi and Roth [19]. We
assume that a donor and a lowly-sensitized (highly-sensitized) patient who are blood type compatible are tissue-type incompatible with constant probability \( p_L \) \( (p_H) \). Let \( \bar{p} \) represent the average level of sensitization in the pool; that is, \( \bar{p} = \lambda p_L + (1 - \lambda)p_H \), where \( \lambda \) is the fraction of the pool that is lowly-sensitized.

Proposition 6 gives a bound on the price of fairness in random graphs in the ABO-model parameterized in a realistic way for a steady-state exchange (i.e., \( \bar{p} \) mirrors that of a dense kidney exchange pool, and the blood type distribution mimics that of the US population). The proposition and proof sketch build on the efficiency result presented in §5 of Ashlagi and Roth [19]. Like their work, Proposition 6 considers a model without chains.

**Proposition 6.** Assume that \( \bar{p} < 2/5 \), \( \mu_O < 3\mu_A/2 \), and \( \mu_O > \mu_A > \mu_B > \mu_{AB} \), and \( \lambda \geq (1 - \bar{p}) \). Denote by \( \mathcal{M} \) the set of matchings in \( G(n) \). Then, almost surely as \( n \to \infty \),

\[
POF(\mathcal{M}, u_{H\succ L}) \leq \frac{2}{33}.
\]

(And this is achieved using only cycles of length at most 3.)

**Proof.** Let pairs of type A-B and B-A be called *reciprocal* pairs. Call any non-reciprocal pair \( X-Y \) whose donor is not ABO-compatible with its patient an *under-demanded* pair, and any pair \( X-Y \) such that \( X \neq Y \) (\( X = Y \)) and whose donor is ABO-compatible with its patient an *over-demanded* (self-demanded) pair.

From the results of Ashlagi and Roth [19], with high probability there exists an efficient matching \( M^* \) in \( G(n) \) that matches all over- and self-demanded pairs, as well as all reciprocal pairs. Trivially, all highly-sensitized pairs are also matched in these specific subgroups. Thus, we need only consider highly-sensitized pairs in under-demanded pools. We do this exhaustively.

- In \( M^* \), all pairs in \( V^{AB-B} \) are matched to as many pairs in \( V^{B-AB} \) as possible. If \( |V^{AB-B}| \geq |V^{B-AB}| \), then all highly-sensitized under-demanded B-AB pairs will be matched. Note \( |V^{AB-B}| \propto \bar{p} \mu_B \mu_{AB} \) and \( |V^{B-AB}| \propto (1 - \lambda) \mu_B \mu_{AB} \). Then by the assumption on \( \lambda \), \( \bar{p} \mu_B \mu_{AB} \geq (1 - \bar{p}) \mu_B \mu_{AB} \), and the above cardinality inequality holds almost surely. \(^1\)

- We now match all highly-sensitized pairs in \( V^{O-A} \) and \( V^{O-B} \) to pairs in \( V^{A-O} \) and \( V^{B-O} \), respectively, using 2-cycles. This can be done by the same argument as above.

WLOG, assume \( |V^{B-A}| \leq |V^{A-B}| \). Then, in \( M^* \), all reciprocal pairs in \( V^{B-A} \) are matched to as many pairs as possible in \( V^{A-B} \), leaving \( V^{A-B} \) leftover reciprocal pairs. In \( M^* \), these leftover pairs in \( V^{A-B} \) are fully matched through \( V^{B-O} \) and \( V^{O-A} \) in 3-cycles. By executing the 2-cycles above, we may prematurely exhaust \( V^{B-O} \) and prevent up to \( |V^{A-B}| \) 3-cycles from executing. (Note that if \( V^{O-A} \) is exhausted, the \( V^{A-B} \) through \( V^{B-O} \) cycle can be closed at length 2 for no efficiency loss.)

By Lemma 5.1 of Ashlagi and Roth [19], the absolute difference in reciprocal pairs is \( o(n) \); that is, \( |V^{A-B}| \) is less than any other subgroup in the pool (since the size of any other subgroup is linear in \( n \)). Therefore, the number of 3-cycles lost is sub-linear in \( n \); thus, this term (relative to price of fairness) is insignificant as \( n \) grows.

\(^1\)As \( n \to \infty \), the size of a set will be very close to its expectation.
• Next, we match all pairs in \( V_A-AB \) to over-demanded pairs in \( V_{A-B} \); this leaves \(|V_{L-AB}| \propto \lambda \mu_A \mu_{AB} \) remaining A-AB pairs.

In the efficient matching \( M^* \), all over-demanded pairs in \( V_{A-B-O} \) are matched through 3-cycles with pairs in \( V_{A-B} \) and \( V_{O-A} \). If the remaining \(|V_{L-AB}| \) vertices in \( V_{A-B} \) are exhausted before \( V_{A-B-O} \), then the remaining vertices in \( V_{A-B-O} \) can still be exhausted through 2-cycles to, e.g., \( V_{O-A} \) at no efficiency loss. (Note \(|V_{L-O}| \propto \lambda \mu_O \mu_A \geq (1-p) \mu_O \mu_{AB} \geq \lambda \mu_O \mu_{AB} \propto |V_{A-B-O}| \), since \( \bar{p} < \frac{2}{5} < \frac{1}{2} \).) This occurs unless the fair matching accrues efficiency loss through highly-sensitized, under-demanded O-AB pairs, as explained next.

• Finally, we are left with highly-sensitized pairs in \( V_{O-AB} \), the hardest to match group. In the efficient allocation, \( V_{O-AB} \) is unmatched entirely. In a matching under \( u_H \succ L \), at most \(|V_{O-AB}| \propto (1-\lambda) \mu_O \mu_{AB} \) could find a matching elsewhere, possibly cannibalizing a 3-cycle through \( V_{A-B-O} \) to form a 2-cycle, or through \( V_{A-B} \) and \( V_{B-O} \) or \( V_{A-B} \) and \( V_{A-O} \) to form a 3-cycle at a cost of two 2-cycles. In any of these three (exhaustive) cases, every match of a highly-sensitized O-AB pair results in an efficiency loss of one pair, or an overall absolute efficiency loss proportional to \((1-\lambda) \mu_{AB} \mu_O \) pairs.

This exhausts all highly-sensitized pairs in the under-demanded subgroups not fully matched by the efficient allocation \( M^* \). All highly-sensitized pairs in self- and over-demanded subgroups are still matched, as in the efficient allocation. Any newly unmatched reciprocal pairs are lowly-sensitized. Thus, we have matched all highly-sensitized pairs in the pool. This came at an absolute loss proportional to at most \((1-\lambda) \mu_{AB} \mu_O \leq \bar{p} \mu_{AB} \mu_O \) pairs. Figure 7.2 visualizes this new matching (and shows where losses occur with respect to the efficient matching \( M^* \)).

**Figure 7.2:** An example matching used in Proposition 6. Patient-donor pairs are ovals: under- and self-demanded pairs are white, over-demanded pairs are gray, and reciprocal pairs are black. Regular edges appear in the efficient matching, while dashed edges represent 3-cycles from the efficient matching that may be disturbed via fair matching. Efficiency loss is denoted with rectangular nodes.
To determine a bound on the price of fairness, we must first determine the actual expected loss in number of vertices (through normalization), and then determine the relative loss with respect to the expected size of the efficient matching $M^*$.

The expected size of $M^*$ is at least $E$, such that:

$$E \propto \bar{p} [2\mu_{AB}\mu_B + 2\mu_{AB}\mu_A + 3\mu_{AB}\mu_O + 2\mu_A\mu_O + 2\mu_B\mu_O + \mu_O^2 + \mu_A^2 + \mu_B^2 + \mu_{AB}^2] + 2\mu_A\mu_B$$

This value is computed by counting only 2- and 3-cycles that are almost surely guaranteed to execute in the efficient matching. Then, the expected size of a fair matching under $u_{H \succ L}$ is at least $F \propto E - \bar{p}\mu_{AB}\mu_O$, as calculated above.

An upper bound on the expected price of fairness is then $\frac{E - F}{E}$:

$$\text{POF}(\mathcal{M}, u_{H \succ L}) \leq (\bar{p}\mu_{AB}\mu_O) / (\bar{p} [2\mu_{AB}\mu_B + 2\mu_{AB}\mu_A + 3\mu_{AB}\mu_O + 2\mu_A\mu_O + 2\mu_B\mu_O + \mu_O^2 + \mu_A^2 + \mu_B^2 + \mu_{AB}^2] + 2\mu_A\mu_B)$$

Note that the notion of proportionality can be dropped, since both the numerator (the size of the fair matching, written in terms of the size of the efficient matching) and the denominator (the size of the efficient matching) are normalized by the same constant.

We prove the statement by giving an upper bound on the right-hand side of the inequality above. Considering the distribution constraint $\sum_{X \in \{O, A, B, AB\}} \mu_X = 1$, and the ordering constraints on each blood type, this is upper-bounded when $\bar{p} = \frac{2}{5}$, $\mu_O = \frac{1}{3}$, and $\mu_{AB} = \frac{2}{9}$ (which forces $\mu_A = \mu_B = \frac{2}{5}$). Using these values yields an upper-bound of $\text{POF}(\mathcal{M}, u_{H \succ L}) \leq \frac{2}{33}$ (with high probability).

Different countries and regions within countries have different blood type distributions. From Proposition 6, a more realistic bound for this model can be drawn from the United States distribution of blood types ($\mu_O \approx 0.44$, $\mu_A \approx 0.42$, $\mu_B \approx 0.10$, $\mu_{AB} \approx 0.04$); this yields a bound of $\text{POF}(\mathcal{M}, u_{H \succ L}) \lesssim 1.5\%$.

A symmetric result follows if $\mu_B > \mu_A$, instead of $\mu_A > \mu_B$ as assumed. We note that, from the reasoning in [19], similar results can be derived for $\bar{p} > 2/5$—so long as $p_L$, $p_H$, and $\bar{p}$ remain constant.

### 7.3 How should we define fairness?

In this section, we present two definitions of fairness in kidney exchange—one using strict lexicographic preferences and the other using a sliding scale weighting function. Critically, we feel both definitions fit within the scope and practice of current policy in fielded exchange, a necessary consideration when fielding new technology in medicine (as noted by those who designed the recent deceased donor allocation scheme [37] and supported by our experience with the UNOS exchange). We briefly discuss challenges in implementing either fairness rule, then experimentally validate both rules in Section 7.4 on simulated and real exchange data.
7.3.1 Lexicographic fairness

First, we consider a fairness criterion that assumes lexicographic preferences over classes of vertices. This is a generalization of the $u_{H > L}$ utility function used in Section 7.2. Informally, this fairness rule allows policymakers to state a hard preference for matchings containing a baseline percentage of highly-sensitized patients and, if and only if this constraint is fulfilled, express a secondary utilitarian preference. We present this rule below in the context of both deterministic and probabilistic kidney exchange.

Deterministic model

Let $\alpha^*$ be the maximum fraction of vertices in $V_H$ that could be matched over $\mathcal{M}$, the set of possible matchings on some compatibility graph $G$. That is,

$$\alpha^* = \max_{M' \in \mathcal{M}} \frac{|M'_H|}{|V_H|}$$

For a given graph $G$, $\alpha^*$ can be computed using a simple modification of the standard kidney exchange cycle formulation integer program, discussed in Part I. (We note that the PIEF, HPIEF, and PICEF models of Chapter 3 can be used in place of the cycle formulation via a similar tweak to just their objective functions; for expositional ease, we present this section in the context of the basic cycle formulation.)

$$\alpha^* = \frac{1}{|V_H|} \cdot \max \sum_{c} h(c) x_c \quad \text{s.t.} \quad \sum_{c \ni v} x_c \leq 1 \quad \forall v \quad x_c \in \{0, 1\} \quad \forall c$$

Unless otherwise specified, vertices $v$ range over the set $V$, while cycles and chains $c$ range over the set of all legal cycles and chains $C(L, K)$ (for caps $L$ and $K$, which may grow with $|V|$). Here, $x_c$ is a binary variable that is set to 1 if cycle $c$ is included in the final matching; otherwise, it is 0. The constant $h(c)$ is the number of highly-sensitized patients in a cycle or chain $c$. Formally,

$$h(c) = |\{v \mid v \in c \land v \in V_H\}|$$

Note that $h(c) = 0$ if a cycle or chain does not contain any highly-sensitized patients, so only those binary variables $x_c$ corresponding to cycles or chains with at least one highly-sensitized patient need be included in the objective. However, all vertices belonging to at least one cycle or chain that contains at least one highly-sensitized vertex must be included in the vertex-disjointness constraints (to maintain the feasibility of the final disjoint cycle cover).

Given this setup, a match could be considered equitable if it satisfies some nonnegative, user-defined parameter $\alpha \leq \alpha^*$, such that the matching algorithm includes $\alpha \cdot |V_H|$ highly-sensitized patients in the “optimal” match. E.g., if $\alpha = 0.5$, any returned match would include at least 50% of the number of highly-sensitized patients available. Formally, define the deterministic lexicographic fairness rule $u_{H > L}^\alpha$ over any $M \in \mathcal{M}$ as follows:

$$u_{H > L}^\alpha(M) = \begin{cases} u(M) \quad \text{if } |M_H| \geq \alpha \cdot |V_H| \\ 0 \quad \text{otherwise} \end{cases}$$
We implement this utility function by adding a single constraint to the standard integer program, yielding:

\[
\begin{align*}
\max & \quad \sum_c |c| x_c \\
\text{s.t.} & \quad \sum_{c:v \in c} x_c \leq 1 \quad \forall v \\
& \quad \sum_c h(c)x_c \geq \alpha \cdot |V_H| \\
& \quad x_c \in \{0, 1\} \quad \forall c
\end{align*}
\]

In the next section, we generalize this rule for probabilistic kidney exchange.

Probabilistic (failure-aware) model

As motivated in Chapter 5, most algorithmic matches in fielded kidney exchanges do not result in an actual transplant, even if a patient and donor are seen as ABO- and tissue-type compatible by the optimization software. A variety of issues arise, including sudden illness or death, improper medical testing, a patient finding a deceased or alternate living donor outside of the kidney exchange, or match failure due to more intensive (and expensive) post-match medical testing.

Recall that the failure-aware model maximize the expected number of transplants subject to each edge \( e \) in the graph having some probability of success \( q_e \). In the lexicographic fairness model we consider in this chapter, this is further constrained by ensuring some fraction of these expected transplants are to highly-sensitized patients. Toward this end, define \( v^h(c) \), the expected number of transplants to highly-sensitized patients of a cycle or chain \( c \), as follows:

**Cycles.** For cycles, the discounted utility is the same as in Chapter 5, but counting only those vertices in the cycle that are highly-sensitized. Formally,

\[
v^h(c) = h(c) \prod_{e \in c} q_e
\]

**Chains.** While cycles necessarily execute atomically, chains can execute partially and then fail—thus making the calculation of \( v^h \) a bit trickier. For a chain of length \( k \), let \( c^i \) represent the initial \( i \) vertices in the chain (including the altruistic donor). Formally,

\[
v^h(c) = \left[ \sum_{i=1}^{k-1} (1 - q_i)h(c^{i-1}) \prod_{j=0}^{i-1} q_j \right] + \left[ h(c) \prod_{i=0}^{k-1} q_i \right]
\]

We now let \( N^* \) be the maximum expected number of vertices in \( V_H \) that could receive transplants over all possible matchings \( \mathcal{M} \) on \( G \). That is,

\[
N^* = \max_{M \in \mathcal{M}} v^h(M)
\]

where for any matching \( M \), \( v^h(M) \) is defined as \( \sum_{c \in M} v^h(c) \).
Then for a given graph $G$, this failure-aware $N^*$ can be computed using a similar modification of the failure-aware kidney exchange integer program as follows:

$$N^* = \max \sum_c v^h(c)x_c \quad \text{s.t.} \quad \sum_{c|v \in c} x_c \leq 1 \quad \forall v \quad \sum_{c} v^h(c)x_c = \alpha \cdot N^* \quad \forall c, x_c \in \{0, 1\}$$

Now, as above, the user can supply some parameter $\alpha \in [0, 1]$ that guarantees $\alpha$ fraction of the maximum possible expected number of transplants for highly sensitized-patients. This preference is enforced by adding a single constraint to the standard failure-aware kidney exchange IP as follows:

$$\max \sum_c v(c)x_c \quad \text{s.t.} \quad \sum_{c|v \in c} x_c \leq 1 \quad \forall v \quad \sum_{c} v^h(c)x_c \geq \alpha \cdot N^* \quad \forall c, x_c \in \{0, 1\}$$

Here, $v(c)$ is defined similarly to $v^h(c)$, only including lowly-sensitized transplants in the expectation calculation as well.

**A note on implementing this rule**

Unfortunately, adding lexicographic preferences into the optimization model breaks the specific branch-and-price structure on which the basic cycle formulation solvers rely (both in the deterministic model [6] and in the probabilistic model of Chapter 5), as well as the branch-and-price version of PICEF presented in Chapter 3. While a solver could still use column generation or general branch-and-price to solve this new problem, the addition of a matching-wide constraint—that a matching must contain cycles containing some fraction of a set of marked vertices—makes solving the pricing problem (see [30] for details) much more difficult than in the utilitarian formulation, where determining the price of a cycle not included in the current subproblem is relatively simple. Indeed, with such an allocation-wide constraint, finding a positive price cycle at a node in the search tree requires solving an integer program, whereas current solvers can use a depth-first search—or, in the case of PICEF, a polynomial-time algorithm—to find a positive price cycle in the standard kidney exchange model.

With these computational constraints in mind, in Section 7.3.2 we define a different fair utility function that respects the constraints of current solvers. This utility function circumvents a matching-wide fairness constraint. We will then compare both fair utility functions against the utilitarian one on real and simulated data in Section 7.4.

### 7.3.2 Weighted fairness

We now present a different formalization of fairness that relaxes the strict lexicographic preferences from the previous section. This definition generalizes the policy UNOS currently applies to highly-sensitized patients in their fielded kidney exchange, is what was used in the preliminary experiments of Section 5.9, and is what will be used in our most realistic experiments in Chapter 8.
Building on the standard (deterministic or probabilistic) kidney exchange integer programming formulation, we rewrite the objective as follows:

$$\max \sum_c v_\Delta(c)x_c$$

Here, $v_\Delta(c)$ is the value of a cycle or chain $c$ (either in the deterministic or probabilistic model) such that the weight of each edge $e \in c$ is adjusted by some re-weighting function $\Delta : E \rightarrow \mathbb{R}$.

A simple example re-weighting function is multiplicative:

$$\Delta^\beta(e) = \begin{cases} 
(1 + \beta)w_e & \text{if } e \text{ ends in } V_H \\
 w_e & \text{otherwise}
\end{cases}$$

Intuitively, for some $\beta > 0$, this function scales the weight of edges ending in highly-sensitized vertices by $(1 + \beta)$. For example, if $\beta = 0.5$, then the optimization algorithm will value edges that result in a highly-sensitized patient receiving a transplant at 50% above their initial weight (possibly scaled by other factors like failure probability and chain position, as in the probabilistic model). We will use this multiplicative re-weighting in our experiments in Section 7.4 and, later, in Chapter 8 with the FUTUREMATCH framework.

For any $M \in M$, let $M'$ be the matching such that every cycle $c \in M$ has augmented weight $v_\Delta(c)$. Then define the weighted fairness rule $u_\Delta$ in terms of the utilitarian rule $u$ applied to the augmented matching $M'$, such that $u_\Delta(M) = u(M')$.

A note on implementing this rule

Note that, unlike implementing the lexicographic fairness rule $u_\alpha^{H \succ L}$, this definition of fairness does not break the branch-and-price structure on which current scalable kidney exchange solvers rely. Indeed, the $u_\Delta$ rule, for simple re-weighting functions like the multiplicative example above, can be implemented by first preprocessing a compatibility graph using $\Delta$ to determine edge weights, and then solving the maximization problem using any standard kidney exchange solver (branch-and-price-based or otherwise).

7.4 Experimental validation

In this section, we compare the behavior of both the lexicographic fair rule $u_\alpha^{H \succ L}$ and weighted fair rule $u_\Delta$ (relative to the utilitarian rule $u$) on (a) real data from the first 73 UNOS kidney exchange match runs, from October 2010 to August 2013, and (b) simulated data from the standard kidney exchange compatibility graph models.

7.4.1 Results from the fielded UNOS exchange

We present fairness experiments on the first 73 match runs (through August of 2013) in this section. The UNOS algorithm currently performs a utilitarian maximum weighted matching, where
edge weights are set through a point-based system determined by a committee of doctors and policymakers. Highly-sensitized patients in the UNOS exchange (at the time these experiments were run) are those with CPRA of at least 80.

Results are presented for both the deterministic (denoted NO-FAIL) and probabilistic versions of the kidney exchange clearing problem. Motivated by Dickerson, Procaccia, and Sandholm [75], we test the probabilistic model on two different edge failure probability distributions: one where each edge has a constant 70% rate of failure (denoted CONSTANT), and the other with a bimodal failure rate such that 25% of edge failures are drawn from $U[0.0, 0.2]$ and the rest from $U[0.8, 1.0]$ (denoted BIMODAL). These distributions are derived from real data (see Section 5.4.1 for details). We use a cycle cap of $L = 3$, as does UNOS, and include chains.

**Lexicographic rule.** We begin with the strictest version of the lexicographic fair rule: $u_{H>L}^{1,0}$. With $\alpha = 1.0$, this rule maximizes the number of highly-sensitized pairs in a match (which aligns with the theory of Section 7.2).

<table>
<thead>
<tr>
<th>Metric</th>
<th>Minimum</th>
<th>Average</th>
<th>Maximum</th>
<th>St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss (Objective) %</td>
<td>0.00%</td>
<td>2.76%</td>
<td>19.04%</td>
<td>4.84%</td>
</tr>
<tr>
<td>Loss (Cardinality) %</td>
<td>0.00%</td>
<td>4.09%</td>
<td>33.33%</td>
<td>8.18%</td>
</tr>
<tr>
<td>Loss (Cardinality)</td>
<td>0</td>
<td>0.55</td>
<td>4</td>
<td>1.10</td>
</tr>
</tbody>
</table>

*Table 7.1:* Minimum, average, and maximum loss in objective value and match size due to $u_{H>L}^{1,0}$, across the first 73 UNOS match runs, in the deterministic model.

Table 7.1 presents results in the deterministic model. Under $u_{H>L}^{1,0}$, the price of fairness in this deterministic model is, on average, quite small; however, there are outlier cases in which large relative losses in the objective (of 19%) and overall match size (of 33%) are observed. We now explore this phenomenon in depth, in both the deterministic and probabilistic model.

Figure 7.3 presents cumulative distribution functions in efficiency loss with respective to the UNOS-weighted objective value, for the NO-FAIL, CONSTANT, and BIMODAL models. In each of the models, roughly half of all UNOS match runs see no efficiency loss when prioritizing highly-sensitized candidates. However, (a) in each model, there exist a nontrivial number of matches with a nontrivial loss in efficiency, and (b) increasing the variability in failure rates increases the price of fairness. Indeed, in the BIMODAL model, some runs have a nearly 100% loss in efficiency! Intuitively, this is due to the optimizer being “forced” into including edges—possibly with a very low chance of successful execution—that result in a potential highly-sensitized transplant.

**Weighted rule.** We now give results for the weighted fair rule $u_{\Delta}$, where edges are re-weighted under the multiplicative rule $\Delta^\beta$ defined in Section 7.3.2. Recall that $\Delta^{0.0}$ values highly-sensitized transplants at the same rate as lowly-sensitized ones, $\Delta^{0.5}$ values them at 50% over their base value, $\Delta^{1.0}$ at 100% over their base value, etc.

The Pareto frontiers shown in Figure 7.4 represent the set of Pareto efficient matchings constrained by $u_{\Delta}$ as $\beta$ increases from 0, for each of the NO-FAIL, CONSTANT, and BIMODAL
models. Intuitively, these plots visualize the relationship between favoring a subset of vertices versus the overall match efficiency. As with the lexicographic rule, higher diversity in the underlying failure probability distribution begets a greater price of fairness.

7.4.2 Simulated results from random graphs

Fielded kidney exchanges are still young and have relatively small pools, containing at most a couple of hundred pairs at a time. To explore fairness-aware matching behavior in larger pool sizes, and to validate the theory developed in Section 7.2, we now turn to generated data. We look at two models:

1. The most well-known dense model of kidney exchange is due to Saidman et al. [191]. It gen-
eralizes the theoretical model in Section 7.2, and includes blood types, three tiers of CPRA (low, medium, and high), and various other medical aspects that affect pool composition (see Chapter 2 for details). We refer to the base Saidman model, which is parameterized with US national data, as SAIDMAN (US). We also parameterize the model using blood type and sensitization statistics from the 73 UNOS match runs (aggregate data is available in [132]), and denote this SAIDMAN (UNOS).

2. Some recent theoretical work looks at kidney exchange graphs without blood types but with increasing sparsity (in the size of the pool) for highly-sensitized candidates [23, 24]. For these experiments, the probability of an incoming edge to a highly-sensitized pair is $O\left(\frac{1}{n}\right)$. (See Section 5.3.1 for details.) The probability of an incoming edge to lowly-sensitized pairs is held constant, as before. We denote by HETEROGENEOUS this family of random graphs.

Table 7.2: Average (St. Dev.) percentage loss in efficiency for three families of random graphs, under the strict $u^{1.0}_{H\succ L}$ rule.

<table>
<thead>
<tr>
<th>Size</th>
<th>SAIDMAN (US)</th>
<th>SAIDMAN (UNOS)</th>
<th>HETEROGENEOUS</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.24% (1.98%)</td>
<td>0.00% (0.00%)</td>
<td>0.98% (5.27%)</td>
</tr>
<tr>
<td>25</td>
<td>0.58% (1.90%)</td>
<td>0.19% (1.75%)</td>
<td>0.00% (0.00%)</td>
</tr>
<tr>
<td>50</td>
<td>1.18% (2.34%)</td>
<td>1.96% (6.69%)</td>
<td>0.00% (0.00%)</td>
</tr>
<tr>
<td>100</td>
<td>1.46% (1.80%)</td>
<td>1.66% (3.64%)</td>
<td>0.00% (0.00%)</td>
</tr>
<tr>
<td>150</td>
<td>1.20% (1.86%)</td>
<td>2.04% (2.51%)</td>
<td>0.00% (0.00%)</td>
</tr>
<tr>
<td>200</td>
<td>1.43% (2.08%)</td>
<td>1.55% (1.79%)</td>
<td>0.00% (0.00%)</td>
</tr>
<tr>
<td>250</td>
<td>0.80% (1.24%)</td>
<td>1.86% (1.63%)</td>
<td>0.00% (0.00%)</td>
</tr>
<tr>
<td>500</td>
<td>0.72% (0.74%)</td>
<td>1.67% (0.82%)</td>
<td>0.00% (0.00%)</td>
</tr>
</tbody>
</table>

Table 7.2 gives the average loss in efficiency for each of these models over multiple generated pool sizes, with 40 runs per pool size per model, under the strict lexicographic rule $u^{1.0}_{H\succ L}$. For all but the smallest pools, HETEROGENEOUS graphs see no loss in efficiency at all. Efficiency loss in the SAIDMAN (US) and SAIDMAN (UNOS) families of graphs are low (and statistically indistinguishable), aligning with our earlier theoretical results (applied to the distribution of blood types in the US).

7.5 Conclusions & future research

Fielded kidney exchanges use utilitarian or near-utilitarian matching rules, at the cost of marginalizing certain classes of patient-donor pairs. We addressed the utilitarian setting in depth in Parts I and II. In this chapter, we focused on balancing overall exchange efficiency while improving access to kidneys for highly-sensitized patients. We defined the price of fairness in the standard kidney exchange model, and provided theoretical bounds in the major kidney exchange model. We introduced two natural definitions of fairness—lexicographic and weighted—and empirically explored the tradeoff between prioritizing hard-to-match patients and the overall efficiency of a utilitarian
system, on real data from the UNOS nationwide kidney exchange and on simulated data from each of the standard kidney exchange distributions.

How to prioritize highly-sensitized patients—if they should be prioritized at all—is currently the most contentious issue regarding fairness in kidney exchange, which motivates this chapter (and, indeed, Part III of this thesis in general). We note that the price of fairness concept applies to valuing any subset of vertices—not just highly-sensitized ones—in the compatibility graph, possibly under different prioritization rules. A clear next step would be developing analogous theoretical results and empirical techniques applicable to fielded kidney exchange that generalize the equity versus efficiency tradeoff presented here to other notions of fairness (while mimicking present-day parameters of the compatibility pool, legal climate, and limits of medical knowledge). Recent work in finding Lorenz-dominant matchings is promising [146, 186], but not yet applicable to fielded kidney exchange due to its simple theoretical model (e.g., only 2-cycles, no chains). Hooker and Williams [110] give a mathematical-programming-based approach to balancing equity—in the Rawlsian maximin sense—and efficiency in a general model; similar results with different definitions of equity would be of theoretical and practical interest.

Finally, as discussed in Chapter 6, kidney exchange is naturally dynamic, where patients and donors arrive to and depart from the pool over time. Developing accurate models and scalable algorithms that consider the price of fairness in the dynamic setting will be of increasing importance as fielded kidney exchanges move from static to dynamic matching. We present one such approach in the succeeding chapter.
When someone speaks of a good strategy or a bad plan, they are making a prudential judgment about the efficacy of the plan or strategy in question, that is, whether it will achieve certain ends.

– Caroline Whitbeck

A lot of times, people don’t know what they want until you show it to them.

– Steve Jobs

**FUTUREMATCH: Learning to match in dynamic environments**

In this chapter, we combine a variety of dimensions discussed in previous chapters—scalable clearing of deterministic and probabilistic exchanges (Chapters 3, 4, and 5), considering short-term uncertainty explicitly in the optimization problem (Chapter 5), taking distributional information about the future of the exchange when matching in the now (Chapter 6), and considerations regarding fairness (Chapter 7)—into a single, unified framework for learning to matching “well” under a general objective function.

As a proof of concept for this thesis, we learn a novel transplant quality predictor from a dataset consisting of all living-donor kidney transplant events in the US since Oct 1, 1987, and discover that some present-day features of living-donor transplants do not align with older results from deceased donation in the medical literature [168]. This is noteworthy since today’s exchange priority policies have largely been inherited from the United Network for Organ Sharing (UNOS) deceased-donor waiting list policies.

Motivated by our experience running the computational side of the UNOS nationwide kidney exchange, we present FUTUREMATCH, a general framework for learning how to match in dynamic environments. FUTUREMATCH separates the “means” from the “ends” of kidney exchange; it takes as input from human experts an overarching objective, and automatically learns a matching strategy to achieve this goal. We validate the framework on three example objective functions on real data drawn from the UNOS exchange. We find that using FUTUREMATCH even with economically inefficient objectives—like maximizing the match size subject to equity constraints, as in Chapter 7—results in significantly higher efficiency than myopic matching with the explicit objective of efficiency.
8.1 Proposed method

We now present the FutureMatch framework for learning to match in dynamic environments. We begin by motivating and describing the framework at a high level in the first subsection. In the following subsections we discuss the different parts of the framework in detail and how we instantiated them for kidney exchange.

8.1.1 The FutureMatch framework

We are interested in learning from demographically accurate data how to match in the present such that some overarching objective function is maximized over time. Scalability is important: heavy offline statistics can be computed and periodically updated, but the fielded clearing algorithm must run quickly (within minutes or at most hours).

Figure 8.1 graphically depicts the FutureMatch framework. A domain expert (e.g., a committee of medical and legal professionals) begins by describing an overall objective function for the exchange. Even measuring this objective can be difficult: for example, if the goal is to maximize the number of days added to patients’ lives via kidney transplantation, then calculating the relative quality of a proposed match requires knowing some notion of utility for each edge—representing a potential transplant—in the compatibility graph. We propose to learn this edge weight function \(w : E \rightarrow \mathbb{R}^+\) from data, and give examples for a variety of objective functions later.

The learned weight function \(w\) is then fed into a parameterized (kidney exchange) simulator, calibrated by real data so that it mimics the underlying distribution. This generator in turn feeds training and test sets into a system for learning the potentials of element classes in the compatibility graph, by way of the method introduced in Chapter 6. Intuitively, given an element \(\theta\) (e.g., vertex, edge, cycle, or chain type), a potential \(P_{\theta} \in \mathbb{R}\) quantifies the expected utility to the exchange of
that element in the future. Potentials are combined with \( w \) to quantify an edge-specific quality rating. Here, as in Chapter 6, we learn potentials for the combinations of different blood types for pairs under each of the weight functions we define—albeit with a different learning method than in that previous chapter.

Finally, the fielded clearing algorithm incorporates the combined weight function \( w \) and set of potentials \( \mathcal{P}_\Theta \) into its myopic weighted matching algorithm. This incorporation comes at very low or no cost to the runtime of the clearing algorithm; indeed, the final “potential-aware” input graph is simply a re-weighted version of the original compatibility graph, using the weights that encode the future.

In the rest of the section, we describe an in-depth implementation of FUTUREMATCH. Our goals are twofold: first, to show the general applicability and tractability of the framework, and second, to mimic a large fielded kidney exchange. Accomplishing this second goal, and leveraging our involvement with fielded kidney exchanges, sets the stage for adoption of sustainability-motivated technology that solves a problem clearly too difficult for humans—a success story for computational sustainability practitioners.

### 8.1.2 Encoding an objective function

We now discuss in depth the process of defining an objective for FUTUREMATCH. We do this in the context of kidney exchange, but note that the process is general.

The medical and legal communities in kidney exchange are concerned about a wide variety of match characteristics. In our experience, the most frequently discussed include the number of overall matches, the number of overall transplants, the quality of transplants, and whether or not to prefer specific subgroups in the exchange (children, sensitized patients, underrepresented ethnicities) and by how much. Other concerns could include notions of fair treatment among participating centers and minimizing legal exposure.

In this chapter, we consider two different kidney exchange models—deterministic, where post-algorithmic match failures are not quantified in the optimization problem and failure-aware, where they are—and three matching objectives in each of the two models:

1. **MAXCARD**: Maximize the total number (i.e., cardinality) of patients who are algorithmically matched (in the deterministic model of Part I) or receive transplants in expectation (in the failure-aware model of Chapter 5);

2. **MAXCARD-FAIR**: Maximize the total number of patients who are algorithmically matched (in the deterministic model) or receive transplants in expectation (in the failure-aware model), where “marginalized" patients are weighted in the objective by some constant factor \( \beta \) more than others, as in Section 7.3.2; and

3. **MAXLIFE**: Maximize the total time algorithmically-matched (deterministic) or transplanted (failure-aware) donor organs will last in patients.

Each of these objectives amounts to setting weights on edges in the input graph. Next, we detail edge weighting algorithms for these example objectives.

In our experience, when committees debate priority points for today’s exchanges, the discussions confound the goal and the means. For example, a goal could be to maximize matches and
a means could be to prioritize sensitized patients because they are harder to match in the future. On the other hand, many argue that sensitized patients should be inherently preferred, and it seems that most do not make a clear distinction between means and ends. In contrast, \textsc{FutureMatch} clearly separates ends and means. Our objective (i.e., the “end”) lives in the space of weights on edges, which the committee can clearly debate. On the other hand, our framework automatically optimizes, via learning, the potentials (the “means”) that are used as the means for enabling the algorithm to make good future-aware failure-aware decisions. The committee does not need to debate these potentials, whose quantitative impact on performance is hard for a human to predict or even understand.

**Defining \textsc{MaxCard} and \textsc{MaxCard-Fair}**. The \textsc{MaxCard-Fair} objective can be viewed as a generalized form of \textsc{MaxCard} (that is, \textsc{MaxCard} is just \textsc{MaxCard-Fair} with an empty set of vertices who are preferred by the objective). A natural weighted fairness rule, adapted from Chapter 7, adjusts edge weights by some re-weighting function $\Delta : E \rightarrow \mathbb{R}^+$. A simple example re-weighting function is multiplicative:

$$\Delta^\beta(e) = \begin{cases} 
(1 + \beta)w_e & \text{if } e \text{ ends in } V_P \\
we & \text{otherwise}
\end{cases}$$

Here, $V_P \subseteq V$ is the set of preferred vertices (in Chapter 7, these were vertices with highly-sensitized patients; we will define a different subset in the experiments). Intuitively, for some $\beta > 0$, this function scales the weight of edges ending in marginalized vertices by $(1 + \beta)$. For example, if $\beta = 1.5$, then the optimization algorithm will value edges that result in a marginalized patient receiving a transplant at 250% of their initial weight (possibly scaled by factors such as edge failure probability or chain position, as we discuss later).

For any $M \in \mathcal{M}$, let $M'$ be the matching such that every edge $e \in E$ has augmented weight $\Delta^\beta(e)$. Then the \textsc{MaxCard-Fair} utility function $u_\Delta$ is defined in terms of the utilitarian \textsc{MaxCard} utility function $u$ applied to the augmented matching $M'$, such that $u_\Delta(M) = u(M')$. In the experiments, we vary the parameter $\beta$ to empirically quantify its effects on each of the three objective functions.

**Optimizing for \textsc{MaxLife} via learning to predict graft survival from data**. With the \textsc{MaxLife} objective we are interested in maximizing how long the transplanted kidneys, in aggregate, survive in the patients.\(^1\) To do so, we must first determine an empirically sound estimate of the lifespan of a transplant as a function of donor and recipient attributes.

Delen et al. \cite{69} compare a variety of techniques for predicting breast cancer survivability; unlike their study, we are interested in predicting the survival length of a kidney graft, as opposed to whether or not a patient survives treatment at all. Data mining models are also actively being developed to predict the risk of readmission for congestive heart failure patients \cite{157}. Most related to our work is the Kidney Donor Profile Index (KDPI), which is currently under development by

\(^1\) Another objective would be to maximize aggregate increase in life duration. This would involve subtracting out the expected life duration without a transplant from the expected life duration with the transplant, and could incorporate the possibility of additional transplants after graft failure.
UNOS for use in the deceased donor allocation process [133]. The KDPI score of a deceased donor kidney measures the estimated quality of the donor organ being allocated to the average recipient. In contrast, our predictor, which we will describe next, provides a unique quality score not just based on donor attributes but also based on attributes of the specific potential recipient.

We look at all 75,264 living donor transplant events in the US between October 1, 1987 and June 30, 2013. This data includes medical characteristics of the recipient and donor at the time of transplantation, as well as follow-up data regarding the health of the recipient and the recipient’s new kidney; this follow-up data is updated at least annually.

Conditioned on a kidney graft being marked as failed in our dataset, the average graft lifetime is about 1912.7 days, or slightly over 5 years. However, due in large part to the marked increase in kidney failure since the late 1980s, nearly 75% of grafts in the dataset are not marked as failed. This occurs because either (i) the recipient is still alive with a functioning donated kidney or (ii) the recipient has died, but for a non-kidney-failure-related reason. Thus, we use survival analysis to estimate the lasting power of a graft.

Features of both the recipient and donor have a large effect on graft survival. For example, tissue type (HLA) testing measures the closeness of match between antigens in the cells of a donor and patient. Figure 8.2 gives a Kaplan-Meier estimator of the survival functions of (i) kidney transplants resulting from a donor and recipient being a perfect HLA match and (ii) those resulting from imperfect HLA matchings. Clearly, a kidney that is a perfect tissue type match is more desirable than an imperfectly matched one; indeed, the model estimates a median survival time of 5808 days for a perfect match compared to 4300 for an imperfect match. A log-rank test revealed that the difference between the two distributions was significant ($p \ll 0.0001$).

In our experiments, we use a Cox proportional hazards regression analysis to explore the effect of multiple features on survivability. At a high level, this method regresses the survival time of the graft against explanatory features of the donor and recipient. More specifically, define the hazard $H$ at time $t$ days after a transplant as follows:

$$H(t) = H_0(t) \times \exp(b_1X_1 + b_2X_2 + \ldots + b_kX_k)$$ (8.1)

Here, each $X_i$ is a predictor variable corresponding to a single feature of the donor or recipient, and $H_0(t)$ is a baseline hazard rate at time $t$ for a recipient with $X_i = 0$ for $i \in \{1, \ldots, k\}$. Then $H(t)$ represents the instantaneous risk of graft failure at time $t$. We want to learn this function.

To begin, we include the following features: recipient age, difference in donor and recipient’s age, donor HLA profile, recipient HLA profile, donor and recipient blood type compatibility. The HLA profile of a donor or recipient is separated into three integral features—HLA-A, HLA-B, and HLA-DR—that can take values in $\{0, 1, 2\}$, representing 0, 1, or 2 mismatches. By separating the general HLA mismatch feature into three separate mismatch features, we complicate (but increase the power of) the model [168]; this separation is motivated by evidence that mismatches at the HLA-A, -B, and -DR level have varyingly negative impact on survival.

We ran a Cox proportional hazards regression on this unpruned feature space. This used 74,244 live donor transplantations during which there were 18,714 graft failures (920 live donation events were dropped due to one or more missing features). Our initial regression showed that increases in the HLA-B mismatch feature did not have a significant effect on the dependent variable ($p = 0.22$).
Prior research from the mid-1980s on cadaveric donation found a significant relationship between the combined feature of HLA-B and HLA-DR mismatches on graft outcome [168]; we find that this does not hold on living donor data in the present. After selecting significant variables in this initial run—that is, all of the attributes previously discussed except HLA-B mismatch—we re-ran a Cox proportional hazard regression. Results are reported in Table 8.1.

Table 8.1: Learned weights via Cox regression after feature pruning for statistical significance.

<table>
<thead>
<tr>
<th>feature</th>
<th>$\exp(b)$</th>
<th>SE($b$)</th>
<th>$z$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>recipient age</td>
<td>1.00753</td>
<td>0.0008</td>
<td>9.715</td>
<td>$&lt; 2 \times 10^{-16}$</td>
</tr>
<tr>
<td>age diff.</td>
<td>1.00525</td>
<td>0.0007</td>
<td>7.766</td>
<td>$8.10 \times 10^{-15}$</td>
</tr>
<tr>
<td>HLA-A</td>
<td>1.05273</td>
<td>0.0120</td>
<td>4.297</td>
<td>$1.73 \times 10^{-5}$</td>
</tr>
<tr>
<td>HLA-DR</td>
<td>1.08680</td>
<td>0.0119</td>
<td>6.984</td>
<td>$2.86 \times 10^{-12}$</td>
</tr>
<tr>
<td>ABO incomp.</td>
<td>1.37871</td>
<td>0.0748</td>
<td>4.295</td>
<td>$1.74 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Table 8.1 gives the standard error, $z$-score, and corresponding $p$-value for each of our pruned features; each clearly has a statistically significant effect on graft survival. To interpret the results, as an example first consider the HLA-DR feature. We see that $\exp(b_{\text{HLA-DR}}) \approx 1.087$; recalling Equation 8.1, a unit increase in the HLA-DR mismatch feature will result in a factor of 1.087 increase over the baseline hazard rate. Varying either recipient age or the difference in donor and recipient age was also statistically significant, with a unit increase in recipient age having a larger
effect on the hazard rate. As might be expected, blood type compatibility plays the largest role in hazard rate, where an incompatible (and thus heavily immunosuppressed) transplant has a factor 1.379 increase over the base hazard rate.

Using this data, we can estimate $S_e(t)$, the survival probability at time $t$ for a potential transplant $e \in E$ between a recipient and donor with features $x^e_i$, as follows:

$$S_e(t) = \exp \left(-H_0(t) \times \sum_i x^e_i b_i \right). \quad (8.2)$$

Building on Equation 8.2, we define a weight function $w : E \to \mathbb{R}^+$ as

$$w(e) \propto \exp \left(-\sum_i x^e_i b_i \right). \quad (8.3)$$

Intuitively, the weight function $w$ assigns higher relative weight to edges with lower risk, in turn biasing the optimizer toward transplants with longer expected graft survival. In our experiments, we explicitly instantiate $w(e) = 100 \times \exp (-\sum_i x^e_i b_i)$ to avoid numerical instability in our linear program subsolvers as a byproduct of small floating point coefficients in the objective.

8.1.3 Learning the potentials

We learn potentials on the blood types of patients and donors, as in Chapter 6. There are $4 \times 4 = 16$ combinations of patient and donor blood types, and 4 possible blood types of altruists. So, we have 20 different kinds of vertices. We want to learn a potential for each of those 20 vertex types. Formally, the types of vertex are $\Theta_{ABO} = \{O-O, O-A, \ldots, AB-B, AB-AB\} \cup \{O, \ldots, AB\}$, and we want to learn values $P_\theta$ for $\theta \in \Theta_{ABO}$.

We combine the learned potentials $P_\theta$ with the weight function $w$ learned earlier using a function $f_w : E \to \mathbb{R}$. It balances the myopic value of an edge encoded by $w$ with the future value of an edge encoded by potentials. The idea is that the revised weight, $f_w$, of an edge is its immediate value if matched minus the potentials of its vertices because if those vertices are matched now, they cannot contribute to future matches. Specifically, $f_w(e) = w(e) \cdot (1 - P_{d\theta} - P_{p\theta})$, where $d$ and $p$ are the vertices adjacent to edge $e$.

We use SMAC [114], a state-of-the-art model-based algorithm configuration tool that searches through a parameter space to optimize a given objective. SMAC guides its navigation in the space of parameter vectors by constructing a model that predicts algorithm performance as a function of the parameter vector (e.g., $g : \Theta_{ABO} \to \mathbb{R}$, where $\Theta_{ABO}$ is our space of potentials and $\mathbb{R}$ is the aggregate evaluation of whatever objective is being used). We found the SMAC-based approach to work substantially better than the ParamILS tuner used in Chapter 6.

In our setting, the parameter vector is the vector of potentials. At each parameter vector that SMAC navigates to, we run a large number of trials of our simulator of a kidney exchange to see how the batch matching algorithm would perform in a dynamic setting using that parameter vector. That performance number is then fed back to SMAC, and SMAC navigates to the next parameter vector to continue the search. We learned potentials in two models—deterministic, as
in Part I, where post-algorithmic match failures are not quantified in the optimization problem and failure-aware, as in Chapter 5, where they are—using a realistic dynamic simulator we built based on historical data from the UNOS kidney exchange [132].

Figure 5.7 gives a graphical overview of the dynamic model we used. A matching is determined at each time period based on either a deterministic or failure-aware clearing algorithm. Recall that both models compute an optimal matching $M^* = \arg \max_{M \in \mathcal{M}} u(M)$, where $u(M) = \sum_{c \in \mathcal{M}} u(c)$. Given the function $f_w$ that combines our learned potentials $P_\theta$ with the myopic edge weighting function $w$, in the deterministic model, $u(c) = \sum_{e \in c} f_w(e)$: that is, the sum of the weights of the constituent edges in a cycle or chain subject to the weight function $w$ and potentials learned earlier.

In the failure-aware model, given edge success probabilities $q_e \in [0, 1]$ for each edge $e$, the potential-aware discounted utility for a cycle $c$ is $u(c) = \left[\sum_{e \in c} f_w(e)\right] \cdot \left[\prod_{e \in c} q_e\right]$, and the discounted utility for a chain $c = \langle e_0, e_1, \ldots, e_{k-1} \rangle$ is

$$u(c) = \left[\sum_{i=1}^{k-1} (1 - q_i) \sum_{j=0}^{i-1} f_w(e_j) \prod_{j=0}^{i-1} q_j\right] + \left[\sum_{i=0}^{k-1} f_w(e_i) \prod_{i=0}^{k-1} q_i\right].$$

8.2 Experiments

We validated FUTUREMATCH experimentally on data from the UNOS nationwide kidney exchange. We explore the effect each of the three objectives—MAXCARD, MAXCARD-FAIR, and MAXLIFE—has on a variety of metrics under FUTUREMATCH and under myopic deterministic matching, which is the fielded state of the art. The latter does not take edge failure or learned potentials into account during optimization; as described earlier, it finds a maximum weight matching (i.e., for each chain or cycle $c$, $u(c) = \sum_{e \in c} w_e$) during each period separately.

In the fairness-weighted experiments, we adapt our matching algorithm using the re-weighting function $\Delta^\beta$ described earlier. The preferred set of vertices $V_P$ includes those with a pediatric or highly-sensitized patient. These preferences are commonly used in kidney exchanges, albeit not in sophisticated, quantitative ways. For kidney exchange it has explicitly been articulated that pediatric patients should be preferred not only because they have a lot of life left (barring their kidney disease) but also because having poor kidney function stunts growth. Similarly, some patients are highly sensitized, which means they are extremely unlikely to be medically compatible with a random organ. For these patients, finding a kidney is difficult [212]. In fielded exchanges, both of these “marginalized” patient types are prioritized. We quantitatively explore how this should be done and what the impact is.

8.2.1 Results

We compare FUTUREMATCH against a baseline of myopic deterministic matching under each of the objectives. Conservatively, statistical significance was determined using the Wilcoxon signed-rank test, which is a nonparametric alternative to the paired $t$-test. Table 8.2 shows the median expected gain in the overall number of transplants from using FUTUREMATCH under each of the
objectives. Each column labeled $|V| = k$ corresponds to a simulation over $k$ patient-donor pairs and altruists; we test over increasing values of $k$ because kidney exchanges (both in the US and worldwide) are still expanding toward their steady-state sizes.
| Total               | $|V| = 300$ | $|V| = 400$ | $|V| = 500$ | $|V| = 600$ | $|V| = 700$ | $|V| = 800$ | $|V| = 900$ |
|--------------------|----------|----------|----------|----------|----------|----------|----------|
|                    | Gain     | $p$      | Gain     | $p$      | Gain     | $p$      | Gain     | $p$      |
| MaxCard            | 2        | ✓        | 4        | ✓        | 5        | ✓        | 6        | ✓        | 10       | ✓        | 11       | ✓        | 13       | ✓        |
| MaxCard-Fair, $\beta = 1$ | 1        | ✓        | 4        | ✓        | 6        | ✓        | 8        | ✓        | 9        | ✓        | 11       | ✓        | 12       | ✓        |
| MaxCard-Fair, $\beta = 2$ | 1        | ✓        | 2        | ✓        | 3        | ✓        | 3        | ✓        | 5        | ✓        | 6        | ✓        | 10       | ✓        |
| MaxCard-Fair, $\beta = 3$ | 1        |        | 0        |         | 3        | ✓        | 1        | ✓        | 1        | ✓        | 3        | ✓        | 2        |         |
| MaxCard-Fair, $\beta = 5$ | 0        |        | 0        |         | 1        |         | 1        |         | 2        |         | 3        |         |         |         |
| MaxLife            | 2        | ✓        | 3        | ✓        | 6        | ✓        | 8        | ✓        | 7        | ✓        | 11       | ✓        | 9        | ✓        |

Table 8.2: Median gains in expected total number of transplants under FUTUREMATCH. A ✓ or ✗ represents statistical significance (Wilcoxon signed-rank test, $p < 0.01$).

| Marginalized       | $|V| = 300$ | $|V| = 400$ | $|V| = 500$ | $|V| = 600$ | $|V| = 700$ | $|V| = 800$ | $|V| = 900$ |
|-------------------|----------|----------|----------|----------|----------|----------|----------|
|                   | Gain     | $p$      | Gain     | $p$      | Gain     | $p$      | Gain     | $p$      |
| MaxCard           | -2       | ✗        | -2       | ✗        | -3       | ✗        | -4       | ✗        | -6       | ✗        | -7       | ✗        | -9       | ✗        |
| MaxCard-Fair, $\beta = 1$ | -1       | ✗        | -1       | ✗        | -1       | ✗        | -2       | ✗        | -3       | ✗        | -3       | ✗        | -5       | ✗        |
| MaxCard-Fair, $\beta = 2$ | 0        |         | 0        |         | 1        | ✓        | 2        | ✓        | 1        |        | 1        |        | 1        |        |
| MaxCard-Fair, $\beta = 3$ | 1        | ✓        | 1        | ✓        | 3        | ✓        | 3        | ✓        | 5        | ✓        | 4        | ✓        | 4        | ✓        |
| MaxCard-Fair, $\beta = 4$ | 1        | ✓        | 2        | ✓        | 3        | ✓        | 4        | ✓        | 5        | ✓        | 5        | ✓        | 5        | ✓        |
| MaxCard-Fair, $\beta = 5$ | 1        | ✓        | 2        | ✓        | 3        | ✓        | 4        | ✓        | 5        | ✓        | 7        | ✓        | 5        | ✓        |
| MaxLife           | -1       | ✗        | -3       | ✗        | -3       | ✗        | -5       | ✗        | -6       | ✗        | -6       | ✗        | -9       | ✗        |

Table 8.3: Median gains in expected total number of marginalized transplants under FUTUREMATCH. A ✓ or ✗ represents statistical significance (Wilcoxon signed-rank test, $p < 0.01$).
Table 8.2 shows that the objectives that do not regard fairness—MAXCARD and MAXLIFE—significantly beat myopic deterministic matching under the same objective. Interestingly, so too does MAXCARD-FAIR for low values of $\beta$. As $\beta$ increases, the gain in overall number of transplants decreases (although it never drops below the deterministic matching algorithm with significance). This decrease in overall gain is incurred because marginalized patients, who (i) generally have lower in-degree, and (ii) have a higher probability of match failure, are being weighted more than easier-to-match pairs.

Table 8.3 explores this tradeoff between fairness and efficiency explicitly. For the fairness-agnostic and lightly fairness-preferring objectives, a relative loss of a few marginalized transplants is realized—although this loss of marginalized transplants is always less (typically much less) than the overall gain in transplants. Increasing the optimizer’s preference for marginalized patients results in statistically significant gains in the number of marginalized transplants at no statistically significant loss in the overall expected number of transplants. In fact, for a middle ground around $\beta = 2$, FUTUREMATCH often shows statistically significant gains in both overall transplant and marginalized transplant counts—a clear win over myopia.

Our experiments support the following conclusions:

- **FUTUREMATCH** under MAXCARD and MAXCARD-FAIR with low $\beta = 1$ results in a significant increase in the overall number of transplants compared to myopic, at the cost of a smaller decrease in the number of marginalized transplants.
- **FUTUREMATCH** under MAXCARD-FAIR with high $\beta$ results in a significant increase in marginalized transplants, at no cost to the overall number of transplants under myopic matching.
- For a middle ground around $\beta = 2$, FUTUREMATCH can result in both more overall expected transplants and more marginalized transplants.

We note that we are not making policy recommendations; rather, we are giving a proof of concept that our framework can effectively balance conflicting wants in an exchange. Indeed, the exact fairness quantification $\beta$ that most effectively balances efficiency and fairness is a function of the underlying graph dynamics, which vertices are considered marginalized, and the ethical and legal wants of an exchange. All of these dimensions can be effectively encoded, validated, compared, and fielded through FUTUREMATCH.

### 8.3 Conclusions & future research

We presented FUTUREMATCH, a framework for learning to do complex matching in a general dynamic model. Motivated by our experience running the computational side of a large nationwide kidney exchange, we showed how to instantiate FUTUREMATCH to mimic an exchange under three different matching objectives and under two models of kidney exchange. We validated FUTUREMATCH on real data drawn from 94 match runs of the US nationwide exchange, between Oct. 2010 and Jan. 2014, and found that dynamic matching results in statistically significant increases in each of these objectives. Perhaps most critically, we showed that the framework yields better efficiency
and better fairness than deterministic myopic matching algorithms—which are the status quo class of algorithm in practice.

With regard to future research, any improvements made to any of the modules in the FUTUREMATCH framework would be both easily incorporated into the greater framework, and of potential real-world impact; indeed, since its initial presentation, FUTUREMATCH has been used to provide sensitivity analysis of matching policies at the UNOS exchange. For instance, while the method used for learning potentials in this chapter was an improvement over that used in the initial work of Chapter 6, convergence still was not reached—even for just the 20 blood type potentials. Recently, Kahng [124] adapted the FUTUREMATCH framework to a richer setting with both blood type potentials and those associated with a vertex’s entrance time; given some knowledge of the vertex’s eventual departure time, this allows FUTUREMATCH to become “timing aware” as well, hopefully matching those patients who are likely to perish before they do, indeed, leave the pool. That work finds that timing-aware matching can help reduce expected waiting time in the pool, but operated in a reduced 2-cycles-only setting in part because the learning process took “prohibitively long to converge” [124]. Better learning methods, like those discussed in the final section of Chapter 6, would be of great help in expanding FUTUREMATCH to a setting with more expressive potentials.
PART IV:

New Paradigms for General Organ & Barter Exchange
In this chapter, we address general organ exchange. The transplantation of organs from a deceased donor to a needy living candidate first occurred nearly sixty years ago, but only became popular in the 1970s due to the introduction of immunosuppressants that help prevent the rejection of foreign organs in a patient’s body. Since then, the majority of transplantation has occurred through a deceased donor waiting list consisting of needy patients who wait for any willing donor to die, resulting in the harvesting and subsequent transfer of a compatible organ from the donor’s cadaver to the living patient. There is a great supply shortage of cadaveric organs in most societies (including the US), and the imbalance between supply and demand keeps growing. As of July 5, 2015, there were 101,257 patients waiting for a kidney, 15,268 waiting for a liver, and 9073 for another organ (e.g., pancreas, joint pancreas-kidney, heart, lung, intestine) in the US alone.

In recent years, live donation of organs has significantly increased the total number of organ transplants. In live donation, a donor gives one of his two kidneys, one of his liver lobes, or a part of an intestine, etc., to the patient so both the donor and patient can live. The effect of live donation has been most prominent in kidney donation, where kidney exchange—which we discussed extensively in Parts I, II, and III of this thesis—has provided renewed hope to even “hard to match” patients.

We now explore the creation of living donor exchanges involving organs other than kidneys. We first explore large-scale liver exchange, which is similar to kidney exchange in some ways, but remains unexplored from a computational point of view. The major difference between kidney and liver exchange rests in the increased risk to live donors, with very high rates of donor morbidity (24%), “near-miss” events in surgery (1.1%), and mortality (0.2%) compared to live donor kidney transplantation [58]. Fielded kidney exchanges derive significant value from altruistic donors, who

1Recently, small-scale liver exchanges have been manually arranged by medical professionals. In Korea, 16 candidates swapped by hand willing donors in a single hospital over the course of six years [115]; similarly, in Hong Kong, 2 candidates hand-swapped willing donors [57]. This shows the feasibility of the idea at a small scale [193].
enter the exchange without a paired needy candidate and trigger long “chains” of donations within the pool. With such a high risk of complication from surgery in liver transplantation, we expect significantly fewer (or no, if deemed unethical by the medical community) altruistic donors in liver exchange. The lack of altruistic donation, along with novel characteristics of the (in)compatibility of participants in a demographically-accurate liver exchange, leads to different matching behavior in theory and in practice.

With this in mind, we propose multi-organ exchange, where candidates in need of either kidneys or livers can swap donors in the same pool. We show theoretically that this combination provides linearly more transplants than running separate kidney and liver exchanges; this linear gain is a product of altruistic kidney donors creating chains that thread through the liver pool, and is present even when only a small but constant fraction of one side of the combined pool is willing to donate to a pair on the other side. We support this result experimentally on demographically accurate kidney, liver, and cross-organ exchanges. We conclude with thoughts regarding the fielding of a nationwide liver or joint liver-kidney exchange from a legal and computational point of view.

This chapter provides the first foray into the theory and computational methods necessary to set the groundwork for a fielded nationwide liver or multi-organ exchange. It is clear that such exchanges would be highly beneficial for sustaining life and creating value in society.

### Related Publications

Some of the work in this section appeared at AAAI-14; the rest will appear in the Journal of Artificial Intelligence Research (JAIR). It is a collaboration between Dickerson and Sandholm [72].

### 9.1 Preliminaries

In order to develop a nationwide liver or multi-organ exchange, we must first accurately model the realities of such an exchange. We now extend the compatibility graph model, used in earlier sections of this thesis to represent a kidney-only exchange, to the case with two organs: kidneys and livers. Patient-donor pairs then enter the pool in need of either a kidney or a liver.

As before, begin by encoding an $n$-patient organ exchange as a directed graph. Construct one vertex for each incompatible candidate-donor pair. Add an edge $e$ from one candidate-donor vertex $v_i$ to another $v_j$, if the candidate at $v_j$ can take a liver lobe or kidney from the donor at $v_i$, and is in need of the specific organ(s) being offered by the source vertex. We maintain that a matching be a collection of disjoint cycles; no vertex can give out more than one item (e.g., more than one kidney or liver lobe).

Due to significantly increased medical risk to living donors of livers, we do not expect many (or possibly any) altruistic donors outside of kidney exchanges [58]. We build on this assumption in depth throughout the chapter.

Figure 9.1—adapted from the kidneys-only compatibility graph given as Figure 1.1 in Section 1.3.1—gives an example organ exchange compatibility graph, where pairs on the left, shown with a dark boundary, have patients in need of a kidney while pairs on the right, shown with a light
boundary, have pairs in need of a liver. Possible cycles exist entirely in either the kidney or liver pool (for example, the 2-cycle \(<(d_2 \rightarrow p_3), (d_3 \rightarrow p_2)\>\) and 2-cycle \(<(d_5 \rightarrow p_6), (d_6 \rightarrow p_5)\>\), respectively) or between the two pools (for example, the 3-cycle \(<(d_2 \rightarrow p_5), (d_5 \rightarrow p_3), (d_3 \rightarrow p_2)\>\), which involves a single liver pair and two kidney pairs). Additionally, a single altruistic donor \(a\) exists in the pool and is willing to give his or her kidney—but not liver—to a patient, whose paired donor will then either donate a kidney or liver to a compatible patient in the pool (for example, via the chain \(<(a \rightarrow p_1), (d_1 \rightarrow p_4), (d_4 \rightarrow p_7), (d_7 \rightarrow \cdot)\>\), with the final donor \(d_7\) either donating to the deceased donor waiting list or remaining in the pool as a future altruistic donor).

\[\text{Kidney Pool} \quad \text{Liver Pool}\]

**Figure 9.1:** An example joint liver-kidney compatibility graph.

### 9.1.1 The clearing problem for multi-organ exchange

The clearing problem we wish to solve is still to find a maximum weight packing of cycles (possibly with some length cap \(L\)) and chains (possibly with or without a length cap \(K\)). In the small example compatibility graph shown in Figure 9.1, with \(L = 3\), a maximum cardinality matching *without* chains includes five pairs via the 3-cycle and 2-cycle:

\[\{<(d_1 \rightarrow p_2), (d_2 \rightarrow p_3), (d_3 \rightarrow p_1)>, <(d_5 \rightarrow p_6), (d_6 \rightarrow p_5)>\}.\]

*With* chains—but maintaining two separate pools instead of combining the pools into a joint exchange—we can achieve a maximum cardinality matching with the same number of pairs but with a lower cycle cap (\(L = 2\) instead of \(L = 3\)) via one chain and two 2-cycles:

\[\{<(a \rightarrow p_1), (d_1 \rightarrow \cdot)>, <(d_2 \rightarrow p_3), (d_3 \rightarrow p_2)>, <(d_5 \rightarrow p_6), (d_6 \rightarrow p_5)>\}.\]

Finally, if we allow a combined liver-kidney exchange, the cardinality of the maximum matching increases to seven pairs. This is achieved by “threading” a chain started by the altruist \(a\) through a kidney-needing pair into the greater liver pool to match two previously unmatchable pairs, as well as by using the same two 2-cycles as before:

\[\{<(a \rightarrow p_1), (d_1 \rightarrow p_4), (d_4 \rightarrow p_7), (d_7 \rightarrow \cdot)>, <(d_2 \rightarrow p_3), (d_3 \rightarrow p_2)>, <(d_5 \rightarrow p_6), (d_6 \rightarrow p_5)>\}.\]
We will explore the expected gains from combining exchanges theoretically in Section 9.2, and then via realistic simulation in Section 9.4.

9.1.2 Related work in multi-hospital kidney exchange

We are not the first to consider combining exchanges in general; rather, we are the first to consider combining exchanges corresponding to different organs, and we are the first to approach the intricacies of that combination from a theoretical and empirical point of view. Indeed, fielded centralized kidney exchanges typically consist of the merged pools of multiple participating hospitals. For example, the United Network for Organ Sharing (UNOS) kidney exchange includes 143 hospitals in the US. Each of these hospitals enters (possibly some subset of) the set of candidate-donor pairs and altruistic donors that have registered at their center into the centralized exchange, and then the exchange recommends a matching based on its clearing engine. Each hospital can be seen as having its own private exchange; then, questions can be asked about the possible gains in match efficacy based on the number or size of participating hospitals, or the truthfulness of their reporting.

Ashlagi et al. [25] look at the multi-hospital exchange problem from a game-theoretic point of view, where participating hospitals can manipulate the exchange by misreporting their private set of candidate-donor pairs. They show that in the worst case no deterministic strategy-proof mechanism can provide more than 1/2 of the truthful maximum matching, and no randomized strategy-proof mechanism can provide more than 7/8 of the truthful maximum matching. That bound was tightened for the two hospital case by Caragiannis et al. [54]. That model looks at 2-cycles only (represented as an undirected graph), while ours looks at 2- and 3-cycles and altruist-initiated chains. They also operate in a dense theoretical model only, while we give results in both dense and an arguably more realistic sparse model.

Ashlagi and Roth [19] and Toulis and Parkes [209] also analyze the multi-hospital exchange problem from a game-theoretic point of view. Ashlagi and Roth [19] show that, in general, a lack of participation of all hospitals can be very costly (although it is possible, at the cost of a few “lost” matches, to guarantee individual rationality and strategy proofness). Those results are in a dense model with both 2- and 3-cycles, but no chains. Toulis and Parkes [209] present a new multi-hospital mechanism for multi-hospital exchange and compares against their results.

As we do not consider incentive issues in the present work, perhaps most related to our work is a general matching result by Toulis and Parkes [209]. They show, in a dense kidney exchange model (which we overview in Section 9.2.2), that given \( m \) transplant centers, each with \( n \) candidate-donor pairs, the expected gain in number of matches to an individual hospital by entering a centralized exchange with full participation is roughly \( \Omega(\sqrt{n}) \). This result is in a model without chains; indeed, we will show that the inclusion of chains results in a linear gain in number of matches.

We are now ready to present the results of the chapter. Section 9.2 addresses liver and multi-organ exchange in adaptations of the two most common theoretical models of kidney exchange, and proves results in both models regarding the efficiency gains of multi-organ exchange over independent single-organ exchanges. Section 9.3 moves from theory to practice and presents our method of generating demographically accurate kidney, liver, and joint kidney-liver compatibility graphs. (Appendix D.1 provides more detail about this process, as well as a quantitative compar-
ison of the resulting graphs against the status quo kidney exchange generator.) Section 9.3 also presents the clearing algorithm we use to solve the multi-organ exchange problem in practice. Section 9.4 shows experimental results on liver and multi-organ exchanges, and gives strong empirical support to our earlier theoretical results showing that multi-organ exchange results in a greater number of matches than two independent exchanges. (Appendix D.2 presents additional experimental results.) We conclude in Section 9.5 with some thoughts on fielding a liver or multi-organ exchange, as well as future research directions.

9.2 Combining exchanges yields linearly more matches

In this section, we prove that combining independent liver and kidney exchanges leads to a linear gain in the aggregate number of matches. We do this in multi-organ adaptations of the two standard models of kidney exchange. Section 9.2.1 works in a newer sparse model adapted from Ashlagi et al. [23] (a similar model is used in Chapter 5), while Section 9.2.2 works in an older dense model like that presented by Ashlagi and Roth [19] (and used in, e.g., Chapters 2 and 7). We obtain similar—but not identical—theoretical results in both models.

9.2.1 Sparse model

We begin by adapting to the multi-organ exchange case a version of a recent random graph model for kidney exchange due to Ashlagi et al. [23]. They adapt sparse Erdős-Rényi graphs to a model of kidney exchange with two classes of candidate: those with many incoming edges and those with very few incoming edges (intuitively, “easy-to-match” and “hard-to-match” candidates). That model mimics the basic structure of compatibility graphs seen in fielded kidney exchanges.

They build a random directed compatibility graph $D(n, \lambda, t(n), p_L, p_H)$ with $n$ candidate-donor pairs, $t(n)$ altruistic donors, a fraction $\lambda < 1$ of the $n$ candidate-donor pairs—representing lowly-sensitized, easy-to-match patients—who have probability $p_L$ of an incoming edge from each vertex in the pool, and a fraction $1-\lambda > 0$ of the $n$ candidate-donor pairs—representing highly-sensitized, hard-to-match patients—who have probability $p_H$ of an incoming edge from each vertex in the pool. They assume $p_L > 0$ is constant, and $p_H = \frac{c}{n}$ for some constant $c > 1$; thus, the graph induced by only those $1-\lambda$ fraction of (sensitized) vertices with incoming edge probability $p_H$ is sparse.

We assume, for kidney exchange compatibility graphs $D_K$ with $n_K$ pairs, $t(n_K) > 0$; however, for liver exchange graphs $D_L$ with $n_L$ pairs, $t(n_L) = 0$ (i.e., there are no altruistic liver donors). Furthermore, we introduce an additional constant probability $p_{K\rightarrow L} > 0$ to address the likelihood that some paired kidney donors will be unwilling in any scenario to donate a liver instead of a kidney. For notational simplicity, we will not introduce the complementary probability $p_{L\rightarrow K}$, which would represent the probability that a paired liver donor would be willing to donate a kidney if matched, because in practice we believe any potential liver donor would prefer donating the

\[^2\]While the most recent publication date of Ashlagi and Roth [19] is after that of Ashlagi et al. [23], the former paper appeared in 2011 as a conference paper, while the latter appeared as a conference paper in 2012 and is still under submission as a final journal paper.
vastly “easier” kidney to donating a liver (i.e., \( p_{L \rightarrow K} = 1 \) in practice). Still, were this not to be the case, the qualitative results to follow would still hold. We do not assume that the \( p_L \) (resp. \( p_H \)) for \( D_K \) equals the \( p_L \) (resp. \( p_H \)) for \( D_L \). Formally, let \( p_{L,K,L} \in (0, 1] \) be different constants and \( p_{H,L,K,L} = c_{K,L} / n_{K,L} \) for \( D_K \) and \( D_L \) and positive constants \( c_K \) and \( c_L \). When the usage is obvious from context, for expositional ease we will still use \( p_{H,L,K,L} \).

Now, define the graph join operator \( D = \text{join}(D_K, D_L, p_{K \rightarrow L}) \) between a kidney exchange graph \( D_K \) and liver exchange graph \( D_L \) as follows. Flip a \( p_{K \rightarrow L} \)-weighted coin for each patient-donor pair in \( D_K \); if heads, this pair is willing to give a liver to a pair in \( D_L \) if matched (or a kidney to a different pair in \( D_K \)), otherwise the paired donor is only willing to give a kidney. Next, add directed edges between candidate-donor pairs in both pools in accordance with each pair’s associated probability (e.g., \( p_{L,L} \) from any kidney pair to a lowly-sensitized liver pair or \( p_{H,K} \) from any liver pair to a highly-sensitized kidney pair), except for those vertices with paired kidney donors who are unwilling to donate livers. Do not add any edges from the \( t(n_K) \) altruistic donors in \( D_K \) to vertices in \( D_L \) (since altruistic kidney donors are unwilling to donate a liver).

In the following theoretical results, we consider cycles of length at most some constant but chains of any length; this mimics current practice in kidney exchange, and would likely mimic that of fielded liver exchange. Thus, an efficient matching allocates the maximum number of transplants in cycles of size no more than some constant and chains of any length. Both results build on the work of Ashlagi et al. [23], which considers only a single kidney exchange.

Proposition 7 assumes a linear (in the number of candidate-donor pairs) number of altruistic donors, while Proposition 8 works with just a constant number of altruistic donors. We contrast both theoretical results at the end of this section.

**Proposition 7.** Consider \( \beta > 0 \) and \( \gamma > 0 \), sparse kidney compatibility graph \( D_K \) with \( n_K \) pairs and \( t(n_K) = \beta n_K \) altruistic donors, and sparse liver compatibility graph \( D_L \) with \( n_L = \gamma n_K \) pairs. Then for any constant cycle cap and \( p_{K \rightarrow L} > 0 \), any efficient matching on \( D = \text{join}(D_K, D_L, p_{K \rightarrow L}) \) matches \( \Omega(n_K) \) more pairs than the aggregate of any such efficient matchings on \( D_K \) and \( D_L \) (with probability approaching 1 as \( n_K \) approaches \( \infty \)).

**Proof.** The proposition follows from the proof of Theorem 5.4 of Ashlagi et al. [23], which directly supports a similar result as Theorem 5.2 of Ashlagi et al. [23]. In that Theorem 5.4 (which assumes a kidney exchange graph similar to ours, with no altruistic donors), they show that there are a linear in \( n \) (\( n_{K,L} \) for us) number of “good cycles” of some constant length \( z \). These “good cycles” have a single vertex \( u \) in the lowly-sensitized portion of \( D_{K,L} \) that is only connected to a single vertex \( v_1 \) in the highly-sensitized portion of \( D_{K,L} \) (and possibly other vertices in the lowly-sensitized portion). From \( v_1 \) there then exists a path \( \langle v_1, \ldots, v_{z-1} \rangle \) of highly-sensitized vertices with out-and in-degree one such that \( v_{z-1} \) connects back to \( u \). Finding that path \( \langle v_1, \ldots, v_{z-1} \rangle \) relies on a well-known result (see, e.g., [120]) that there exist linearly many isolated tree-like structures in a sparse graph (like the one induced by our highly-sensitized vertices). They show an additive linear gain in increasing cycle caps by first taking some optimal cover of cycles of length at most \( z \) and augmenting it to include enough of these “good cycles” of length at most \( z + 1 \)—of which there are linearly many in \( n \)—resulting in the gain.

We assume a constant cycle cap of \( z \) and no chain cap, which mimics real-world kidney exchanges and would probably be the case in a fielded liver exchange (if altruistic donors existed).
Note that regardless of cycle cap, any efficient matching will match all lowly-sensitized pairs (w.h.p. as \( n \) grows), via direct application of well-known matching results on dense Erdős-Rényi graphs (see, e.g., [120]). Under this constant cycle cap assumption, there exist a linear number of highly-sensitized vertices in the liver pool \( D_L \) that remain unmatched by an efficient matching of cycles of length at most \( z \) (recall there are no chains in the liver pool). These are the linearly many isolated highly-sensitized paths that are part of “good cycles” of length strictly greater than \( z \) and thus cannot be legally matched. By gluing the two pools \( D_L \) and \( D_K \) together, these isolated vertices gain access—through chains that start in \( D_K \), of which there are linearly many in \( n_K \)—to a linear number of altruists who, as in Theorem 5.2 of Ashlagi et al. [23], act as the \( u \) vertex in “good cycles” of length greater than \( z \) that are now no longer required to connect back to \( u \).

Formally, fix an efficient matching \( M'_K \) in \( D_K \) alone and an efficient matching \( M'_L \) in \( D_L \) alone, which is disjoint from \( M'_K \) (by construction). The aggregate size \( m_I = |M'_K \cup M'_L| = |M'_K| + |M'_L| \) of these two matchings is the size of the efficient matching under the setting of independent liver and kidney exchanges. We will show that by combining exchanges, all pairs matched in \( M'_I = M'_K \cup M'_L \) can be matched while also matching a linear number of previously unmatched pairs.

\[
p_{H,L} = \frac{c_L}{n_L}
\]

![Figure 9.2: A linear number of chains threading into the liver pool. Altruistic donors are shown as a boxes, while pairs in \( D_K \) and \( D_L \) are shown as circles with inscribed Ks and Ls, respectively. Pairs that are matched only when exchanges are combined are shown in white.](image)

Figure 9.2 overviews the augmented matching we will construct. On the left side is a linear-in-\( n_K \) number \( a \) of chains created from the \( t(n_K) \) kidney altruists and only pairs in \( D_K \); these structures exist and are already in the efficient matching \( M'_K \)—and thus in \( M'_I \) [23]. Now, for each of the \( a \) chains, consider the final kidney pair in the chain. By assumption, with constant positive probability \( p_{K \rightarrow L} \), that pair is willing to participate in a donation that crosses into the liver pool. This preference is determined independently across all pairs, so in expectation \( (p_{K \rightarrow L})a \) chains will be willing to thread into the liver pool. We will extend these chains in our combined matching, and will leave the remaining \( (1 - p_{K \rightarrow L})a \) in expectation kidney-only chains allocated as they were in the original matching \( M'_K \). These estimates are concentrated about their mean via standard concentration bounds.

Given the original constant cycle cap \( z \), for any larger constant integer \( z' > z \), there exist
$b = \beta n_L \in \Omega(n_L)$ isolated paths in the liver pool as well, where $\beta$ is a positive constant [23]; these are shown on the right side of the graph in Figure 9.2. These consist entirely of pairs that are not matched in $M'_K$, and thus are not matched in $M'_L$, either. Now, for each of those $(p_{K \rightarrow L})a$ kidney pairs at the end of a chain in $M'_K$ who are willing to donate a liver, the probability $p_i$ that at least one edge exists from that pair to at least one liver pair at the head of one of the $\beta n_L$ isolated paths of length $z'$ in $D_L$ is:

$$p_i = 1 - (1 - c_L/n_L)^{\beta n_L} = n_L \rightarrow \infty 1 - e^{-c_L\beta} \in O(1). \quad (9.1)$$

This connectivity is determined independently for each of the $(p_{K \rightarrow L})a$ kidney pairs, leading to $p_i(p_{K \rightarrow L})a \in \Omega(n_K)$ in expectation pairs with at least one connection to a liver pair at the head of an isolated path in $D_L$. Edges that may exist between the two sets of paths—the chains in $M'_K$ and the isolated unmatched paths in $D_L$—are shown as dashed lines in Figure 9.2. Then all that is left to do is lower bound the size of a maximum bipartite matching on the graph induced by those dashed edges that actually exist, which we denote by $G$. We prove this bound with a balls and bins argument.

As a lower bound on the size of that matching, assume that each of the $p_i(p_{K \rightarrow L})a$ kidney pairs with at least one edge crossing into the liver pool has exactly one edge crossing into the liver pool, selected uniformly at random from its true set of edges. This induces an injective mapping of kidney pairs to liver pairs, and also a subgraph $G' \subseteq G$ of the full bipartite graph over which we are performing a maximum matching; thus, the cardinality of a maximum matching in this reduced subgraph $G'$ is a lower bound on the cardinality of a maximum matching in the fully realized bipartite graph $G$. Furthermore, the size of a maximum matching in this subgraph is equal to the number of pairs on the liver side with at least one incoming edge. We calculate that now, treating each kidney pair as one of $p_i(p_{K \rightarrow L})a$ balls being dropped uniformly at random into one of the $\beta n_L$ bins (representing a liver pair with at least one incoming edge in the full bipartite graph $G$).

Formally, index the liver pairs $[I] = \{1, 2, \ldots, \beta n_L\}$, let random variable $Y$ represent the number of liver pairs with zero incoming edges in the subgraph $G'$, and let $X_i$ be a binary random variable that is set if pair $i \in [I]$ has no incoming edges. Then $\mathbb{E}[X_i] = (1 - 1/\beta n_L)p_i(p_{K \rightarrow L})a \in O(1)$. Thus, with constant $\mathbb{E}[X_i] < 1$, and $\mathbb{E}[Y] = \mathbb{E}[\sum_{i \in [I]} X_i] = \sum_{i \in [I]} \mathbb{E}[X_i]$ by linearity of expectation, we have $\mathbb{E}[Y] = \beta n_L \mathbb{E}[X_i]$, a constant fraction (strictly less than one) of the liver pairs.

Finally, let random variable $Z$ represent the number of liver pairs with at least one incoming edge in the subgraph. Then $\beta n_L = Z + Y$, and $\mathbb{E}[Z] = \beta n_L - \mathbb{E}[Y] = \beta n_L(1 - \mathbb{E}[X_i]) \in \Omega(n_L)$. With $\mathbb{E}[Z]$ a constant positive fraction of the liver pairs, we have a maximum matching of size $\Omega(n_L)$ in $G'$, and thus a maximum matching of size $\Omega(n_L)$ in $G$.

We now construct our final matching $M'_C$ in the combined pool. Take $M'_C = M'_L$. For those kidney-only chains in $M'_K \subseteq M'_L$ ending in (i) a kidney pair willing to donate a liver with (ii) at least one edge into the liver pool, add edges in accordance with a fixed maximum matching in $G$. Each of these $\Omega(n_L)$ edges connects to an isolated path of length $z' > z \geq 0$ of previously unmatched pairs in the liver pool. Add each of these pairs to $M'_C$, resulting in a linear gain in matching size over $M'_L$.

□
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As shown in Proposition 7, the presence of a linear number of altruistic kidney donors in a multi-organ exchange results in a linear gain in the overall number of pairs matched in an efficient matching relative to the aggregate of efficient matchings in independent kidney and liver exchanges. This is realized specifically by giving those highly-sensitized liver pairs who are unmatchable using only cycles in the liver pool access to more flexible, longer altruist-initiated chains that thread out of the kidney pool. In the following Proposition 8, we restrict the number of altruistic kidney donors to a constant and show that even in this constrained setting, with constant positive probability, chains that thread out of the kidney pool into the liver pool allow for a linear gain in overall number of matches.

**Proposition 8.** Consider $\gamma > 0$, sparse kidney compatibility graph $D_K$ with $n_K$ pairs and constant $t > 0$ altruistic donors, and sparse liver compatibility graph $D_L$ with $n_L = \gamma n_K$ pairs. Then there exists $\lambda' > 0$ such that for all sensitization probabilities $\lambda < \lambda'$, for any constant cycle cap and $p_{K\rightarrow L} > 0$, any efficient matching on $D = \text{join}(D_K, D_L, p_{K\rightarrow L})$ matches $\Omega(n_K)$ more pairs than the aggregate of any efficient matchings on $D_K$ and $D_L$ separately (with constant positive probability).

**Proof.** For small enough $\lambda$ and large enough $c_K$, where $p_{H,K} = c_K/n_K$, with high probability there exists a set $S_K$ (of size at least $n_K/2$) of highly-sensitized pairs in $D_K$ that are “too far” away from lowly-sensitized pairs in $D_K$ to be matched in a cycle of capped length and must be matched in a chain triggered by an altruist $a$ or not matched at all [23]. By similar reasoning, for large enough $c_L$, where $p_{H,L} = c_L/n_L$, there exists a set $S_L$ of pairs in $D_L$ that cannot be matched in a cycle of constant capped length and would have to be matched in a chain or not matched at all—since we assume that no altruists willing to directly donate a liver exist, these pairs would go unmatched if exchanges for different organs operated independently.

![Figure 9.3](image-url)

**Figure 9.3:** Relevant portion of the maximum matching for $S_K \subseteq D_K$ and $S_L \subseteq D_L$ in the *independent* exchanges case. An altruist is shown as a box, while pairs in $S_K$ and $S_L$ are shown as circles with inscribed Ks and Ls, respectively. Pairs that are matched with constant positive probability are shown in gray. Note that no pairs in $S_L$ are matched.

To aid the reader, Figures 9.3 and 9.4 accompany the statements in this part of the proof; Figure 9.3 corresponds to our status quo case of two separate kidney and liver exchanges, while Figure 9.4 corresponds to the setting of this proof, where the exchanges are combined via the join.
We first show the existence of long paths of vertices that must be matched by chains in each head of the chain in \( C \). Then, with constant positive probability \( p \) is matched. That at least one outgoing edge to at least one pair in the first \( \ell /2 \) pairs at the head of the chain in \( C \); then, the probability \( p_1 \) that a given altruistic donor has at least one outgoing edge to a given pair in that head is

\[
p_1 = 1 - (1 - c_K/n_K)^{\ell_K/2} = 1 - (1 - c_K/n_K)^{\alpha_K n_K/2} = n_K \to \infty 1 - e^{-c_K \alpha_K/2} \in O(1). \tag{9.2}
\]

Then, with constant positive probability \( p_1 \), the altruistic donor in the independent exchanges case matches \( m_I \) pairs, where \( \ell_K/2 < m_I \leq \ell_K \); exactly 0 pairs in the chain \( C_L \) are matched. That matching is visualized in Figure 9.3.

In the combined exchanges case, a given pair in \( C_K \) has an outgoing edge to a given pair in \( C_L \) with probability \( p_{K \to L} c_L/n_L \). Take a positive constant \( t > 0 \) number of pairs in the tail of the \( C_K \) chain. Then, the probability \( p_2 \) that at least one of the \( t \) pairs in that tail has at least one outgoing edge to at least one pair in the first \( \ell_L/2 \) pairs at the head of the liver chain \( C_L \) is

\[
p_2 = 1 - \left[ (1 - p_{K \to L} c_L/n_L)^{\ell_L/2} \right]^t = 1 - \left[ (1 - p_{K \to L} c_L/n_L)^{\alpha_L n_L/2} \right]^t = n_L \to \infty 1 - \left[ e^{-p_{K \to L} c_L n_L/2} \right]^t \in O(1). \tag{9.3}
\]
The independence assumptions above are valid because (i) the willingness of a kidney pair to give a liver is determined independently via the \( p_{K \rightarrow L} \) parameter and (ii) the initial edge compatibility check between pairs in \( D_K \) and \( D_L \) is independent of the results of the \( p_{K \rightarrow L} \) coin flip. Then, with constant positive probability \( p_1 p_2 \), the altruistic donor in the combined exchanges case matches \( m_C \) pairs, where \( m_C > m_I + \ell_L/2 - t \), the guaranteed matched pairs in \( C_K \) minus a constant \( t \) pairs in that tail plus the guaranteed matched pairs in the tail of \( C_L \). That matching is visualized in Figure 9.4.

Recall \( \ell_L/2 \in \Omega(|S_L|) \), and with constant \( t \), \( \ell_L/2 - t \in \Omega(|S_L|) \). So, the gain in matches between the matching in Figure 9.3 and that in Figure 9.4 is

\[
m_C - m_I > \ell_2/2 - t = \alpha_L n_L/2 - t = \alpha_L \gamma n_K/2 - t \in \Omega(n_K)
\]

which occurs with constant probability at least \( p_1 p_2 > 0 \), where \( p_1 \) and \( p_2 \) are given in Equations 9.2 and 9.3, respectively.

**Discussion of theoretical results in the sparse model**

Intuitively, Propositions 7 and 8 show the theoretical efficacy of combining kidney exchange with alternate organ exchanges (where altruistic donation is less likely to be popular or deemed ethically acceptable). While Proposition 8 may seem like a stronger result due to its relaxed reliance on a constant number of altruistic kidney donors (instead of the linear number in Proposition 7), the numerator \( c \) in \( p_H = c/n \) may be required to be quite large (although still constant), the \( \lambda \) sensitivity constant quite small, and the result also holds with merely constant positive probability instead of holding with probability approaching one. We feel this makes Proposition 7 a more relevant result overall than Proposition 8 for the composition (in terms of pool sensitization and number of altruistic donors) of currently fielded kidney exchanges.

**9.2.2 Dense model**

Initial research on random graph models for organ exchange adapted dense (constant probability of an edge existing) Erdős-Rényi graphs to kidney exchange [19, 74]. Fielded exchanges have proven to be somewhere in between dense—as we discuss now—and sparse—as in the theory above—in practice, and thus actual pools and their optimal matchings do not align with these dense models [23, 24, 75, 78]. Still, we show that the efficiency results in the dense model with chains (Theorem 1 of Chapter 2) can be applied to independent liver exchange and multi-organ exchange to yield efficient matchings with linear expected overall gain from combining the pools (given a linear number of altruists) for large enough compatibility graphs. We derive these results now.

We begin by refreshing the reader on some terminology from the dense model of kidney exchange, which models blood types for patients and donors. An *under-demanded* pair is any pair such that the donor is not ABO-compatible with the patient. If an under-demanded pair contains only type A and B blood (e.g., a pair with A-type patient and B-type donor, or vice versa), it is called *reciprocal*. Any pair in the pool such that the donor is ABO-compatible with the candidate is called *over-demanded*. Furthermore, if a donor and candidate share the same blood type, they
are a self-demanded pair. Under-demanded and reciprocal pairs are intuitively “harder” to match than over-demanded and self-demanded pairs. This is not necessarily the case if sensitization, the probability of matching with a random donor, is considered. For example, an A-type patient who is lowly sensitized is typically easier to match than an O-type patient who is highly-sensitized; however, the dense model does not consider different degrees of sensitization. The dense model critically assumes that a donor and patient who are blood-type compatible are tissue type incompatible with constant probability $\bar{p}$. This differs from the model we used in Propositions 7 and 8, where lowly-sensitized patients had a constant edge probability while highly-sensitized patients did not. The dense model also denotes by $\mu_X$ the frequency of blood type $X$, and assumes $\mu_O < 3\mu_A/2$ and an ordering $\mu_O > \mu_A > \mu_B > \mu_{AB}$. The United States national blood type distribution satisfies these constraints. As in Chapter 7, we will use $V^{X,Y}_{\{K,L\}}$ to refer to the subset of vertices with patient and donor of blood type $X$ and $Y$, respectively, in the kidney and liver compatibility graphs, and $V^{X}_{\{K,L\}}$ for the subset of vertices with altruistic donors with blood type $X$ in the kidney and liver compatibility graphs.

Under the realistic assumptions on blood type distributions stated above, but assuming no chains and only patients who need kidneys, Proposition 5.1 of Ashlagi and Roth [19] states that an efficient allocation exists (with high probability) that uses only cycles of length at most 3. That result is proven only with respect to cycles; that is, it assumes there are no altruistic donors. Theorem 1 of Chapter 2 extends that result into a pool that also has chains (but still only patients who need kidneys), stating that an efficient allocation exists (with high probability) using only cycles and chains of length at most 3. Both of these results are “in the large” and rely on the fact that the size of a set $S \in \{V^{X,Y}_{\{K,L\}} \cup V^{X}_{\{K,L\}}\}$ for any blood types $X$ and $Y$ will be very close to its expectation as $|S| \to \infty$.

**Only livers**

We first look at dense *liver* exchange in this model. The blood type distributional requirement is satisfied by patients in need of livers, just as it is with patients who need kidneys. Thus, under the dense model, a liver-only compatibility graph looks exactly the same as a kidney-only compatibility graph (albeit with no chains). Thus, the efficiency result of Ashlagi and Roth [19] can be applied directly to liver-only compatibility graphs. If altruistic liver donors existed in a liver-only compatibility graph, then Theorem 1 would be directly applicable instead.

**Multi-organ exchange**

Next, we consider dense *multi-organ* exchange in this model. In this model, there will exist altruistic donors willing to give a kidney but not a liver, as motivated earlier in the chapter. We assume the same blood type distribution and ordering as Ashlagi and Roth [19] for both liver and kidney patients and donors. We also assume a directed multi-organ dense compatibility graph $D$, with $n_K$ pairs needing a kidney and $n_L = \gamma n_K$ pairs needing a liver, for some constant $\gamma > 0$. As motivated earlier in this chapter, altruistic kidney donors will not donate directly to liver patients, but may trigger chains that result in a kidney pair donating to a liver pair. Each kidney pair is willing to give to a compatible liver pair with some constant probability $p_{K \rightarrow L} > 0$. Thus, there
are no outgoing edges in $D$ from altruistic kidney donors to pairs needing a liver, but potentially some edges from kidney pairs to compatible liver pairs.

In Proposition 9, we show that if there are enough altruistic kidney donors, the size of an efficient matching on $D$ is larger than the size of the aggregate of efficient matchings on $D_L$ and $D_K$, the subgraphs induced by only the vertices consisting of pairs needing livers and kidneys, respectively. We achieve this linear gain via a similar high-level strategy to what was used in Propositions 7 and 8, which threaded kidney-altruist-initiated chains through willing non-altruist kidney pairs into the liver pool. Formally, let $V^X_K$ be the subset of vertices in $D_K$ containing only altruistic kidney donors of blood type $X \in \{O, A, B, AB\}$.

**Proposition 9.** Consider $\beta^A = \mu_A \mu_{AB}$, $\beta^B = \mu_B \mu_{AB}$, constants $\gamma > 0$ and $p_{K \to L} > 0$, dense kidney compatibility graph $D_K$ with $n_K$ pairs, and dense liver compatibility graph $D_L$ with $n_L = \gamma n_K$ pairs. If at least one of $V^A_K > \beta^A n_K$ or $V^B_K > \beta^B n_K$, then any efficient matching on $D = \text{join}(D_K, D_L, p_{K \to L})$ matches $\Omega(n_k)$ more pairs than the aggregate of any such efficient matchings on $D_K$ and $D_L$ (with probability approaching 1 as $n_K \to \infty$).

**Proof.** We begin by adopting vocabulary from Ashlagi and Roth [19]; specifically, if a vertex $v$ participates in an exchange with some under-demanded vertex $v'$, then we say $v$ helps $v'$. Pairs denoted by $X-Y$ have $X$-type patients and and $Y$-type donors, for $X, Y \in \{O, A, B, AB\}$. Note that AB-altruists cannot help under-demanded pairs, A- and B-altruists can only help A-AB and B-AB under-demanded pairs, respectively, and O-donors can trigger two types of chains of length 3 containing under-demanded pairs: ⟨O-altruist, O-A pair, A-AB pair⟩ or ⟨O-altruist, O-B pair, B-AB pair⟩.

First, take the efficient matching result of Ashlagi and Roth [19] and apply it to $D_L$. Only (some) under-demanded liver vertices remain unmatched. Second, apply the efficient matching result of Theorem 1 to $D_K$. Again, only (some) under-demanded kidney vertices remain unmatched.

Figure 9.5 provides a visual representation of the full allocation we will construct by augmenting the two allocations mentioned above. Altruists are shown as rectangles and candidate-donor pairs as ovals; over-demanded pairs are gray; under-demanded and self-demanded pairs are white; and reciprocal pairs are black. Solid edges represent donations that are in the original allocations, while dashed edges are those added by the allocation we generate for the joint pool.

As in Theorem 1, since applying the two initial matchings results in all over-demanded, self-demanded, and reciprocally-demanded pairs being matched (assuming $|S|$ approaches its expectation as $|S| \to \infty$ for any set $S \in V^{X,Y}_{(K,L)}$, $X, Y \in \{O, A, B, AB\}$), we must only exhaustively consider all ways of matching under-demanded pairs. We do this in the list below; bolded items trigger a linear gain in the combined efficient match, while all other items show no efficiency loss. This guarantees a linear gain overall.

- **AB-altruists**: Altruistic AB-donors can only help over- and self-demanded (AB-AB) pairs, both of which are matched entirely already in the separate exchanges.

---

3Figure 9.5 shows the full allocation up to symmetries between A-B and B-A pairs. By assumption, $\mathbb{E}(|V^A_K|) = \mathbb{E}(|V^B_K|)$ and $\mathbb{E}(|V^A_L|) = \mathbb{E}(|V^B_L|)$, but it could be the case in practice that one subgraph is larger than the other. We assume WLOG in Figure 9.5 that $|V^A_K| \geq |V^B_K|$ and $|V^A_L| \geq |V^B_L|$.
Figure 9.5: Our constructed matching that directly combines the allocations of Theorem 1 and Ashlagi and Roth [19]—which it applies initially to the kidney pool and liver pool, respectively—and then threads leftover altruistic kidney donors through the kidney pool into unmatched portions of the liver pool.

- **A-altruists:** Of the under-demanded pairs, altruistic A-donors can only help A-AB pairs. In the matching from Theorem 1, A-donors donate to the A-AB pairs until one of the two sets is exhausted. Under our assumption, \(|V_A^A| > \mu_A \mu_{AB} n_K = |V_A^{AB}|\), so the A-AB set will be exhausted, leaving some A-donors unallocated. These remaining A-donors can be threaded into the liver pool through A-A kidney pairs to match with the remainder of under-demanded A-AB liver pairs.

Given constant probability \(p_{K\rightarrow L} > 0\) of a non-altruist kidney donor being willing to donate a liver, and constant probability \(\bar{p} > 0\) of an otherwise blood type compatible pair being tissue type incompatible, a constant fraction of the pairs in \(V_A^{A-A}\), specifically \(p_{K\rightarrow L}|V_A^{A-A}| = p_{K\rightarrow L}\bar{p}\mu_A \mu_{AB} n_K\) pairs in expectation, are willing to give a liver to a liver pair. The use of an A-A kidney pair via an A-altruist-initiated chain results in 0 efficiency loss relative to the initial efficient matching, since there remains a perfect matching in \(V_A^{A-A}\) by well-known results on dense Erdős-Rényi graphs (see, e.g., [120]). Thus, we gain 1 match for each of the remaining

\[
\min \left\{ p_{K\rightarrow L}|V_K^{A-A}|, |V_A^A| - |V_K^{A-AB}| \right\}
\]  

(9.5)

A-donors. The first input in the minimization in Equation 9.5 is of size \(\Omega(n_K)\), because a constant fraction of a set that is linear in \(n_K\) is still linear in \(n_K\). The second input is never

\(^4\)In the original compatibility graph, altruistic A-donors can also help reciprocal A-B pairs; however, by the earlier applications of the efficient matchings due to Ashlagi and Roth [19] to the liver pool and the efficient matching from Theorem 1 to the kidney pool, all reciprocal pairs are already matched.
negative and is potentially \( \Omega(n_K) \) by the theorem statement’s assumption on the number of altruistic A-donors or B-donors; we address this uncertainty in the next paragraph.

- **B-altruists:** Of the under-demanded pairs, altruistic B-donors can only help B-AB pairs. Under a symmetric argument as the A-donors above, combining pools yields

\[
\min \left\{ p_{K \to L} |V^B_K|, |V^B_K| - |V^{B-AB}_K| \right\}
\]  

(9.6)

additional matches by threading through willing B-B kidney pairs into the unallocated under-demanded liver pool. By similar logic to the above A-donor case, the first input to the minimization in Equation 9.6 is again assuredly \( \Omega(n_K) \), while the second is never negative and is potentially \( \Omega(n_K) \). The theorem statement ensures that at least one of the sets of A-donors or B-donors is large enough—specifically, \( |V^A_K| > \mu_A \mu_{AB} n_K \) or \( |V^B_K| > \mu_B \mu_{AB} n_K \)—to trigger a linear gain in at least one of Equations 9.5 or 9.6.

- **O-altruists:** In the matching of Theorem 1, some O-donors may be used in 2-chains with remaining under-demanded pairs in \( D_K \). It is possible that these O-donors could be threaded through an under-demanded kidney pair into an under-demanded liver pair to form a 3-chain at utility gain of 1 (but not necessary for this proof). Similarly, because we are not making assumptions on the number of O-donors, if there are so many O-donors in \( D_K \) that all under-demanded pairs (e.g., pairs of type O-AB in \( D_K \)) are matched, then these O-donors can be threaded directly into the liver pool by way of self-demanded O-O kidney pairs who are willing to give livers (at no efficiency loss, as a perfect matching will remain in \( V_{O-O} \)) for a gain of at least 1 under-demanded match in \( D_L \) (but this is also not necessary for this proof).

- **Non-altruistic (i.e., paired) vertices:** Self-demanded and reciprocally-demanded pairs cannot help under-demanded pairs without involving altruistic donors or over-demanded pairs. AB-O vertices are the only pairs that can help at most two under-demanded pairs (either O-A and A-AB, or O-B and B-AB). In the Theorem 1 allocation, most AB-O pairs are used in 3-cycles with two under-demanded pairs; however, some may be used in 2-cycles with a single under-demanded pair. Reallocation these are not necessary for this proof.

Since at least one of the minimum size constraints on the set of altruistic A-donors (\( |V^A_K| > \mu_A \mu_{AB} n_K \)) or B-donors (\( |V^B_K| > \mu_B \mu_{AB} n_K \)) is satisfied by the proposition statement’s assumptions, we are guaranteed \( \Omega(n_K) \) additional matches by combining both pools by way of Equations 9.5 and 9.6.

The theoretical results presented in this section motivate the combination of independent kidney and liver exchanges and show that such a joint exchange would allow for the use of altruistic kidney donors at great gain to overall social welfare. Still, both models are significant simplifications of real organ exchange; the push for a fielded liver or multi-organ exchange in reality will require extensive realistic simulations showing expected gains in number of matches, among other statistics. We address this in the rest of the chapter. Section 9.3 describes our method for generating and clearing demographically accurate bi-organ compatibility graphs and Section 9.4 presents experimental results on (i) liver exchange alone and (ii) independent liver and kidney exchanges versus a combined multi-organ exchange.
9.3 Generating and clearing demographically accurate pools

In this section, we describe our method for generating realistic organ exchange graphs for programs in steady state, and compare these generated graphs to those produced by the current status quo steady-state kidney exchange generator. We also briefly describe a generator built for early-stage exchanges that have not yet reached steady state; this generator draws from real data from the United Network for Organ Sharing (UNOS) nationwide kidney exchange. We then describe the standard kidney exchange clearing algorithm and, motivated by generated realistic steady-state liver and kidney exchange graphs, present a tweak to this algorithm to decrease liver exchange solution time.

9.3.1 Data generation

In order to create an at-scale nationwide liver or multi-organ exchange, we first have to develop a compatibility graph generator with which we can run simulations. First, we draw data from reliable sources (here, specific to the US). Second, this data is fed into a graph creation algorithm that probabilistically determines the existence of compatible and incompatible candidate-donor pairs, as well as compatibility constraints between different candidate-donor pairs. In the large, with high probability, graphs generated by this algorithm will mimic the demographics that would prevail in a large-scale fielded exchange in the US. (Plugging different raw data (e.g., age, weight, blood type distributions) into the generator algorithm would provide realistic generation of non-US compatibility graphs.) These graphs will mimic organ exchange in steady state; in Section 9.3.3, we will briefly describe the differences in compatibility graph composition that we have witnessed in the creation of a nascent kidney exchange.

For our dense graph experiments, we generate kidney exchange compatibility graphs in accordance with Saidman et al. [191]; however, the compatibility of a potential liver donor with a candidate differs from that of a potential kidney donor in three critical ways. While a donor and candidate must be blood-type (ABO) compatible, (a) they need not be HLA-compatible,\(^5\) (b) the age of the donor and candidate makes a significant difference in transplant success [86], and (c) the portion of the donor liver that is cut out and transplanted into the candidate must be large enough to keep the candidate alive, while the remainder of the liver in the donor must be large enough to keep the donor alive. A proxy for liver size is the weight of the candidate or donor; intuitively, larger people need larger livers. Thus, we assume a donor must be at least as heavy as his or her matched candidate (or else the donor’s liver, which must be cut in two before transplantation, will not be large enough to support the donor and candidate).

Graph generation is performed as follows. For each candidate and donor, we draw a gender (from the 2010 US Census Report\(^6\)); conditioned on gender, we then draw candidate blood types.

---

\(^5\)In kidney exchange, tissue type (HLA antibodies and antigens) are an important determinant of compatibility. A candidate and donor sharing antigen encodings on the same locus are more likely to result in a rejected kidney. This is a drastically less important factor in liver transplantation, and is typically not taken into account in liver transplantation in practice or theory.

\(^6\)http://www.census.gov/compendia/statab/cats/population.html
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from the OPTN (Organ Procurement and Transplantation Network\(^7\)) distribution and donor blood types from the overall US population.\(^8\) We sample ages (dependent on gender) for candidates from the OPTN pool and for the donors from the 2010 US Census at a granularity level of one year. Then, given the age and gender (generated separately from OPTN data for candidate and US Census data for donors, as described earlier), we sample from a fine-grained table of weights released by the Center for Disease Control [155]. For candidates requiring a kidney, HLA is sampled from the OPTN databases. During edge generation, we include an exogenous “incompatibility factor” \(f \in [0, 1]\) that randomly determines an edge failure even in the case of a compatibility success. This factor is common in the kidney literature [22], and is used to account for incompleteness of medical knowledge and temporal fluctuations in candidate-donor compatibility.

Appendix D.1 provides a much more in-depth detailing of the steps we take for data generation, as well as a formal compatibility graph generation algorithm. Next, we compare steady-state liver exchange graphs generated by our algorithm to kidney exchange graphs produced by the standard steady-state generator due to Saidman et al. [191]. Our generator is a generalization of that one.

### 9.3.2 Comparison to steady-state kidney exchange

In most empirical kidney exchange research, traits of the family of compatibility graphs used in experiments—like the average in- and out-degree of vertices or number of long paths in the graph—have typically had a large effect on both the performance of clearing engines and the qualitative results obtained (see, e.g., [14, 63, 75, 78, 134], or the discussion in Chapter 2). With that in mind, we now compare our steady-state generator to the current state of the art kidney exchange generator [191], which was meant to mimic a kidney exchange running in the United States in steady state. While the generators and data are similar in spirit, the medical differences between kidney and liver compatibility create distinctly different compatibility graphs both at the small and large scale. We will discuss those differences below.

Figure 9.6 plots the average number of edges in the liver-only compatibility graphs, using the generator in this chapter, against the average number of edges in the kidney compatibility graphs generated by the state of the art, as the number of candidate-donor pairs increases. The kidney compatibility graphs are, for graph sizes above 64, denser than comparably-sized liver compatibility graphs. This is interesting because it shows that, even though the liver exchange graphs do not need to take %PRA (i.e., HLA incompatibility) into account, their sensitivity to age and weight distributions proves to be more constricting than HLA sensitivity! Regardless, neither the liver nor the kidney graphs are sparse in the classical sense of the word: at \(|V| = 1024\), the number of edges in the liver graph is 26% of the total possible edges in a 1024-clique. This lack of sparsity drives the experimental computational complexity of solving the real-world clearing problem (as exemplified by, e.g., the initial experimental results in Chapter 2, where the clearing problem with *unbounded* chains was easily solved on sparse real-world graphs, but the clearing problem with even *bounded* chains became computationally intractable).

Figure 9.7 enumerates the differences in the out-degree of the vertices in compatibility graphs

---

\(^7\)http://optn.transplant.hrsa.gov/data/

\(^8\)http://bloodcenter.stanford.edu/about_blood/blood_types.html
Figure 9.6: #Edges (in thousands) in generated liver and kidney compatibility graphs (100 graphs per \(|V|\)). The generated kidney graphs are denser than the liver graphs.

for liver-only exchange generated using our algorithm (shown in white) and compatibility graphs for kidney exchange from the Saidman et al. generator (shown in gray). The size of the graph, \(|V|\), is held constant along the rows, while the exogenous incompatibility rate \((f)\) between two otherwise compatible candidates and donors is held constant in each column. We vary \(|V|\) and \(f \in \{0.0, 0.2, 0.4, 0.8, 0.9\}\). Note that there is no notion of an exogenous incompatibility rate in the kidney graphs (although the %PRA virtual crossmatch simulation is similar to an exogenous incompatibility rate, but not parameterized); as such, the kidney exchange graphs vary only in terms of cardinality.

The cumulative distribution functions over the out-degrees of vertices, shown in Figure 9.7, exhibit interesting behavior. For example, there are more vertices with low degree in the liver exchange graphs than in the kidney exchange graphs. More interesting is the behavior exhibited by the kidney exchange graphs as \(|V|\) increases. For instance, when \(|V| = 1024\), we see three distinct out-degree sections in the kidney exchange graphs. These are an artifact of the somewhat ad-hoc method of doing %PRA virtual crossmatch tests in the Saidman et al. generator. The generator groups pairs into three sensitivity levels (“high”, “medium”, and “low”). As \(|V|\) increases, those patients who are highly sensitized tend toward very few edges, while those at the medium and low sensitivity levels tend toward a medium and high number of edges, respectively. This is an artifact of the generator by Saidman et al. [191] and is not representative of the real kidney exchange data. Our generator (even if used for kidneys) does not have such coarse artifacting because it can bucket sensitivity into finer-grained classes.

### 9.3.3 Sparse generated compatibility graphs

While the transplantation of each organ is unique in its own way, we can draw from the experience of nascent kidney exchanges in the US and abroad when considering the makeup of a hypothetical liver or multi-organ exchange. As discussed in Section 9.2.2, early theoretical models of kidney
Figure 9.7: Cumulative distribution functions of the out-degree of vertices as we increase $|V|$ (varies per row) and exogenous incompatibility rate $f$ (varies by column), shown for the liver graphs (in white) and kidney graphs (in gray). Note the divergence between kidney and liver graph as the exogenous incompatibility rate increases, as well as the three qualitative sections in the kidney graphs due to the three different %PRA classes.
exchange ended up behaving substantially differently than fielded exchanges; indeed, as practitioners uncovered logistical constraints and medical features of kidney exchange, economic and computational models adapted to better reflect reality.

The data generation process described in Section 9.3.1 produces a “best guess” at what a steady-state liver or multi-organ exchange would look like. That generation process can easily be adapted to unforeseen features of those exchanges as they arise. Indeed, we address the unforeseen in a general way using the exogeneous incompatibility rate $f \in [0, 1]$. This incompatibility rate affects each pair independently. In reality, some pairs may be much harder to match than others, sometimes for poorly-understood reasons from a medical point of view. This is the case in kidney exchange (see discussions in, e.g., [23, 24, 75]).

With this in mind, in this chapter we also perform experiments directly on compatibility graphs drawn from the United Network for Organ Sharing (UNOS) nationwide kidney exchange, which is a large, fielded real-world kidney exchange that currently includes 143 transplant centers in the US. In other kidney-exchange-specific work, the authors built a compatibility graph generator that accurately mimics the UNOS nationwide exchange [77]. In the present work, we seed this generator with the first 192 match runs (October 2010 through March 2015) of the UNOS exchange and feed those graphs into our static and dynamic organ exchange simulators. To simulate multiple organs, we mark pairs as needing either a kidney or liver using demographic information from the most recent OPTN reports on waiting lists for kidneys and livers, respectively, and attach edges from real-world altruists in the UNOS pool only to those pairs marked as needing kidneys.

Obviously, we would not expect compatibility graphs generated in this manner to adhere at a fine-grained level to those of a fielded multi-organ exchange; indeed, these generated graphs contain no notion of different organs (beside kidneys) beyond a simple coin flip. That said, using these compatibility graphs allows us to remove the dependence on the exogeneous incompatibility factor $f$; indeed, it has already been taken into account by the real world in these graphs! Thus, by including experimental results on this second distribution of graphs, we hope to show qualitatively if not quantitatively that gains from multi-organ exchange still hold under a more intricate notion of exogeneous incompatibility rates—because certainly a fielded multi-organ exchange will encounter unpredictable constraints at run time, as was the case in the nascency of kidney exchange.

In the experimental results of Section 9.4, we will refer to those dense compatibility graphs (sparsified in a parameterized way using $f$ and $p_{K \rightarrow L}$) generated in accordance with Section 9.3.1 as DENSE, and those exogeneously sparse compatibility graphs (sparsified further only by $p_{K \rightarrow L}$) drawn from real data as described in this section as UNOS.

### 9.4 Experimental results

We now provide computational results for a hypothetical nationwide liver or multi-organ exchange, using the realistic data generated above. First, we describe timing and matching results in the static case, where the algorithm sees the problem in its entirety up front. Second, we describe results for the dynamic case, where candidate-donor pairs arrive in the pool over time and are either matched or expire while waiting. We show results at sizes mirroring an estimated steady-state size of a US-wide liver exchange. Finally, we explore the possibility of a multi-organ exchange, where both
liver- and kidney-needing candidates can swap donors in the same pool. This results in more lives being saved than would be by running two separate nationwide liver and kidney exchanges.

### 9.4.1 Static liver exchange experiments

In the static case, the generator outputs a single graph and the optimization engine solves the clearing problem on this graph exactly once. Figure 9.8 shows timing results on liver exchange graphs of various sizes $|V|$ and exogenous incompatibility rates $f$ drawn from the DENSE distribution. Intuitively, when $f$ is low (or zero), the optimizer must consider many more edges than when $f$ is high, resulting in longer run times for denser graphs. As expected, the computation time increases drastically with graph size—although our solver is still able to solve large problems to optimality.

**Figure 9.8:** Median match run time (left) and median percentage of candidates matched (right), varying incompatibility rate $f$ and graph size $|V|$, with first and third quartile error bars, for DENSE compatibility graphs.

Figure 9.8 also shows the percentage of candidates matched (the number of candidates matched by the algorithm divided by the total number of candidates in the pool) as a function of compatibility graph size $|V|$ and exogenous incompatibility rate $f$. Intuitively, when $f$ is held low, the percentage of candidates matched is higher than when the incompatibility rate is high. Of interest is the match behavior as $|V|$ increases. Regardless of $f$, the percentage of candidates matched increases with the size of the underlying compatibility graph. This behavior is similar to that seen in kidney exchange and motivates the need for a large (nationwide or international) liver exchange.

**Addressing the needs of society**

The estimated steady-state monthly size of the nationwide kidney exchange is $10,000$ candidate-donor pairs [6]. The rate of live liver donation is $1/8$th of the rate of live kidney donation (5% of all liver transplants in the US involve live donors, compared to 40% for kidneys [50]), although this number would hopefully increase due to the publicity of a successful exchange—we will
conservatively estimate a factor of $1/2$ as many live liver donors as kidney donors in steady-state. With 101,257 candidates currently waiting for a kidney and 15,268 candidates waiting for a liver in the US—and half as many live donors available—the steady-state for a US-wide liver exchange can be estimated at approximately half of $15,268 / 101,257 \approx 7.5\%$ of 10,000, or roughly 750 candidates. So, our clearing algorithm should be able to handle batch runs of a nationwide liver exchange.

### 9.4.2 Dynamic liver exchange experiments

In the dynamic case, a variable number of candidates enter and leave the pool over a period of multiple time units. While the fielded UNOS nationwide kidney exchange and others currently operate under the static paradigm described earlier, recent work in the kidney exchange community—some of which is presented in Chapters 6 and 8—has shown that optimizing in the dynamic setting leads to both more realistic and higher cardinality matchings over time [9, 15, 17, 24, 27, 70, 73, 213]. Regardless of the optimization method used, organ exchange is inherently dynamic, with candidates and donors arriving and departing over time; we work in such a setting here.

We start with a pool of $|V| = 400$ pairs assumed to contain highly-sensitized patients who built up in the system over time. These are matched myopically at each time period, including the final time period. Given a matched cycle by the algorithm, we then simulate that transplant actually succeeding in real life via an exogenous parameter set to 0.7 (this post-match, pre-transplant failure probability is drawn from real data, as motivated in Chapter 5). If any edge in a cycle fails, that entire cycle fails, and all candidates are returned to the pool (with the failed edge or edges removed). We simulate candidates leaving the pool (either through finding a transplant or dying). While 12% of patients in need of a kidney will be alive after 10 years via dialysis while waiting for a kidney [107], no such treatment exists for livers; thus, life expectancy drops to 1–2 years, which we simulate. In expectation $|V_{new}| = 233$ new candidates arrive in the pool per month, and the algorithm continues. We test over 24 months.

![Figure 9.9: Number of candidates matched per time period in a dynamic setting over $T = 24$ months, for exogeneous incompatibility rates $f \in \{0.5, 0.7, 0.9\}$, for compatibility graphs drawn from the DENSE distribution.](image)

Figure 9.9 shows the number of candidates matched by the clearing engine at each time period for dynamic graphs drawn from the DENSE distribution with exogeneous incompatibility rate...
f \in \{0.5, 0.7, 0.9\}. Shown in the figure is the number of candidates matched by the algorithm, but before the virtual post-match failures are taken into account. Initially, there is a period of a few months during which the dynamic pool builds density as more candidate-donor pairs enter, followed by a relatively constant steady state. Intuitively, those simulated graphs with lower incompatibility rates f result in a larger number of matches per time period and overall, which qualitatively aligns with the static results of Section 9.4.1. Clearing times ranged between two and three minutes per time period.

9.4.3 Dynamic bi-organ exchange experiments

In this section, we expand beyond simulating a dynamic liver exchange to the novel concept of multi-organ exchange. In the long run, one could imagine exchanges of multiple different kinds of organs. However, to our knowledge, only kidneys and livers have ever been swapped (and only separately). Ongoing work by Ergin et al. [90] is attempting to exchange lungs, another related but different organ exchange problem (e.g., typically two donors are required per candidate); it is likely that the first such hand-organized exchange will take place in Japan. Therefore, in this section we will focus on kidneys and livers. We show that combining an independent nationwide liver exchange with a nationwide kidney exchange into a joint kidney-liver exchange results in a statistically significant increase in the number of organ transplants, which aligns with Propositions 7, 8, and 9.

We simulate a demographically accurate bi-organ exchange featuring candidates in need of either a kidney or a liver who can swap donors in a combined candidate-donor pool. Approximately 85% of the candidates in the simulated pool need kidneys, while the other 15% need livers, as determined by OPTN waitlist data. We mimic the experiments in the previous section, with a starting pool size of |V| = 400 candidates who are highly sensitized and are assumed to have built up in the pool over time; we also include 100 altruistic kidney donors who enter the combined pool at an expected constant rate. We use the same post-match failure rate (0.7) as in the previous section, and simulate candidate-donor pairs entering and exiting the pool in a similar fashion. For DENSE experiments, to generate the candidates, we draw from the two different US distributions based on whether the candidate needs a kidney or a liver. Naturally, donors are drawn from the same US distribution in the two cases. For UNOS experiments, we draw from the UNOS generator as described in Section 9.3.3. We test over 24 months.

Figure 9.10 shows the number of candidates matched each month in the combined bi-organ exchange, as well as the aggregate number of candidates matched while keeping both liver- and kidney-needing candidates in separate pools. We set \( p_{K \rightarrow L} = 0.5 \), but relax this assumption later. Clearly evident is the loss of life resulting from keeping both the liver and kidney pools independent, with the bi-organ exchange matching roughly 40 more candidates per month, depending on exogeneous incompatibility rate f, when compared to the two independent exchanges.

When we compare the total number of matches made over the entire period simulated above, the difference in lives saved between two independent pools and the combined bi-organ pool is more stark. In the experiments of Figure 9.10 with \( p_{K \rightarrow L} = 0.5 \), the combined bi-organ pool produced roughly 20% more matches than the sum of the two independent organ pools—specifically, 19.3%, 18.8%, and 21.8% for each of \( f = 0.5 \), \( f = 0.7 \), and \( f = 0.9 \), respectively. Independent
samples $t$-tests revealed that the difference between the aggregate number of lives saved using independent, simultaneous liver and kidney exchanges and using a combined multi-organ exchange was significant ($t(73) = 44.141, t(42) = 38.872$, and $t(81) = 41.651$ for each of $f = 0.5$, $f = 0.7$, and $f = 0.9$, respectively, with two-tailed $p \ll 0.0001$ for each). Qualitatively, this behavior is repeated for other values of $p_{K \rightarrow L} \in (0, 1.0]$, which we explore next.

Figure 9.11 shows the percentage gain in total number of matches of a combined exchange over two independent exchanges as $p_{K \rightarrow L}$ increases, for generated graphs from the DENSE distribution and $f \in \{0.5, 0.7, 0.9\}$. The effect of the exogeneous incompatibility rate $f$ on the immediacy of this increase in match performance is noticeable; the relatively dense $f = 0.5$ DENSE graphs appear to maximize the use of chains for very low values
of $p_{K\rightarrow L} = 0.1$, while the sparser compatibility graphs see an increase across the entire range of values for $p_{K\rightarrow L} > 0$.

![Graph showing percentage gain over independent UNOS Distribution](image)

**Figure 9.12:** Percentage gain in number of matches over two independent exchanges for a combined exchange as $p_{K\rightarrow L}$ increases, for generated graphs from the UNOS distribution.

Finally, Figure 9.12 shows similar results on dynamic graphs taken from the UNOS distribution of graphs. While the absolute efficiency gains are less than in the DENSE experiments, gains of up to 7.6% are witnessed. This lower gain may be due in part to other intricacies specific to the UNOS generator, which mimics some of the operational constraints of the fielded UNOS exchange. For example, pairs have the ability to specify a maximum cycle or chain length in which they would be willing to participate; indeed, some pairs express a preference not to participate in chains at all, which we honor in these simulations. If pairs in the liver pool choose not to participate in chains, then the gains seen from combining pools will be lower than those that would be seen if all pairs chose to participate in all potential matching structures. Donors also are associated with specific transplant centers and can specify maximum travel distance or a list of (un)acceptable transplant centers where a donation can take place; many donors in the UNOS pool take advantage of this expressiveness, which further constrains the set of possible matches in graphs drawn from the UNOS distribution.

Additional experimental results and tabulated statistical significance testing for the data in Figures 9.10, 9.11 and 9.12 are presented in Appendix D.2.

The curves in Figures 9.11 and 9.12 are in part a function of the number of altruistic donors available in the pool. A greater number of altruists would result in lower necessary values of $p_{K\rightarrow L}$. Participation rates of altruists in kidney exchange are still in flux, the value of $p_{K\rightarrow L}$ is not yet known, and the level and type of sparsity of a real-world multi-organ exchange cannot truly be determined until one has been fielded; that said, the results of Figure 9.11 and 9.12 conclusively support the gain in number of matches from combining exchanges across a large variety of values for these unknown parameters.
9.5 Conclusions & future research

We explored the possibility of extending large-scale organ exchange to include liver lobes, either in conjunction with or independently of presently fielded kidney exchange. On demographically accurate data, vetted kidney exchange clearing algorithms (with a small tweak) can also clear liver exchanges at a projected US nationwide size. We explored the prospect of multi-organ exchange, where candidates needing either a liver or kidney can swap willing donors in the same pool. We showed that such a combination matches linearly more candidates than maintaining two separate exchanges; this linear gain is a product of altruistic kidney donors creating chains that thread through the liver pool. This result is supported experimentally on demographically accurate multi-organ exchanges with high statistical significance.

The work in this chapter is intended as a first foray into automated liver and multi-organ exchange. As such, there is much room for future research (much of which is applicable to other organ exchange and even to barter exchanges beyond organs), and is motivated by experiences fielding the nationwide kidney exchange. One direction of future work is to take on the slow and politics-laden task of founding a liver exchange, or including livers in currently fielded kidney exchanges. Recent and ongoing work by Ergin et al. [90] is attempting to do this for a lung exchange, another related but different organ exchange problem (e.g., typically two donors are required per candidate), with the first trial likely to occur in Japan. Recent work by Luo and Tang [149] approaches lung exchange from a game-theoretic point of view. Another direction is to develop scalable computational methods for the dynamic problem in the context of other organs. Indeed, due to the shorter expected maximum waiting time for candidates in need of a liver, such dynamic models may result in greater relative gains in number of matches compared to static models.

Finally, this chapter (and most papers on kidney exchange) deals with optimizing algorithmic organ matches; in reality, most algorithmic matches in fielded kidney exchanges do not result in an actual transplant. We expect this would be the case in liver and multi-organ exchange as well, although the exact failure rates for liver and multi-organ exchanges would be different than the observed failure rates in currently fielded kidney exchanges due to the medical and logistical differences in the organs and the transplant processes. Making organ exchange failure-aware is a critical step toward improving yield; recent work by Glorie [99] is an initial foray into learning a better estimate of the probability of a transplant failure between a patient and a donor, but much is left to be done, especially with organs other than kidneys. Using failure-aware techniques like those in Chapter 5, combined with techniques like those in Chapters 7 and 8, could both improve overall yield while balancing some of the fairness issues that would arise when comparing the different risk profiles of donating kidneys, livers, and other organs.

Regardless, the urgent societal need for liver exchange is there today, and we hope to be able to address it through a dedicated or combined liver- or multi-organ exchange.
PART V:

Conclusions & Future Research
Conclusions

This thesis addressed the design, analysis, and real-world fielding of dynamic matching markets and barter exchanges. We presented new mathematical models for static and dynamic barter exchange that more accurately reflect reality, proved theoretical statements about the characteristics and behavior of these markets, and developed provably optimal market clearing algorithms for models of these markets that can be deployed in practice. We showed that taking a holistic approach to balancing efficiency and fairness can often practically circumvent negative theoretical results, and gave a unified framework—FUTUREMATCH—that automatically learns to strike this balance in a dynamic environment. We supported the theoretical claims made in this thesis with extensive experiments on data from the United Network for Organ Sharing (UNOS) Kidney Paired Donation Pilot Program, a large kidney exchange clearinghouse in the US with which we have been, and are still, actively involved.

In Part I, we focused on theoretical properties of, and optimal mathematical-programming-based methods for solving, the static, deterministic clearing problem. A clearinghouse that does not consider the future when matching in the present is said to solve the static clearing problem; similarly, a clearinghouse that does not consider uncertainty over the existence of market participants, nor uncertainty over the existence of potential trades between participants, is said to solve the deterministic clearing problem. Solving the static, deterministic clearing problem is of both theoretical interest and practical importance, as it most accurately mimics the current reality of most fielded kidney exchanges’ matching policies.

Chapter 2 introduced a dense random graph model of kidney exchange, proved a result about efficient matchings in that model, and then showed on real and simulated data that this result does not accurately mimic reality. This is a common story in matching market and kidney exchange research, and motivates the following chapters’ focus on optimization methods for clearing exchanges with longer chains.
Chapter 3 addressed methods for solving the static, deterministic clearing problem to optimality. It first identified a bug in the previously leading branch-and-price-based solvers and proved a hardness result showing that those papers’ approaches are likely not to work in general. To counter this negative result, it presented new models for kidney exchange that scale substantially better than the prior approaches when clearing exchanges with long, finite chains—including the now provably non-optimal prior leading solvers!

Chapter 4 presented a novel model for kidney exchange in which, under a light assumption that is true in reality, the clearing problem is solvable in polynomial time. This model is quite general and can be easily augmented to accept new developments in the organ exchange world, like how to optimally add edges via costly immunosuppression. We showed on real data that this new model accurately mimics reality.

Next, in Part II, we relaxed both the “static” and “deterministic” aspects of the clearing problem addressed by Part I. While fielded clearinghouses tend to solve the static, deterministic clearing problem, there is building theoretical and experimental consensus that considering both short-term and long-term uncertainty explicitly in the optimization model can result in tremendous gains in efficiency.

Chapter 5 addressed short-term uncertainty by way of the failure-aware model of barter exchange, which explicitly considers edge failure probability in the clearing optimization problem. It showed that in theory and in practice this results in large gains over standard deterministic clearing. It presented a novel branch-and-price-based optimal clearing algorithm specifically for this probabilistic exchange clearing problem and showed that this new solver scales well on large simulated kidney exchange data, unlike prior clearing algorithms. It also showed experimentally that taking failed parts from an initial match and instantaneously re-matching them with other vertices still in the waiting pool can result in significant gains, and that using a very small number of rounds of either non-adaptive and adaptive pre-match edge testing can help post-failure matching performance.

Chapter 6 addressed long-term uncertainty found in dynamic barter exchange, where vertices and edges arrive and depart over time, and the clearinghouse’s problem is to maximize some utility function in the long run, possibly at the expense of immediate utility. It introduced a natural, general policy parameterization approach called potentials, and gave techniques for operationalizing it via black box parameter tuning. It presented some theoretical results comparing expressive power of different types of potentials. Experimentally, this method scaled to orders of magnitude larger than previous state-of-the-art methods, and results in gains in the objective relative to myopic optimization.

Part III addressed balancing the economic efficiency gained by techniques from Parts I and II with other concerns, like equity or other human-created objectives, in a theoretically-sound and computationally-tractable fashion.

Chapter 7 adapted the price of fairness metric to kidney exchange, and showed—in theory—that the price of fairness under very strict “fair” rules should be far. However, on real data, the price of fairness varies dramatically based on assumptions made (like the underlying sparsity of the graph or the failure rates being correlated with already-marginalized participants). It concluded with an empirical exploration of the tradeoff between matching more hard-
to-match patients and the overall utility of a utilitarian matching, on data from the UNOS nationwide kidney exchange and simulated data from each of the standard kidney exchange distributions.

Chapter 8 presented FUTUREMATCH, a framework for learning to match in a general dynamic model. FUTUREMATCH takes as input a high-level objective decided on by experts, then automatically (i) learns based on data how to make this objective concrete and (ii) learns the “means” to accomplish this goal—a task, in our experience, that humans handle poorly. It instantiated FUTUREMATCH in the kidney exchange realm and validated it on UNOS exchange data. FUTUREMATCH results in higher values of the objective. Furthermore, even under economically inefficient objectives that enforce equity, like those presented in the preceding Chapter 7, it yields better solutions for the efficient objective than traditional myopic matching that uses the efficiency objective.

Finally, Part IV presented new directions in general organ exchange.

Chapter 9 presented a model for liver and for multi-organ exchange. It showed that the technology to clear such exchanges in the large is ready to be fielded now. It also showed, through both theoretical random graph models and realistic experimental results in a dynamic setting, that combining separate liver and kidney exchanges into a unified multi-organ exchange will result in efficiency gains over running two individual organ exchanges.

Throughout the thesis, we used theory to support new research directions in the practical clearing and fielding of new exchange ideas; we also used our learnings from interaction with large fielded matching markets like the UNOS nationwide kidney exchange to drive new theoretical progress. We addressed various dimensions of fielded barter exchanges independently, and then presented a framework that learns to balance these dimensions, keeping a group of human experts’ preferences in the loop at a high level. We showed theoretically and experimentally that this balance can be struck, providing strong evidence for our initial thesis statement.

**Thesis statement**

Competing dimensions—equity, efficiency, and computational tractability—in dynamic matching markets and barter exchanges can be balanced holistically through computational optimization methods and informed by random graph models.
Future research directions & open questions

In this chapter, we present some future research directions and a list of open questions that arose from the research performed as part of this thesis, or from discussions with other researchers and practitioners in the area.

11.1 Managing uncertainty

In practice, deployed matching markets and barter exchanges are subject to a variety of types of uncertainty, like uncertainty over the existence of potential trades (as addressed in Chapter 5) or the longer-term future composition of the market (as addressed in Chapter 6). We list some future research directions targeting the management of such short- and long-term uncertainty now.

- The failure-aware model introduced in Chapter 5 can be viewed as a form of stochastic optimization with limited recourse. An alternate method due to Anderson et al. [16] that appeared after that work was published looks at a two-stage model of kidney exchange, where some edges are selected in the first stage, are shown to exist or not exist, and the goal is to maximize the size of the matching in the second stage that is built from those edges that were shown to exist. An alternative approach to optimization under uncertainty is robust optimization [32, 34], which may be more scalable in some cases as well as less dependent on having exact knowledge of, for example, the probability of edges or vertices existing in the compatibility graph.
Research Direction 1: Fully-robust clearing of barter exchanges

Formulate a good robust optimization model for kidney exchange. What is the uncertainty set? How does it perform against stochastic optimization methods, in terms of scalability and sensitivity to uncertainty?

Related papers: Anderson et al. [16], Bertsimas and Sim [33], Bertsimas et al. [34], Dickerson et al. [75, 80], Glorie et al. [98], Manlove and O’Malley [152]

- We estimated edge failure rates roughly from data in Chapter 5; however, even the correlation between a simple metric like CPRA and edge failure rate is still poorly understood [24, 99]—and real edges have much more in-depth information associated with them than a single number. As we saw repeatedly in simulation results using different edge failure distributions, assumed failure rates can make a large difference in the recommended matching. Better sensitivity analysis results would be helpful, as would more accurate methods for either predicting edge failure rates from past data, or choosing a small set of edges to query in advance of the matching as we did in Chapter 5 (see also work by Blum et al. [43, 44], Ryzhov and Powell [190]).

Research Direction 2: Learning failure rates

Create a better predictor of edge failure and vertex failure (either domain specific or general).

Related papers: Ashlagi et al. [24], De Klerk et al. [68], Dickerson et al. [75], Fumo et al. [94], Glorie [99], Leishman et al. [144]

- The full dynamic optimization problem for kidney exchange and many barter exchange applications is quite difficult. In Chapters 6 and 8, we presented one approximate method for computing good dynamic matching policies; however, in both of those chapters, our learning method did not converge. One could potentially use adaptations of recent techniques from reinforcement learning [136, 161, 217] to attempt to learn a policy.

Of both theoretical and likely practical interest would be further exploration of the dynamic kidney exchange problem in the formal Markov Decision Process (MDP) setting. Here, we can view the (infinitely-large) set of all possible compatibility graphs as the state space of the MDP, the set of all feasible matchings for a particular compatibility graph as the action space per state, the reward function as, e.g., the number of matched pairs in the deterministic model or the expected number of transplants in the failure-aware model, and the transition function as a function of both the matching chosen and the underlying exchange dynamics. The discount factor would be set in accordance with, in the case of kidney exchange, the cost to a patient’s health of waiting and, perhaps, the cost of dialysis as they wait.

We note that without abstraction this MDP has an infinite state space, and a set of feasible actions that is exponential in the size of each state, so is likely intractable to solve exactly;
yet, intuitively, the results from Chapter 6 hint that abstraction techniques could yield good empirical results. Can we make any strong theoretical statements about this? Is there a level of abstraction that is both fine-grained enough to yield good gains in efficiency but coarse enough that learning the policy is tractable?

**Research Direction 3: Better dynamic matching policies**

Create better methods for learning dynamic matching policies, with better theoretical guarantees.

*Related papers:* Akbarpour et al. [9], Anderson et al. [15], Ashlagi et al. [24], Dickerson and Sandholm [70]

• When humans are also in the decision making loop at a clearinghouse, the interpretability of a proposed matching policy is important. While complex dynamic matching policies may lead to greater long-term efficiency, such increased complexity may not be palatable to decision makers—humans often wish to understand how a system works rather than simply trusting a black box. This intuition, combined with our experience working with fielded kidney exchanges, motivated the potentials idea in Chapter 6; after learning potentials, it is easy to map, e.g., types of vertices or types of edges to a single weight, which can then be presented to and discussed by a committee of human decision makers. Striking a balance between the interpretability of a matching policy—or any other model used in the market, like that which is used for edge failure prediction or potential trade quality assessment—and its expressive power is of both theoretical and practical interest.

**Research Direction 4: Better interpretable dynamic matching policies**

Create better methods for learning dynamic matching policies that can be easily explained to humans.

*Related papers:* Dickerson and Sandholm [70]

### 11.2 Incentives and privacy

A major challenge in kidney exchange, and in market and mechanism design in general, is incentivizing participation—meaning either participation at all, or truthful participation. There are many classes of agents who participate in an exchange; in the kidney exchange case, these may include patients, donors (altruistic or paired), specific surgeons or chairs of surgery departments, transplant centers, and the clearinghouses themselves.

• In kidney exchange, transplant centers hide some of their donor-patient pairs and altruistic donors from the exchange and instead try to match them locally. This is a major problem in practice. For example, of the pairs revealed to the UNOS exchange from its beginning
in October 2010 to May 2012, none could have been locally matched in their transplant centers [200]. In other words, the centers did not reveal any of their pairs that could be locally matched to the exchange. There is no perfect mechanism design solution to that problem when viewed in a deterministic, static setting (see, e.g., Ashlagi and Roth [19], Ashlagi et al. [25], Sönmez and Ünver [198]); some ongoing research we have with Hajaj et al. [104] works to circumvent these impossibility results by moving into a different model. Similarly, recent work by Blum et al. [45] makes use of randomization to get good results in a static setting. Yet, many open questions remain, and theoretically-sound ideas in that space that are also able to be practically fielded have the potential to greatly impact today’s kidney exchange landscape.

**Research Direction 5: Increasing transplant center participation**

| Design mechanisms that both mimic reality and incentivize truthful (or otherwise “good”) behavior by transplant centers. |

**Related papers:** Ashlagi and Roth [19], Ashlagi et al. [25], Blum et al. [45], Carvalho et al. [55], Hajaj et al. [104], Toulis and Parkes [209]

- Potential donors can also be incentivized to join exchanges—or, at an even simpler level, be incentivized to register as deceased donors. In 2013, Chiquinho Scarpa, a wealthy Brazilian, announced on Facebook that he would bury one of his luxury vehicles, a Bentley Flying Spur, so that he might drive it in the afterlife.¹ After some initial public outcry, he released the following statement: “I have not buried my car, but everyone thought it absurd when I said I’d do it. It is absurd to bury their bodies, which can save many lives. Nothing is more valuable. Be a donor, tell your family.” While we may not all have luxury vehicles to bury, nor the ability to make exotic statements like Mr. Scarpa, there are other effective methods to increase donor participation in organ transplantation mechanisms.

Sites like Organize [169] use social network effects to publicize organ donation, and streamline the registration process, but are still in their nascency. A formal study of how social network effects influence organ donation signups in kidney exchange is of interest; one possible step might be to interact with Facebook, a social networking site that allows users to publicly state their (deceased) donor registration status, to see if trends like “cascading donor signups” exist. The incentives in deceased donation are different than in paired donation; formalizing that dichotomy is also of interest. Furthermore, and obviously, fielding new methods that increase donor signups would have great impact on the state of organ donation.

Research Direction 6: Donor participation

Increase donor participation in kidney exchange.

Related papers: Stoler et al. [201], Woodle et al. [219]

• Notions of stability have been central in matching market design; paying heed to the ability of two or more agents participating in a centralized clearinghouse to deviate from that recommended matching is thought to have contributed to the prevention of market unraveling in a variety of instances [167, 189]. There has been some work exploring notions of stability in kidney exchange, but as yet this has been in reduced models of the full problem. Myriad impossibility results abound with regard to achieving matchings that are both stable and “good” for all involved parties in traditional matching markets like school choice; however, recent work uses differential privacy to approximately circumvent some of these impossibility results in traditional matching markets [126]. What do these (im)possibility results look like in the context of barter exchange? Can we implement private barter exchange in practice, if not in theory [112, 125]?

Research Direction 7: Private exchange & notions of stability

Explore practical notions of privacy and stability in barter exchange.

Related papers: Hsu et al. [112], Kannan et al. [125, 126], Liu et al. [148]

11.3 Other open questions & research directions

We now discuss other open research questions and future research directions that are related to the topics covered in this thesis.

• Fairness in healthcare applications is of paramount importance. The work of Chapter 7 extended the general price of fairness to the kidney exchange setting; however, that work explicitly considered orderings over classes of agents, and its theoretical results were not particularly realistic. Hooker and Williams [110] give a general method for combining equity and economic efficiency in a single mathematical programming model; applying this to the barter exchange setting is of interest. One concrete first step would be to apply the work of Hooker and Williams [110] to model the equity tradeoffs in joint kidney-liver exchange. As discussed in Chapter 9, the risk of donating a liver is generally substantially higher than donating a kidney; we modeled this via a coin flip stating whether or not a kidney-paired donor would be willing to give a liver, but more general methods would be informative.
**Research Direction 8: Fairness in organ exchange**

Create more general models of fairness in organ exchange. Analyze them theoretically. Emphasize models that can be deployed in practice.

**Related papers:** Bertsimas et al. [37], Dickerson and Sandholm [72], Hooker and Williams [110], Li et al. [146]

- As the experiments of Chapter 3 showed, different solvers perform well (or not well) under different models of kidney exchange; for example, the solver due to Anderson et al. [16] is fastest with uncapped chains, but cannot solve even small instances for “long but capped” chains. Similarly, the solver due to Klimentova et al. [134] was fastest for many real UK instances without chains, which is not the current state of the art. Our PICEF model from Chapter 3 was fastest for the current state of the practice in kidney exchange—that is, short cycles and long but finite chains. However, there is currently no principled method for selecting the “best” solver for the job, given a set of business constraints.

  From a theoretical point of view, extending the comparison of LPRs to a complete ordering of all LPRs amongst models of kidney exchange—especially for different parameterizations of the underlying model, like the inclusion of chains or edge failures—would give insight as to which solver is best suited for an exchange running under a specific set of business constraints. From a practical point of view, using a portfolio-based approach to selecting the right solver for a class of instances would be of interest. This approach has routinely worked in the combinatorial optimization space (see, e.g., SATzilla for SAT [220], or sunny-cp for Constraint Programming [13]). Indeed, one could parameterize static solvers and then use similar black box tuning techniques to those we used in Chapter 6 to learn potentials.

**Research Direction 9: When to use a specific solver**

Create a complete ordering of linear program relaxations of various models under different constraints (e.g., cycle size, chain size, etc).

**Related papers:** Abraham et al. [6], Anderson et al. [16], Constantino et al. [63], Dickerson et al. [80], Mak-Hau [151]

- While the exchange of money for organs is viewed as repugnant in nearly all countries, money nonetheless plays a large role in organ transplantation worldwide. Much of the mathematical work on kidney exchange has ignored entirely the presence of money in kidney exchange. Effectively understanding the flow and power of money in kidney exchange could lead to new mechanism design problems where the transplant centers’ utility functions take not just number of matches into account, but also potential profit or loss; this adjustment to the model is both more realistic and may allow us to circumvent some of the standard impossibility results in mechanism design in kidney exchange.
Research Direction 10: Financing barter exchanges

Create accurate models of the flow of money in realistic models of barter exchange.

**Related papers:** Akbarpour et al. [10], Fang et al. [93], Goldberg et al. [102]

- We showed in Chapter 9 that the technology exists to field general organ exchanges; yet, the process to move from academic paper to, e.g., fielded liver exchange would be arduous and likely different from that of fielding a kidney exchange (due, in part, to less demand and less supply of livers, higher morbidity and mortality, and fewer transplant centers being willing to perform liver transplants). That said, Chapter 9 showed that combining kidney and liver exchanges would result in great gains in number of transplants, so the idea is worth seriously considering.

Research Direction 11: Field new organ exchanges

Field a liver exchange. Field a multi-organ exchange.

**Related papers:** Dickerson and Sandholm [72], Ergin et al. [90, 91]
Additional theoretical and experimental results for position-indexed formulations

A.1 Additional proofs for the PIEF model

We now provide additional theoretical results pertaining to the position-indexed edge formulation (PIEF) model, and proofs to theoretical results stated in Section 3.3.1 of Chapter 3.

A.1.1 Validity of the PIEF model

**Lemma 4.** Any assignment of values to the $x^l_{ijk}$ that respects the PIEF constraints yields a vertex-disjoint set of cycles of length no greater than $L$.

**Proof.** We show this by demonstrating that in each graph copy, the set of selected edges is either empty, or composes a single cycle of length no greater than $L$.

Let $l \in P$ be given such that at least one edge is selected in graph copy $D^l$, and let $k_{\text{max}}$ be the highest position $k$ such that $x^l_{ijk} = 1$ for some $i, j$. Any selected edge $(i, j)$ at position $k_{\text{max}}$ in graph copy $D^l$ must point to $l$, as otherwise the flow conservation constraint (3.1c) would be violated at vertex $j$. Furthermore, there must be no more than one edge selected at position $k_{\text{max}}$ in graph copy $D^l$, as otherwise the capacity constraint (3.1c) for vertex $l$ would be violated.

The flow conservation constraints (3.1b) ensure that we can follow a path backwards from the selected edge at position $k_{\text{max}}$ to a selected edge at position 1, and also that at most one edge is selected at each position. Since the edge at position 1 must start at vertex $l$ by the construction of $\mathcal{K}(i, j, l)$, we have shown that graph copy $D^l$ contains a selected cycle beginning and ending at $l$, and that this graph copy does not contain any other selected edges.

Constraint (3.1b) ensures that the vertex-disjointness condition is satisfied. □
Lemma 5. For any vertex-disjoint set of cycles of length no greater than $L$, there is an assignment of values to the $x_{ijk}^l$ respecting the PIEF constraints.

Proof. This assignment can be constructed trivially. □

Theorem 17. The PIEF model yields an optimal solution to the kidney exchange problem.

A.1.2 Proofs for the LPR of PIEF

The following lemma is used in the proof of Theorem 4, and its proof is included here for completeness.

Lemma 6. Let a sequence of edges $W = (a_1, \ldots, a_{|W|})$ in a directed graph $D$ be given, such that $W$ is a closed walk—that is, the target vertex of each edge is the source vertex of the following edge, and the sequence starts and ends at the same vertex. (It is permitted for an edge to appear more than once in $W$.) Let $X$ be the multiset $\{a_1, \ldots, a_{|W|}\}$. Then we can partition $X$ into $C = \{c_1, \ldots, c_{|C|}\}$, where each $c_i \in C$ is a set of edges that form a cycle in $D$.

Proof. The following algorithm can be used to construct the set $C$.

1. Let $C = \{\}$. 
2. For each $i \in \{1, \ldots, |W|\}$, let $s_i$ be the source vertex of $a_i$. 
3. If the sequence $(s_i)_{1 \leq i \leq |W|}$ contains no repeated vertices, then $W$ must be a cycle; go to step 5.
4. Choose $i, j \in \{1, \ldots, |W|\}$ with $i < j$, such that $s_i = s_j$ and all the $s_k$ are distinct for $i \leq k < j$. The edges $(a_k)_{i \leq k < j}$ form a cycle; remove these from $W$ and add the set of removed edges to $C$. (Observe that $W$ remains a closed walk). Re-index the edges in the new, shorter $W$ as $1, \ldots, |W|$. Return to step 2.
5. Add $\{a : a$ appears in $W\}$ to $C$ and terminate. □

Theorem 4. $Z_{CF} = Z_{PIEF}$ (without chains).

Proof. $Z_{CF} \leq Z_{PIEF}$. Let $(z^*_c)_{c \in \mathcal{C}(L,0)}$ be an optimal solution to the LPR of the cycle formulation, with objective value $Z_{CF}$. We will construct a solution to the LPR of PIEF whose objective value is also $Z_{CF}$. We translate the $z^*_c$ into an assignment of values to the $x_{ijk}^l$ in a natural way, as follows. For each $c \in \mathcal{C}(L, 0)$, let $l$ be the index of the lowest-numbered vertex appearing in $c$. Number the positions of edges of $c$ in order as $\{1, \ldots, |c|\}$, beginning with the edge leaving $l$.

For each vertex $l \in V$, each edge $(i, j) \in A^l$, and each position $k \in \mathcal{K}(i, j, l)$, let $\mathcal{C}(L, 0)(i, j, k, l)$ be the set of cycles in $\mathcal{C}(L, 0)$ whose lowest-numbered vertex is $l$ and which contain $(i, j)$ at position $k$. Let

$$x_{ijk}^l = \sum_{c \in \mathcal{C}(L,0)(i,j,k,l)} z^*_c.$$ 

This construction yields a solution which satisfies the PIEF constraints and has objective value $Z_{CF}$. 
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Let an optimal solution \((x^l_{ijk})\) to the LPR of PIEF be given, with objective value \(Z_{PIEF}\). Our strategy is to begin by assigning zero to each cycle formulation variable \(z_c\) \((c \in C(L,0))\), and to make a series of decreases in PIEF variables and corresponding increases in cycle formulation variables, ending when all of the PIEF variables are set to zero. We maintain three invariants after each such step. First, the sum of the PIEF and cycle formulation objective values remains \(Z_{PIEF}\). Second, the constraints of the relaxed PIEF are satisfied. Third, the following vertex capacity constraint—which combines the capacity constraints from the PIEF and the cycle formulation—is satisfied for each vertex.

\[
\sum_{l \in V} \sum_{i: (i,j) \in A_l} \sum_{k \in K(i,j,l)} x^l_{ijk} + \sum_{c: j \in c} z_c \leq 1 \quad j \in P
\]

If any of the PIEF variables takes a non-zero value, then we can select \(i_1, i_2, l\) such that \(i_1 = l\) and \(x^l_{i_1i_21} > 0\). By the PIEF flow conservation constraints (3.1c), we can select a closed walk \(W = ((i_1, i_2), (i_2, i_3), \ldots, (i_{k'-1}, i_{k'}))\) of at most \(L\) edges in \(D^l\) such that \(x^l_{i_ki_{k+1}k} > 0\) for \(1 \leq k < k'\), and such that \(i_1 = i_{k'}\). Let \(x_{\text{min}}\) be the smallest non-zero value taken by any of the \(x^l_{i_ki_{k+1}k}\).

By Lemma 6, the set of edge positions \(\{1, \ldots, k' - 1\}\) can be decomposed into a set of sets \(C\), such that for each \(c \in C\) we have that the edges \(\{a_k : k \in c\}\) can be arranged to form a cycle; we denote this as \(\text{cyc}(c)\). For each \(c \in C\), we subtract \(x_{\text{min}}\) from \(x^l_{i_ki_{k+1}k}\) for each \(k \in c\), and we add \(x_{\text{min}}\) to \(z_{\text{cyc}(c)}\). This transformation strictly decreases the count of \(x^l_{ijk}\) variables that take a non-zero value. By repeatedly carrying out this step, we will reach a point where all of the \(x^l_{ijk}\) variables take the value zero, and where the \(z_c\) variables respect the cycle formulation constraints and give objective value \(Z_{PIEF}\).

\[\square\]

## A.2 Additional proofs for the PICEF model

We now provide additional theoretical results pertaining to the position-indexed chain-edge formulation (PICEF) model, and proofs to theoretical results stated in Section 3.3.2 of Chapter 3.

### A.2.1 Validity of the PICEF model

**Lemma 7.** Any assignment of values to the \(y_{ijk}\) that respects constraints (3.3c) and (3.3d) and such that

\[
\sum_{j: (j,i) \in A \cap K(i,j,i)} y_{ijk} \leq 1 \quad (A.1)
\]

for all \(i \in P\), yields a vertex-disjoint set chains of length no greater than \(K\).

**Proof.** We say that edge \((i,j)\) is **selected** at position \(k\) if and only if \(z_{ijk} = 1\).

Our proof has three parts. We first give a procedure to construct a set \(S\) of chains of length no greater than \(K\), where each chain in \(S\) consists only of selected edges. We then show that these chains are vertex-disjoint, and that any selected edge appears in some chain in \(S\).
By constraint (3.3c), each $i \in N$ has at most one selected outgoing edge. For each $i \in N$ that has an outgoing edge $(i, j_1)$, we begin to construct chain $c$ by letting $c = ((i, j_1))$—a sequence containing one edge. Vertex $j_1$ has at most one selected outgoing edge at position 2, by constraint (3.3d). If such an edge $(j_1, j_2)$ exists, we add it to our chain. We continue to add edges $(j_2, j_3), (j_3, j_4), \ldots$, until we reach $k$ such that a selected edge from $j_k$ at position $k + 1$ does not exist. The chain $c$ will therefore be a path of selected edges at positions $1, \ldots, |c|$, where the length of $c$ can be no greater than $K$ since no variable in the model has position greater than $K$. Add the chain $c$ to $S$.

By constraint (3.3c), no vertex in $N$ can appear in two chains in $S$. By constraint (3.3b), the same is true for vertices in $P$. Hence, the chains in $S$ are vertex disjoint.

To complete the proof, we show that any selected edge must be part of one of these chains in $S$. Let a variable $z_{ijk}$ taking the value 1 be given. By applying constraint (3.3d) repeatedly, we can see that there must exist a path of length $k$ from an NDD $h$ to $j$, containing only selected edges. Let $c \in S$ be the chain starting at $h$. Since no vertex in $c$ has two selected outgoing edges, there must exist a unique path of length $k$ from $h$, and $(i, j)$ must therefore be the $k$th edge of $c$.

**Lemma 8.** Any assignment of values to the $y_{ijk}$ and $z_c$ that respects the PICEF constraints yields a vertex-disjoint set cycles of length no greater than $L$ and chains no greater than $K$.

**Proof.** We call a cycle $c$ such that $z_c = 1$ a selected cycle, and an edge $(i, j)$ such that $z_{ijk} = 1$ for some $k$ a selected edge.

By (3.3b), the selected cycles are vertex disjoint. By Lemma 7 the selected edges compose a set of vertex-disjoint chains, each of which has length bounded by $L$ (The conditions of the lemma are satisfied since constraint (3.3b) implies (A.1)).

It remains to show that no selected cycle shares a vertex with a selected edge. Suppose, to the contrary, that some selected cycle $c$ shares vertex $i \in P$ with a selected edge $a$. Vertex $i$ cannot be the target of $a$, since constraint (3.3b) would be violated if $i$ appears both in selected cycle $c$ and as the target of selected edge $a$. Hence $a = (i, j)$ for some $j \in P$. By constraint (3.3d), $i$ must be the target of another selected edge, $a'$. Therefore, $i$ appears in $c$ and is the target of $a'$, violating constraint (3.3b).

**Lemma 9.** For any valid set of vertex-disjoint cycles and chains, there is an assignment of values to the $y_{ijk}$ and $z_c$ respecting the PICEF constraints.

**Proof.** This assignment can be constructed trivially.

**Theorem 18.** The PICEF model yields an optimal solution to the kidney exchange problem.

### A.2.2 Proofs for the LPR of PICEF

**Theorem 5.** $Z_{CF} \preceq Z_{PICEF}$ (with chains).
Proof. \( Z_{CF} \preceq Z_{PICEF} \). Consider an optimal solution to the LPR of the cycle formulation. We show how to construct an equivalent (optimal) solution to the LPR of PICEF. For \( c \in \mathcal{C}(L, 0) \), we transfer the value of \( z_c \) directly from the cycle formulation solution to the PICEF solution. For each \((i, j) \in A\) and each \( k \in \mathcal{K}'(i, j)\), let
\[
y_{ijk} = \sum_{(i, j) \text{ appears at position } k \text{ of } c} z_c.
\]
This solution has the same objective value as the cycle formulation solution, and satisfies the constraints of the LPR of PICEF.

\( Z_{CF} \prec Z_{PICEF} \). Figure A.1 shows a graph for which \( Z_{PICEF} \) is strictly greater (i.e., worse) than \( Z_{CF} \). Let \( L = 2 \) and \( K = 4 \). In this instance, \( N = \{1\} \) and \( P = \{2, \ldots, 7\} \).

In the cycle formulation, this instance has no admissible cycles, and the only admissible chains are \( 1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \), \( 1 \rightarrow 5 \rightarrow 6 \rightarrow 7 \), and their prefixes. Since the longest chain has length 3 and any the sum of chain-variables containing vertex 1 may not exceed 1, we can see that the optimal objective value to the LPR of the cycle formulation is 3.

We can achieve an objective value of \( 7/2 \) to the LPR of PICEF, by letting \( y_{121} = y_{232} = y_{343} = y_{151} = y_{562} = y_{673} = y_{754} = 1/2 \).

![Figure A.1: A graph where \( Z_{PICEF} \) is strictly greater than \( Z_{CF} \).](image)

**Theorem 6.** Let \( z \in \mathbb{R}^+ \) be given. There exists a problem instance for which \( Z_{PICEF}/Z_{CF} > z \), where \( Z_{PICEF} \) is the objective value of the LPR of PICEF and \( Z_{CF} \) is the objective value of the LPR of the cycle formulation.

Proof. We give a family of graphs, parameterized by \( L \) and \( K \), for which \( Z_{PICEF} \) is strictly greater than \( Z_{CF} \). Given a constant cycle cap of \( L \) and a chain cap of \( K \) (which can effectively be infinite, if \( K = |V| \)), the graphs are constructed as follows. For \( i \in [K - L - 1] \), create a cycle \( \langle v_1^i, v_2^i, \ldots, v_{L+1}^i \rangle \) such that \( v_{i+1}^i = v_1^i \) for each \( i \in [1, K - L - 2] \); the cycle is otherwise disjoint from the rest of the graph. Connect a single altruist \( a \) to \( v_1^i \); the altruist is otherwise disjoint from the rest of the graph. Figure A.2 visualizes the constructed graph.

The maximum cardinality disjoint packing of cycles of length at most \( L \) and chains of length at most \( K \) is the unique chain \( \langle a, v_1^1, v_2^1, \ldots, v_1^{K-L-1}, v_2^{K-L-1}, \ldots, v_{L+1}^{K-L-1} \rangle \). Thus, \( OPT = K \), where \( OPT \) is the optimal objective value to the integer program. Indeed, there are no legal cycles of length at most \( L \) in the graph, and at most one chain can be in any feasible solution due to the shared altruist \( a \), so the (unique, by construction) longest chain is optimal.

The LPR of the PICEF representation of this instance will assign weight of \( 1/2 \) to each edge in the graph, for a total objective of \( Z_{PICEF} = 1/2 + (K + L - 1)(L+1/2) \).
The LPR of the cycle formulation representation will create variables for each feasible cycle and chain in the graph. There are no feasible cycles in the graph. All chains in the graph share the edge \((a, v_1^1)\); thus all chains intersect and all chains contain \(a\). Thus, the sole binding constraint in the LPR of the cycle formulation is that the altruist node \(a\) appears in at most one chain. For chain decision variables \(x_c \in [0, 1]\), this problem can be rewritten as

\[
\max \sum_c |c|x_c \quad \text{subject to} \sum_c x_c \leq 1
\]

This constraint matrix is totally unimodular, and thus the LP optimum is integral (and is the IP optimum, or \(Z_{CF} = OPT = K\)).

The ratio of \(Z_{PICEF}\) to \(Z_{CF}\) is thus

\[
\frac{1}{2K} + \left(1 + \frac{L - 1}{K}\right) \left(\frac{L + 1}{2}\right)
\]

which can be made arbitrarily large by increasing \(L\).

A.3 Additional proofs for the HPIEF model

A.3.1 Validity of the HPIEF model

Lemma 10. Any assignment of values to the \(x_{ijk}^l\) and \(y_{ijk}\) that respects the HPIEF constraints yields a vertex-disjoint set of cycles of length no greater than \(L\) and chains no greater than \(K\).

Proof. (Sketch.) Clearly, if the HPIEF constraints are satisfied then the PIEF constraints (3.1b-3.1d) are satisfied also. Therefore, by Theorem 4, the edges selected by the \(x_{ijk}^l\) form a vertex-disjoint set of cycles of length no greater than \(L\).

By Lemma 7, the selected edges compose a set of vertex-disjoint chains, each of which has length bounded by \(K\).

It remains to show that the selected cycles and chains are vertex-disjoint. This can be showed straightforwardly, along similar lines to the proof for Theorem 8.

Lemma 11. For any valid set of vertex-disjoint cycles and chains, there is an assignment of values to the \(x_{ijk}^l\) and \(y_{ijk}\) respecting the HPIEF constraints.
Proof. This assignment can be constructed trivially. \qed

Theorem 19. The HPIEF model yields an optimal solution to the kidney exchange problem.

A.3.2 LPR comparison of HPIEF and PICEF

Theorem 20. \( Z_{\text{HPIEF}} = Z_{\text{PICEF}} \)

The proof is similar to the proof for Theorem 4, and is therefore omitted.

A.4 Additional background and proofs for the failure-aware PICEF model

In this section, we provide a proof of correctness of Algorithm 2—which implements polynomial-time pricing of cycles for branch and price in the augmented failure-aware PICEF model—and discuss by way of counterexample why the basic deterministic polynomial-time cycle pricing algorithms of Glorie et al. [100] and Plaut et al. [174] cannot be directly used for this case.

A.4.1 Proof of Theorem 7

Theorem 7. If there is a discounted positive price cycle in the graph, Algorithm 2 will return at least one discounted positive price cycle.

Proof. Let \( c = \langle v_1, v_2, \ldots, v_n \rangle \) be a discounted positive price cycle. Then \( p^n \sum_{(i,j) \in c} w_{ij} - \sum_{j \in c} \delta_j > 0 \). Therefore \( \sum_{j \in c} \delta_j - p^n \sum_{(i,j) \in c} w_{ij} < 0 \). Then by definition of \( w_k \), we have \( \sum_{(i,j) \in c} (\delta_j - p^n w_{ij}) = \sum_{(i,j) \in c} w_n(i,j) < 0 \).

This implies that \( c \) is a negative cycle in \( D \) on the \( k = n \) iteration of Algorithm 2. By the correctness of \textsc{GetNegativeCycles}, if there is a negative cycle in the graph, \textsc{GetNegativeCycles}(\( D, n, w_n \)) will return at least one negative cycle of length at most \( n \).

Let \( c' \) be a returned cycle. Since \( c' \) is negative in \( D \) on the \( k = n \) iteration, we have \( \sum_{j \in c'} \delta_j - p^n \sum_{(i,j) \in c'} w_{ij} < 0 \). Therefore \( p^n \sum_{(i,j) \in c'} w_{ij} - \sum_{j \in c'} \delta_j > 0 \).

Since \( |c'| \leq n \) by the correctness of \textsc{GetNegativeCycles}, we have \( p|c'| \geq p^n \). Because all edge weights in the original graph are nonnegative, \( \sum_{(i,j) \in c'} w_{ij} \geq 0 \). Therefore \( p|c'| \sum_{(i,j) \in c'} w_{ij} \geq p^n \sum_{(i,j) \in c'} w_{ij} \). Then \( p|c'| \sum_{(i,j) \in c'} w_{ij} - \sum_{j \in c'} \delta_j \geq p^n \sum_{(i,j) \in c'} w_{ij} - \sum_{j \in c'} \delta_j > 0 \), so \( c' \) is indeed discounted positive price.

Therefore Algorithm 2 returns at least one discounted positive price cycle. \qed

A.4.2 Insufficiency of previous algorithms for the failure-aware pricing problem

The pricing problem in the deterministic context, where post-match failures are not considered, is known to be solvable in polynomial time for cycles [100, 174] but not chains [175]. In Section 3.3.5, we presented Algorithm 2, a polynomial-time algorithm for the pricing problem for
cycles in the failure-aware context, for uniform success probability. In this section, we show how the basic algorithm for the deterministic pricing problem is not sufficient for the failure-aware context.

The algorithm for the deterministic setting initiates a Bellman-Ford style search to find negative cycles. Bellman-Ford is run $P$ times: on each iteration a different vertex representing a donor-patient pair is the source. After Bellman-Ford has been run from the source $s$ for $L - 1$ steps, suppose there is a path $\rho$ from $s$ to some vertex $v$ with weight $w(\rho)$, and there is an edge from $v$ back to $s$ with weight $w_{vs}$. If $w(\rho) + w_{vs} < 0$, then $\rho \cup (v, s)$ is a negative cycle [100, 174].

For consistency, in this section we discuss finding discounted negative price cycles, which is trivially equivalent to finding discounted positive price cycles by reversing the signs on all edge weights and dual values. Therefore, we are looking for cycles $c$ satisfying $\sum_{j \in c} \delta_j - p^n \sum_{(i,j) \in c} w_{ij} < 0$.

Consider a straightforward modification to the algorithm from the deterministic setting, where each path now separately remembers its accumulated sum of dual values, sum of edge weights, and length. All of these can be easily recorded during the Bellman-Ford update step without altering the algorithm’s complexity.

The issue arises when comparing paths. Figure A.3 gives an example of this. Consider running Bellman-Ford with $s$ as the source and $L = 3$. The path $(s, v_2, v_3)$ is preferable to $(s, v_1, v_3)$, since we will end with the 3-cycle $(s, v_2, v_3)$ which has weight $p^3 \left( \frac{-\eta}{p^3} \right) + 1 - 1 = -1$. However, suppose $L = 4$, and we removed the edge $(v_3, s)$. Then $(s, v_2, v_3)$ is no longer a cycle, and the path $(s, v_1, v_3, v_4)$ will have weight $p^3 \left( \frac{-\eta}{p^3} - 1 \right) + 1 = \eta - \eta p - p^4 - 1 > 0$, assuming $\eta$ is large and $p$ is not close to 1. However, the path $(s, v_1, v_3, v_4)$ would lead to a discounted negative cycle with weight $-p^4$. The algorithm from the deterministic setting cannot compare two paths without knowing the final cycle length.

Figure A.3: Example demonstrating that multiple possible final path lengths must be considered.

A.4.3 Pseudocode for the corrected polynomial pricing scheme

We provide as Algorithm 4 the full pseudocode for our adapted version of the polynomial pricing algorithm provided by Glorie et al. [100]. This is called as a subroutine by the failure-aware PICEF
adaptation in Section 3.3.5. As discussed in Chapter 3, this can be used to find positive price cycles but not chains.

In Algorithm 4, for a fixed source, let $d_i(v)$ represent the computed distance from that source to $v$ after the $i$th step of the algorithm, where $d_0(v)$ represents the distances before any steps are performed. Distance is defined as the sum of the edge weights in the computed path. Let $L$ be the maximum allowable cycle length. Finally, let $A$ be the set of altruist donors and let $P$ be the set of donor-patient pairs. The function GETNEGATIVECYCLES is called with the reduced graph $G = (V, E)$—with altruistic donors and their incident edges removed—and cycle cap $L$.

Algorithm 4 Corrected polynomial-time Bellman-Ford search for negative weight cycles.

1: function GETNEGATIVECYCLES($G = (V, E)$, $L$)  
2: \[
\text{C} \leftarrow \emptyset \quad \text{▷ Accumulator set for negative weight cycles}
\]
3: \[\text{for each } s \in P \text{ do} \quad \text{▷ Set maximum step number based on cycle cap}
\]
4: \[N \leftarrow L - 1
\]
5: \[\text{pred}_0(v) = \emptyset \quad \forall v \in P
\]
6: \[d_0(s) = 0 \quad \text{▷ Distance from source to source is zero}
\]
7: \[d_0(v) = \infty \quad \forall v \neq s \in P \quad \text{▷ Distance at step 0 to other vertices is infinite}
\]
8: \[\text{for } i \in \{1, \ldots, N\} \text{ do}
\]
9: \[d_i(v) = d_{i-1}(v) \quad \forall v \neq s \in P
\]
10: \[\text{pred}_i(v) = \text{pred}_{i-1}(v) \quad \forall v \neq s \in P
\]
11: \[\text{for each } (u, v) \in E \text{ do} \quad \text{▷ Avoid loops in path}
\]
12: \[\text{if } v \notin \text{TRAVERSEPREDs}(u, \text{pred}, i - 1) \text{ then} \quad \text{▷ If this step decreases the distance to node}
\]
13: \[\text{if } d_{i-1}(u) + w(u, v) < d_i(v) \text{ then}
\]
14: \[d_i(v) \leftarrow d_{i-1}(u) + w(u, v) \quad \text{▷ Update to shorter distance}
\]
15: \[\text{pred}_i(v) \leftarrow (u, i - 1) \quad \text{▷ Store correct predecessor}
\]
16: \[\text{for each } v \neq s \in P \text{ do} \quad \text{▷ Find negative weight cycles with s as the source}
\]
17: \[\text{if } d_N(v) + w(v, s) < 0 \text{ then}
\]
18: \[\text{C} \leftarrow \text{C} \cup \text{TRAVERSEPREDs}(v, \text{pred}, N)
\]
19: \[\text{return C}
\]
20: function TRAVERSEPREDs($v, \text{pred}, n$)  
21: \[c \leftarrow [] \quad \text{▷ Start with an empty list (representing a cycle)}
\]
22: \[\text{curr} \leftarrow v
\]
23: \[\text{while curr} \neq \emptyset \text{ do} \quad \text{▷ Until we reach the source node ...}
\]
24: \[c \leftarrow c \cup c \quad \text{▷ Add predecessor to path}
\]
25: \[\text{(u, i)} \leftarrow \text{pred}_n(\text{curr}) \quad \text{▷ Get predecessor of predecessor}
\]
26: \[\text{curr} \leftarrow u; \quad n \leftarrow i
\]
27: \[\text{return c}
\]

Constrained to the case of finding cycles only—and recalling that Section 3.2 shows that this algorithm cannot be used for chains—Algorithm 4 can be seen as a slightly modified version of the pricing algorithm initially proposed by Glorie et al. [100]. They did not prove correctness for
that algorithm; we do that now in Theorem 21 for our modified Algorithm 4.

**Theorem 21.** If there is a negative cycle in the graph, Algorithm 4 will return at least one negative cycle.

**Proof.** We will show that if there is a negative cycle $c$ that we do not find, there must exist a negative cycle with strictly fewer vertices. Thus, for any negative cycle $c$ that we do not return, there must exist a negative cycle $p^*q^*$ with fewer vertices. So, there exists a negative cycle with no negative cycles smaller than it, which our algorithm finds and returns.

Say $c = \langle v_1, v_2, \ldots, v_n \rangle$ is that negative cycle that we do not return. Without loss of generality, assume that $c$ contains the shortest path from $v_1$ to $v_n$; if it does not, then that cycle containing the shortest path is also a negative cycle.

Consider running the modified Bellman-Ford method with $v_1$ as the source. Since by assumption the algorithm does not find $c$, it must compute a different path from $v_1$ to $v_n$ than the one in $c$. We know that the computed path is not shorter, since $c$ contains the shortest path to $v_n$. Without loss of generality, assume it is strictly longer; were it equal in weight, we would be done (as this is a negative cycle that is found by the algorithm as well).

The only way our modified Bellman-Ford method does not compute the shortest path to $v_n$ is if there exists some vertex $v_{\text{split}}$, where $v_{\text{split}} \in c$, but the shortest path to $v_{\text{split}}$ is not in $c$. This can occur due to the modification that prevents loops in shortest paths. Let $p$ be the shorter path from $v_1$ to $v_{\text{split}}$, and let $p_c$ be the path from $v_1$ to $v_{\text{split}}$ in $c$. Let $q$ be the path from $v_{\text{split}}$ to $v_n$ in $c$, plus the edge $(v_n, v_1)$. This is shown in Figure A.4.

![Figure A.4: Widget with a negative cycle and existence of a shorter negative cycle. Dotted arrows are paths that contain zero or more vertices (and thus one or more edges).](image)

Then $c = p_c v_{\text{split}} q$. Also, since the weights on the paths are $w(p) < w(p_c)$, we have $w(pq) < w(p_c q) = w(c) < 0$.

We know that $c = p_c q$ satisfies the cycle size cap, since it is valid by assumption. For any path $\rho$, let $|\rho|$ represent the number of vertices in that path.

**Claim 21.1.** $|\rho| \leq |p_c|$. 

**Proof:** By way of contradiction, assume $|p_c| < |\rho|$. Then, the sequence of updates along $p_c$ will reach $v_{\text{split}}$ before $p$ does—which means we will have computed $p_c$. Even though we may compute $p$ later, we will still be able to build off of path $p_c$: this is because we maintain the full 2D...
Similarly, the body of the paper, but now including statistics that were not possible to show in that figure.

In this section, we restate the experimental results shown in Figures 3.8 and 3.9 of Section 3.3.4 in the body of the paper, but now including statistics that were not possible to show in that figure.
Table A.1: Position-indexed formulation experiments on real UNOS match runs.

<table>
<thead>
<tr>
<th>Method</th>
<th>$K = 2$</th>
<th>$K = 3$</th>
<th>$K = 4$</th>
<th>$K = 5$</th>
<th>$K = 6$</th>
<th>$K = 7$</th>
<th>$K = 8$</th>
<th>$K = 9$</th>
<th>$K = 10$</th>
<th>$K = 11$</th>
<th>$K = 12$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PICEF Mean</td>
<td>0.45</td>
<td>0.46</td>
<td>0.51</td>
<td>0.58</td>
<td>0.63</td>
<td>0.65</td>
<td>0.71</td>
<td>0.79</td>
<td>0.85</td>
<td>0.93</td>
<td>0.98</td>
</tr>
<tr>
<td>Stdev</td>
<td>0.06</td>
<td>0.10</td>
<td>0.12</td>
<td>0.17</td>
<td>0.25</td>
<td>0.28</td>
<td>0.32</td>
<td>0.44</td>
<td>0.48</td>
<td>0.63</td>
<td>0.62</td>
</tr>
<tr>
<td>Min</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>Max</td>
<td>0.62</td>
<td>0.97</td>
<td>1.02</td>
<td>1.42</td>
<td>1.72</td>
<td>2.12</td>
<td>2.22</td>
<td>3.12</td>
<td>3.52</td>
<td>4.82</td>
<td>3.62</td>
</tr>
<tr>
<td>HPIEF Mean</td>
<td>0.98</td>
<td>1.11</td>
<td>1.06</td>
<td>1.22</td>
<td>1.17</td>
<td>1.27</td>
<td>1.38</td>
<td>1.37</td>
<td>1.44</td>
<td>1.50</td>
<td>1.56</td>
</tr>
<tr>
<td>Stdev</td>
<td>0.39</td>
<td>0.42</td>
<td>0.44</td>
<td>0.49</td>
<td>0.53</td>
<td>0.52</td>
<td>0.59</td>
<td>0.55</td>
<td>0.61</td>
<td>0.67</td>
<td>0.73</td>
</tr>
<tr>
<td>Min</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>Max</td>
<td>1.87</td>
<td>1.97</td>
<td>2.37</td>
<td>2.57</td>
<td>3.27</td>
<td>2.62</td>
<td>3.58</td>
<td>3.07</td>
<td>3.42</td>
<td>4.07</td>
<td>4.32</td>
</tr>
<tr>
<td>BNP-POLY Mean</td>
<td>0.18</td>
<td>0.19</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.25</td>
<td>0.47</td>
<td>0.73</td>
<td>1.37</td>
<td>0.35</td>
<td>2.99</td>
</tr>
<tr>
<td>Stdev</td>
<td>0.06</td>
<td>0.07</td>
<td>0.08</td>
<td>0.09</td>
<td>0.10</td>
<td>0.56</td>
<td>3.78</td>
<td>8.25</td>
<td>11.60</td>
<td>1.52</td>
<td>45.28</td>
</tr>
<tr>
<td>Min</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Max</td>
<td>0.42</td>
<td>0.42</td>
<td>0.57</td>
<td>0.57</td>
<td>0.67</td>
<td>9.33</td>
<td>63.22</td>
<td>138.46</td>
<td>154.74</td>
<td>24.06</td>
<td>759.13</td>
</tr>
<tr>
<td>CG-TSP Mean</td>
<td>3.43</td>
<td>3.54</td>
<td>6.81</td>
<td>14.48</td>
<td>19.13</td>
<td>30.91</td>
<td>27.03</td>
<td>30.79</td>
<td>33.17</td>
<td>29.47</td>
<td>29.22</td>
</tr>
<tr>
<td>Stdev</td>
<td>0.46</td>
<td>1.04</td>
<td>30.62</td>
<td>116.81</td>
<td>215.58</td>
<td>303.41</td>
<td>249.35</td>
<td>303.51</td>
<td>306.18</td>
<td>302.89</td>
<td>302.87</td>
</tr>
<tr>
<td>Min</td>
<td>1.97</td>
<td>1.92</td>
<td>1.92</td>
<td>1.92</td>
<td>1.92</td>
<td>1.92</td>
<td>1.92</td>
<td>1.92</td>
<td>1.92</td>
<td>1.92</td>
<td>1.92</td>
</tr>
<tr>
<td>Max</td>
<td>4.68</td>
<td>13.34</td>
<td>410.07</td>
<td>1401.87</td>
<td>3600.09</td>
<td>3600.10</td>
<td>3600.08</td>
<td>3600.08</td>
<td>3600.13</td>
<td>3600.08</td>
<td>3600.04</td>
</tr>
<tr>
<td>BNP-DFS Mean</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.17</td>
<td>0.30</td>
<td>1.17</td>
<td>26.77</td>
<td>32.13</td>
<td>58.63</td>
<td>78.68</td>
<td>120.93</td>
</tr>
<tr>
<td>Stdev</td>
<td>0.04</td>
<td>0.04</td>
<td>0.06</td>
<td>0.16</td>
<td>1.01</td>
<td>6.17</td>
<td>289.50</td>
<td>263.92</td>
<td>401.73</td>
<td>461.29</td>
<td>605.34</td>
</tr>
<tr>
<td>Min</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Max</td>
<td>0.27</td>
<td>0.32</td>
<td>0.52</td>
<td>1.97</td>
<td>14.24</td>
<td>72.14</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>BNP-PICEF Mean</td>
<td>0.25</td>
<td>0.40</td>
<td>0.55</td>
<td>0.77</td>
<td>1.05</td>
<td>1.52</td>
<td>2.55</td>
<td>3.10</td>
<td>3.84</td>
<td>5.98</td>
<td>8.16</td>
</tr>
<tr>
<td>Stdev</td>
<td>0.08</td>
<td>0.14</td>
<td>0.19</td>
<td>0.32</td>
<td>0.43</td>
<td>1.40</td>
<td>10.99</td>
<td>11.09</td>
<td>8.52</td>
<td>21.45</td>
<td>36.19</td>
</tr>
<tr>
<td>Min</td>
<td>0.03</td>
<td>0.06</td>
<td>0.07</td>
<td>0.06</td>
<td>0.07</td>
<td>0.12</td>
<td>0.12</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.17</td>
</tr>
<tr>
<td>Max</td>
<td>0.42</td>
<td>0.77</td>
<td>0.97</td>
<td>2.77</td>
<td>2.42</td>
<td>18.20</td>
<td>185.24</td>
<td>186.95</td>
<td>135.21</td>
<td>283.75</td>
<td>550.37</td>
</tr>
</tbody>
</table>
Table A.2: Position-indexed formulation experiments on real NLDKSS match runs.

<table>
<thead>
<tr>
<th>Method</th>
<th>$K = 2$</th>
<th>$K = 3$</th>
<th>$K = 4$</th>
<th>$K = 5$</th>
<th>$K = 6$</th>
<th>$K = 7$</th>
<th>$K = 8$</th>
<th>$K = 9$</th>
<th>$K = 10$</th>
<th>$K = 11$</th>
<th>$K = 12$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PICEF</td>
<td>Mean</td>
<td>0.12</td>
<td>0.15</td>
<td>0.18</td>
<td>0.21</td>
<td>0.27</td>
<td>0.32</td>
<td>0.33</td>
<td>0.36</td>
<td>0.43</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.10</td>
<td>0.21</td>
<td>0.12</td>
<td>0.16</td>
<td>0.22</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.09</td>
<td>0.09</td>
<td>0.10</td>
<td>0.12</td>
<td>0.13</td>
<td>0.14</td>
<td>0.16</td>
<td>0.17</td>
<td>0.18</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>0.17</td>
<td>0.24</td>
<td>0.28</td>
<td>0.37</td>
<td>0.54</td>
<td>1.13</td>
<td>0.69</td>
<td>0.92</td>
<td>1.21</td>
<td>1.05</td>
</tr>
<tr>
<td>HPIEF</td>
<td>Mean</td>
<td>0.26</td>
<td>0.27</td>
<td>0.28</td>
<td>0.31</td>
<td>0.34</td>
<td>0.38</td>
<td>0.43</td>
<td>0.45</td>
<td>0.49</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.09</td>
<td>0.15</td>
<td>0.20</td>
<td>0.17</td>
<td>0.20</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.19</td>
<td>0.19</td>
<td>0.20</td>
<td>0.20</td>
<td>0.21</td>
<td>0.21</td>
<td>0.22</td>
<td>0.22</td>
<td>0.24</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>0.35</td>
<td>0.40</td>
<td>0.43</td>
<td>0.49</td>
<td>0.57</td>
<td>0.93</td>
<td>1.13</td>
<td>0.97</td>
<td>1.12</td>
<td>1.29</td>
</tr>
<tr>
<td>BNP-POLY</td>
<td>Mean</td>
<td>0.16</td>
<td>0.23</td>
<td>0.18</td>
<td>92.63</td>
<td>0.82</td>
<td>0.24</td>
<td>0.64</td>
<td>0.84</td>
<td>0.85</td>
<td>212.58</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.06</td>
<td>0.27</td>
<td>0.07</td>
<td>369.70</td>
<td>2.00</td>
<td>0.15</td>
<td>1.11</td>
<td>1.20</td>
<td>1.45</td>
<td>846.86</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.07</td>
<td>0.07</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
<td>0.04</td>
<td>0.10</td>
<td>0.09</td>
<td>0.10</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>0.28</td>
<td>1.27</td>
<td>0.34</td>
<td>1571.45</td>
<td>8.57</td>
<td>0.72</td>
<td>4.85</td>
<td>4.25</td>
<td>5.10</td>
<td>3600.00</td>
</tr>
<tr>
<td>CG-TSP</td>
<td>Mean</td>
<td>0.95</td>
<td>41.01</td>
<td>753.96</td>
<td>650.07</td>
<td>255.26</td>
<td>256.39</td>
<td>260.80</td>
<td>129.00</td>
<td>221.10</td>
<td>229.37</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.42</td>
<td>141.39</td>
<td>1349.06</td>
<td>1167.96</td>
<td>846.22</td>
<td>845.67</td>
<td>844.40</td>
<td>418.79</td>
<td>845.20</td>
<td>843.49</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.47</td>
<td>0.58</td>
<td>0.56</td>
<td>0.54</td>
<td>0.58</td>
<td>0.51</td>
<td>0.52</td>
<td>0.47</td>
<td>0.54</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>2.12</td>
<td>604.14</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>1780.46</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>BNP-DFS</td>
<td>Mean</td>
<td>0.13</td>
<td>0.18</td>
<td>0.78</td>
<td>170.12</td>
<td>238.76</td>
<td>329.46</td>
<td>1090.72</td>
<td>1473.75</td>
<td>1888.86</td>
<td>2386.44</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.08</td>
<td>0.16</td>
<td>1.37</td>
<td>653.91</td>
<td>841.62</td>
<td>842.37</td>
<td>1430.36</td>
<td>1540.36</td>
<td>1649.63</td>
<td>1619.09</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>0.36</td>
<td>0.71</td>
<td>5.83</td>
<td>2784.96</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>BNP-PICEF</td>
<td>Mean</td>
<td>0.19</td>
<td>0.23</td>
<td>0.30</td>
<td>233.49</td>
<td>53.32</td>
<td>0.83</td>
<td>215.66</td>
<td>5.25</td>
<td>3.18</td>
<td>4.89</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.12</td>
<td>0.08</td>
<td>0.14</td>
<td>845.94</td>
<td>210.51</td>
<td>0.76</td>
<td>846.14</td>
<td>9.95</td>
<td>5.49</td>
<td>10.34</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.09</td>
<td>0.09</td>
<td>0.11</td>
<td>0.23</td>
<td>0.27</td>
<td>0.33</td>
<td>0.41</td>
<td>0.47</td>
<td>0.41</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>0.61</td>
<td>0.42</td>
<td>0.71</td>
<td>3600.00</td>
<td>895.37</td>
<td>3.65</td>
<td>3600.00</td>
<td>40.09</td>
<td>23.65</td>
<td>43.03</td>
</tr>
</tbody>
</table>
### Table A.3: Position-indexed formulation experiments for $|P| = 300$, $|A| = 3$

<table>
<thead>
<tr>
<th>Method</th>
<th>$K = 2$</th>
<th>$K = 3$</th>
<th>$K = 4$</th>
<th>$K = 5$</th>
<th>$K = 6$</th>
<th>$K = 7$</th>
<th>$K = 8$</th>
<th>$K = 9$</th>
<th>$K = 10$</th>
<th>$K = 11$</th>
<th>$K = 12$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PICEF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.00</td>
<td>1.40</td>
<td>2.04</td>
<td>2.89</td>
<td>4.06</td>
<td>5.63</td>
<td>7.73</td>
<td>10.99</td>
<td>14.52</td>
<td>17.87</td>
<td>20.18</td>
</tr>
<tr>
<td>Stdev</td>
<td>0.12</td>
<td>0.32</td>
<td>0.51</td>
<td>0.77</td>
<td>0.92</td>
<td>1.28</td>
<td>2.23</td>
<td>3.13</td>
<td>4.54</td>
<td>5.90</td>
<td>6.89</td>
</tr>
<tr>
<td>Min</td>
<td>0.77</td>
<td>0.94</td>
<td>1.27</td>
<td>1.87</td>
<td>2.69</td>
<td>3.60</td>
<td>5.05</td>
<td>6.30</td>
<td>6.78</td>
<td>9.33</td>
<td>10.28</td>
</tr>
<tr>
<td>Max</td>
<td>1.37</td>
<td>2.42</td>
<td>3.80</td>
<td>5.42</td>
<td>6.76</td>
<td>8.24</td>
<td>13.00</td>
<td>18.33</td>
<td>25.50</td>
<td>33.84</td>
<td>36.46</td>
</tr>
<tr>
<td>CG-TSP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>8.44</td>
<td>184.96</td>
<td>918.97</td>
<td>1221.19</td>
<td>1709.03</td>
<td>1682.64</td>
<td>1632.00</td>
<td>1908.47</td>
<td>1839.85</td>
<td>1993.84</td>
<td>1903.64</td>
</tr>
<tr>
<td>Stdev</td>
<td>1.04</td>
<td>403.94</td>
<td>913.85</td>
<td>1031.16</td>
<td>1316.14</td>
<td>1132.89</td>
<td>1075.43</td>
<td>1206.85</td>
<td>1128.78</td>
<td>1173.08</td>
<td>1062.16</td>
</tr>
<tr>
<td>Min</td>
<td>6.48</td>
<td>9.07</td>
<td>12.71</td>
<td>12.07</td>
<td>18.49</td>
<td>22.77</td>
<td>35.26</td>
<td>131.48</td>
<td>86.87</td>
<td>21.13</td>
<td>28.67</td>
</tr>
<tr>
<td>Max</td>
<td>10.62</td>
<td>1804.94</td>
<td>2732.26</td>
<td>3600.07</td>
<td>3600.10</td>
<td>3600.08</td>
<td>3600.11</td>
<td>3600.10</td>
<td>3600.10</td>
<td>3600.10</td>
<td>3600.16</td>
</tr>
<tr>
<td>BNP-PICEF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>2.39</td>
<td>14.77</td>
<td>110.11</td>
<td>210.89</td>
<td>635.14</td>
<td>1088.77</td>
<td>1561.96</td>
<td>2420.79</td>
<td>1693.39</td>
<td>2514.56</td>
<td>2791.20</td>
</tr>
<tr>
<td>Stdev</td>
<td>5.18</td>
<td>63.60</td>
<td>330.96</td>
<td>444.70</td>
<td>827.57</td>
<td>869.08</td>
<td>1061.65</td>
<td>877.50</td>
<td>1312.65</td>
<td>1029.71</td>
<td>993.59</td>
</tr>
<tr>
<td>Min</td>
<td>0.72</td>
<td>1.17</td>
<td>1.82</td>
<td>3.10</td>
<td>5.65</td>
<td>12.17</td>
<td>14.63</td>
<td>538.04</td>
<td>37.81</td>
<td>48.04</td>
<td>67.38</td>
</tr>
<tr>
<td>Max</td>
<td>24.74</td>
<td>326.27</td>
<td>1451.10</td>
<td>1639.32</td>
<td>3043.01</td>
<td>3088.56</td>
<td>3601.15</td>
<td>3600.78</td>
<td>3600.65</td>
<td>3600.52</td>
<td>3600.42</td>
</tr>
<tr>
<td>BNP-DFS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>14.83</td>
<td>17.13</td>
<td>383.40</td>
<td>694.57</td>
<td>2644.81</td>
<td>3494.87</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>Stdev</td>
<td>69.43</td>
<td>71.79</td>
<td>714.88</td>
<td>793.47</td>
<td>1026.37</td>
<td>285.67</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Min</td>
<td>0.49</td>
<td>0.59</td>
<td>1.34</td>
<td>14.21</td>
<td>284.94</td>
<td>2632.71</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>Max</td>
<td>354.99</td>
<td>367.77</td>
<td>1816.74</td>
<td>2166.63</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>HPIEF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stdev</td>
<td>0.51</td>
<td>0.79</td>
<td>0.85</td>
<td>1.27</td>
<td>1.98</td>
<td>2.26</td>
<td>2.88</td>
<td>3.67</td>
<td>3.44</td>
<td>5.33</td>
<td>6.07</td>
</tr>
<tr>
<td>Min</td>
<td>2.44</td>
<td>2.52</td>
<td>2.87</td>
<td>3.40</td>
<td>4.35</td>
<td>5.17</td>
<td>6.96</td>
<td>8.83</td>
<td>12.16</td>
<td>9.93</td>
<td>10.11</td>
</tr>
<tr>
<td>Max</td>
<td>4.10</td>
<td>6.35</td>
<td>5.85</td>
<td>8.35</td>
<td>12.59</td>
<td>14.49</td>
<td>17.92</td>
<td>22.78</td>
<td>24.24</td>
<td>31.85</td>
<td>37.55</td>
</tr>
<tr>
<td>BNP-POLY</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>2.08</td>
<td>81.96</td>
<td>238.82</td>
<td>306.05</td>
<td>631.69</td>
<td>1074.37</td>
<td>1000.78</td>
<td>2300.22</td>
<td>1328.40</td>
<td>2076.98</td>
<td>2515.60</td>
</tr>
<tr>
<td>Stdev</td>
<td>5.30</td>
<td>353.34</td>
<td>581.46</td>
<td>654.90</td>
<td>928.03</td>
<td>931.64</td>
<td>1080.38</td>
<td>1060.62</td>
<td>1174.75</td>
<td>1072.71</td>
<td>1347.17</td>
</tr>
<tr>
<td>Min</td>
<td>0.54</td>
<td>0.57</td>
<td>0.62</td>
<td>0.72</td>
<td>0.89</td>
<td>1.04</td>
<td>0.87</td>
<td>4.68</td>
<td>1.64</td>
<td>2.50</td>
<td>1.87</td>
</tr>
<tr>
<td>Max</td>
<td>26.56</td>
<td>1800.68</td>
<td>1801.42</td>
<td>2890.70</td>
<td>3600.61</td>
<td>3600.72</td>
<td>3601.89</td>
<td>3600.86</td>
<td>3601.85</td>
<td>3602.00</td>
<td>3602.00</td>
</tr>
</tbody>
</table>
Table A.4: Position-indexed formulation experiments for \(|P| = 300, |A| = 6\)

<table>
<thead>
<tr>
<th>Method</th>
<th>(K = 2)</th>
<th>(K = 3)</th>
<th>(K = 4)</th>
<th>(K = 5)</th>
<th>(K = 6)</th>
<th>(K = 7)</th>
<th>(K = 8)</th>
<th>(K = 9)</th>
<th>(K = 10)</th>
<th>(K = 11)</th>
<th>(K = 12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PICEF</td>
<td>1.45</td>
<td>2.14</td>
<td>2.96</td>
<td>4.36</td>
<td>5.86</td>
<td>8.03</td>
<td>10.02</td>
<td>12.69</td>
<td>17.82</td>
<td>23.35</td>
<td>26.19</td>
</tr>
<tr>
<td></td>
<td>0.53</td>
<td>0.92</td>
<td>1.94</td>
<td>2.68</td>
<td>3.31</td>
<td>4.48</td>
<td>6.06</td>
<td>10.81</td>
<td>14.57</td>
<td>17.75</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.92</td>
<td>1.24</td>
<td>1.89</td>
<td>2.49</td>
<td>3.45</td>
<td>4.47</td>
<td>4.95</td>
<td>6.45</td>
<td>8.45</td>
<td>9.83</td>
<td>12.49</td>
</tr>
<tr>
<td></td>
<td>3.13</td>
<td>5.76</td>
<td>5.93</td>
<td>10.29</td>
<td>12.67</td>
<td>17.20</td>
<td>23.42</td>
<td>29.72</td>
<td>58.28</td>
<td>66.11</td>
<td>96.83</td>
</tr>
<tr>
<td>CG-TSP</td>
<td>63.67</td>
<td>1783.81</td>
<td>2825.67</td>
<td>3274.28</td>
<td>3469.97</td>
<td>3528.59</td>
<td>3507.68</td>
<td>3493.12</td>
<td>3322.71</td>
<td>3320.82</td>
<td>3103.94</td>
</tr>
<tr>
<td></td>
<td>249.48</td>
<td>1021.00</td>
<td>835.84</td>
<td>599.43</td>
<td>443.61</td>
<td>350.18</td>
<td>338.77</td>
<td>344.12</td>
<td>613.11</td>
<td>577.68</td>
<td>820.61</td>
</tr>
<tr>
<td></td>
<td>8.01</td>
<td>32.68</td>
<td>1437.28</td>
<td>1811.15</td>
<td>1810.83</td>
<td>1813.06</td>
<td>1989.48</td>
<td>2012.35</td>
<td>1823.48</td>
<td>1821.29</td>
<td>975.77</td>
</tr>
<tr>
<td></td>
<td>1285.66</td>
<td>3600.08</td>
<td>3600.09</td>
<td>3600.10</td>
<td>3600.11</td>
<td>3600.09</td>
<td>3600.08</td>
<td>3600.09</td>
<td>3600.10</td>
<td>3600.09</td>
<td>3600.11</td>
</tr>
<tr>
<td>BNP-PICEF</td>
<td>2.09</td>
<td>124.04</td>
<td>871.35</td>
<td>1533.14</td>
<td>1902.03</td>
<td>2567.05</td>
<td>2786.84</td>
<td>2403.03</td>
<td>2456.11</td>
<td>2041.20</td>
<td>1273.52</td>
</tr>
<tr>
<td></td>
<td>2.80</td>
<td>380.96</td>
<td>1139.42</td>
<td>1238.55</td>
<td>1272.68</td>
<td>1220.26</td>
<td>1066.82</td>
<td>1193.46</td>
<td>1212.64</td>
<td>952.01</td>
<td>1046.65</td>
</tr>
<tr>
<td></td>
<td>0.79</td>
<td>1.19</td>
<td>1.97</td>
<td>3.65</td>
<td>7.67</td>
<td>14.43</td>
<td>21.98</td>
<td>43.21</td>
<td>78.87</td>
<td>112.14</td>
<td>168.46</td>
</tr>
<tr>
<td></td>
<td>12.41</td>
<td>1600.58</td>
<td>3262.90</td>
<td>3580.66</td>
<td>3602.58</td>
<td>3601.76</td>
<td>3600.80</td>
<td>3600.62</td>
<td>3600.44</td>
<td>3600.37</td>
<td>3600.24</td>
</tr>
<tr>
<td>BNP-DFS</td>
<td>2.34</td>
<td>440.67</td>
<td>974.91</td>
<td>2324.52</td>
<td>3540.79</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td></td>
<td>4.92</td>
<td>765.51</td>
<td>1247.14</td>
<td>1097.18</td>
<td>290.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.54</td>
<td>1.09</td>
<td>12.73</td>
<td>349.24</td>
<td>2119.63</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td></td>
<td>22.03</td>
<td>1805.45</td>
<td>3600.25</td>
<td>3600.02</td>
<td>3600.01</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>HPIEF</td>
<td>3.22</td>
<td>3.78</td>
<td>4.84</td>
<td>6.44</td>
<td>8.78</td>
<td>13.51</td>
<td>19.45</td>
<td>25.49</td>
<td>53.11</td>
<td>58.12</td>
<td>55.49</td>
</tr>
<tr>
<td></td>
<td>0.56</td>
<td>0.67</td>
<td>1.17</td>
<td>2.13</td>
<td>3.38</td>
<td>8.70</td>
<td>14.74</td>
<td>12.80</td>
<td>43.89</td>
<td>44.44</td>
<td>29.12</td>
</tr>
<tr>
<td></td>
<td>2.49</td>
<td>2.92</td>
<td>3.42</td>
<td>4.00</td>
<td>4.80</td>
<td>5.22</td>
<td>6.60</td>
<td>6.90</td>
<td>11.34</td>
<td>11.09</td>
<td>16.52</td>
</tr>
<tr>
<td></td>
<td>4.55</td>
<td>5.63</td>
<td>7.88</td>
<td>11.71</td>
<td>16.27</td>
<td>42.34</td>
<td>81.96</td>
<td>55.29</td>
<td>236.82</td>
<td>197.45</td>
<td>110.75</td>
</tr>
<tr>
<td>BNP-POLY</td>
<td>73.01</td>
<td>222.84</td>
<td>815.13</td>
<td>1168.37</td>
<td>1902.71</td>
<td>2611.16</td>
<td>2513.36</td>
<td>2346.77</td>
<td>2470.76</td>
<td>2264.23</td>
<td>2140.75</td>
</tr>
<tr>
<td></td>
<td>352.77</td>
<td>583.10</td>
<td>1171.55</td>
<td>1205.56</td>
<td>1263.29</td>
<td>1166.98</td>
<td>1282.07</td>
<td>1173.08</td>
<td>1073.70</td>
<td>846.97</td>
<td>1011.70</td>
</tr>
<tr>
<td></td>
<td>0.57</td>
<td>0.64</td>
<td>0.74</td>
<td>0.89</td>
<td>1.09</td>
<td>2.14</td>
<td>2.44</td>
<td>12.42</td>
<td>25.30</td>
<td>264.09</td>
<td>94.33</td>
</tr>
<tr>
<td></td>
<td>1801.19</td>
<td>1801.23</td>
<td>3602.15</td>
<td>3601.76</td>
<td>3601.45</td>
<td>3601.79</td>
<td>3601.75</td>
<td>3601.90</td>
<td>3601.85</td>
<td>3601.72</td>
<td>3600.67</td>
</tr>
<tr>
<td>Method</td>
<td>$K = 2$</td>
<td>$K = 3$</td>
<td>$K = 4$</td>
<td>$K = 5$</td>
<td>$K = 6$</td>
<td>$K = 7$</td>
<td>$K = 8$</td>
<td>$K = 9$</td>
<td>$K = 10$</td>
<td>$K = 11$</td>
<td>$K = 12$</td>
</tr>
<tr>
<td>---------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>PICEF Mean</td>
<td>1.36</td>
<td>2.00</td>
<td>2.93</td>
<td>5.06</td>
<td>7.44</td>
<td>14.52</td>
<td>17.20</td>
<td>21.79</td>
<td>24.90</td>
<td>31.46</td>
<td>29.79</td>
</tr>
<tr>
<td>Stdev</td>
<td>0.44</td>
<td>0.64</td>
<td>0.72</td>
<td>2.27</td>
<td>3.94</td>
<td>20.99</td>
<td>13.30</td>
<td>7.76</td>
<td>8.87</td>
<td>13.39</td>
<td>6.64</td>
</tr>
<tr>
<td>Min</td>
<td>1.04</td>
<td>1.49</td>
<td>2.17</td>
<td>2.79</td>
<td>3.87</td>
<td>4.50</td>
<td>5.75</td>
<td>9.18</td>
<td>11.01</td>
<td>15.21</td>
<td>18.42</td>
</tr>
<tr>
<td>Max</td>
<td>3.26</td>
<td>4.15</td>
<td>5.32</td>
<td>12.68</td>
<td>21.23</td>
<td>114.52</td>
<td>77.98</td>
<td>38.47</td>
<td>58.61</td>
<td>85.77</td>
<td>47.16</td>
</tr>
<tr>
<td>CG-TSP Mean</td>
<td>367.16</td>
<td>3515.05</td>
<td>3600.09</td>
<td>3600.09</td>
<td>3535.69</td>
<td>3529.94</td>
<td>3536.72</td>
<td>3430.70</td>
<td>3461.73</td>
<td>3279.96</td>
<td>3220.04</td>
</tr>
<tr>
<td>Stdev</td>
<td>640.14</td>
<td>346.51</td>
<td>0.04</td>
<td>0.03</td>
<td>315.51</td>
<td>343.66</td>
<td>310.45</td>
<td>462.86</td>
<td>469.31</td>
<td>642.91</td>
<td>613.91</td>
</tr>
<tr>
<td>Min</td>
<td>16.67</td>
<td>1857.78</td>
<td>3600.06</td>
<td>3600.06</td>
<td>1990.03</td>
<td>1846.38</td>
<td>2015.84</td>
<td>1948.32</td>
<td>1833.44</td>
<td>1838.52</td>
<td>1968.78</td>
</tr>
<tr>
<td>Max</td>
<td>1822.65</td>
<td>3600.17</td>
<td>3600.20</td>
<td>3600.25</td>
<td>3600.21</td>
<td>3600.20</td>
<td>3600.18</td>
<td>3600.15</td>
<td>3600.15</td>
<td>3600.24</td>
<td>3600.16</td>
</tr>
<tr>
<td>BNP-PICEF Mean</td>
<td>149.79</td>
<td>445.86</td>
<td>856.61</td>
<td>1712.61</td>
<td>1095.22</td>
<td>535.43</td>
<td>201.36</td>
<td>178.40</td>
<td>162.61</td>
<td>159.80</td>
<td>218.11</td>
</tr>
<tr>
<td>Stdev</td>
<td>487.53</td>
<td>754.76</td>
<td>854.16</td>
<td>1192.86</td>
<td>1126.06</td>
<td>803.12</td>
<td>479.10</td>
<td>343.89</td>
<td>83.78</td>
<td>70.62</td>
<td>111.01</td>
</tr>
<tr>
<td>Min</td>
<td>0.87</td>
<td>1.42</td>
<td>2.62</td>
<td>4.75</td>
<td>9.64</td>
<td>18.01</td>
<td>28.09</td>
<td>48.20</td>
<td>70.51</td>
<td>53.85</td>
<td>79.26</td>
</tr>
<tr>
<td>Max</td>
<td>1802.03</td>
<td>1803.15</td>
<td>1830.94</td>
<td>3602.67</td>
<td>3601.98</td>
<td>1867.16</td>
<td>1832.55</td>
<td>1843.38</td>
<td>404.82</td>
<td>339.64</td>
<td>523.09</td>
</tr>
<tr>
<td>BNP-DFS Mean</td>
<td>141.93</td>
<td>683.49</td>
<td>1274.19</td>
<td>3401.45</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>Stdev</td>
<td>476.11</td>
<td>850.91</td>
<td>966.39</td>
<td>410.86</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Min</td>
<td>0.74</td>
<td>3.95</td>
<td>81.43</td>
<td>2091.66</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>Max</td>
<td>1801.39</td>
<td>1842.76</td>
<td>3600.22</td>
<td>3600.04</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>Stdev</td>
<td>1.02</td>
<td>1.57</td>
<td>2.09</td>
<td>3.26</td>
<td>5.96</td>
<td>8.86</td>
<td>13.97</td>
<td>16.56</td>
<td>16.73</td>
<td>17.77</td>
<td>17.75</td>
</tr>
<tr>
<td>Min</td>
<td>1.32</td>
<td>1.32</td>
<td>1.32</td>
<td>1.32</td>
<td>1.32</td>
<td>1.32</td>
<td>1.32</td>
<td>1.32</td>
<td>1.32</td>
<td>1.32</td>
<td>1.32</td>
</tr>
<tr>
<td>Max</td>
<td>4.85</td>
<td>7.20</td>
<td>9.52</td>
<td>13.59</td>
<td>20.95</td>
<td>35.23</td>
<td>68.89</td>
<td>73.93</td>
<td>67.31</td>
<td>58.72</td>
<td>66.14</td>
</tr>
<tr>
<td>BNP-POLY Mean</td>
<td>74.83</td>
<td>611.66</td>
<td>991.62</td>
<td>1663.90</td>
<td>1419.18</td>
<td>632.51</td>
<td>283.39</td>
<td>366.94</td>
<td>475.84</td>
<td>1038.21</td>
<td>1230.37</td>
</tr>
<tr>
<td>Stdev</td>
<td>353.01</td>
<td>867.89</td>
<td>872.00</td>
<td>1390.32</td>
<td>1210.69</td>
<td>837.82</td>
<td>770.75</td>
<td>616.38</td>
<td>623.12</td>
<td>1099.15</td>
<td>1025.71</td>
</tr>
<tr>
<td>Min</td>
<td>0.74</td>
<td>0.89</td>
<td>1.07</td>
<td>1.57</td>
<td>0.39</td>
<td>0.37</td>
<td>0.37</td>
<td>0.37</td>
<td>0.37</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>Max</td>
<td>1804.07</td>
<td>2318.25</td>
<td>1805.02</td>
<td>3601.10</td>
<td>3600.77</td>
<td>1817.17</td>
<td>3600.05</td>
<td>2021.28</td>
<td>2109.74</td>
<td>3600.14</td>
<td>3600.01</td>
</tr>
<tr>
<td>Method</td>
<td>$K = 2$</td>
<td>$K = 3$</td>
<td>$K = 4$</td>
<td>$K = 5$</td>
<td>$K = 6$</td>
<td>$K = 7$</td>
<td>$K = 8$</td>
<td>$K = 9$</td>
<td>$K = 10$</td>
<td>$K = 11$</td>
<td>$K = 12$</td>
</tr>
<tr>
<td>--------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>PICEF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>2.06</td>
<td>2.97</td>
<td>4.03</td>
<td>5.42</td>
<td>6.96</td>
<td>8.90</td>
<td>10.38</td>
<td>12.41</td>
<td>13.75</td>
<td>15.14</td>
<td>16.95</td>
</tr>
<tr>
<td>Stdev</td>
<td>0.70</td>
<td>1.13</td>
<td>1.18</td>
<td>1.91</td>
<td>2.41</td>
<td>3.78</td>
<td>2.70</td>
<td>2.53</td>
<td>2.86</td>
<td>3.21</td>
<td>3.40</td>
</tr>
<tr>
<td>Min</td>
<td>1.37</td>
<td>1.97</td>
<td>2.64</td>
<td>3.54</td>
<td>4.32</td>
<td>5.30</td>
<td>6.93</td>
<td>7.75</td>
<td>8.55</td>
<td>10.36</td>
<td>10.34</td>
</tr>
<tr>
<td>Max</td>
<td>4.47</td>
<td>7.43</td>
<td>8.08</td>
<td>13.19</td>
<td>16.37</td>
<td>25.68</td>
<td>17.05</td>
<td>18.69</td>
<td>23.80</td>
<td>19.35</td>
<td>26.39</td>
</tr>
<tr>
<td>CG-TSP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>3168.00</td>
<td>3600.18</td>
<td>3544.38</td>
<td>3451.82</td>
<td>3110.08</td>
<td>3056.40</td>
<td>2575.13</td>
<td>2339.98</td>
<td>2222.51</td>
<td>1524.77</td>
<td>1122.56</td>
</tr>
<tr>
<td>Stdev</td>
<td>828.44</td>
<td>0.07</td>
<td>191.05</td>
<td>409.89</td>
<td>539.91</td>
<td>560.83</td>
<td>671.91</td>
<td>799.95</td>
<td>929.42</td>
<td>1030.21</td>
<td>881.64</td>
</tr>
<tr>
<td>Min</td>
<td>523.02</td>
<td>3600.11</td>
<td>2812.72</td>
<td>2097.94</td>
<td>2237.32</td>
<td>2001.36</td>
<td>1339.74</td>
<td>238.59</td>
<td>410.76</td>
<td>22.79</td>
<td>20.75</td>
</tr>
<tr>
<td>Max</td>
<td>3600.25</td>
<td>3600.36</td>
<td>3600.38</td>
<td>3500.43</td>
<td>3600.41</td>
<td>3600.33</td>
<td>3600.61</td>
<td>3600.32</td>
<td>3600.41</td>
<td>3600.16</td>
<td>2753.27</td>
</tr>
<tr>
<td>BNP-PICEF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.76</td>
<td>2.12</td>
<td>3.51</td>
<td>5.61</td>
<td>7.96</td>
<td>12.27</td>
<td>14.82</td>
<td>18.70</td>
<td>21.42</td>
<td>27.41</td>
<td>33.25</td>
</tr>
<tr>
<td>Stdev</td>
<td>0.11</td>
<td>0.27</td>
<td>1.19</td>
<td>2.12</td>
<td>2.73</td>
<td>3.70</td>
<td>4.64</td>
<td>4.29</td>
<td>5.82</td>
<td>8.47</td>
<td>10.15</td>
</tr>
<tr>
<td>Min</td>
<td>1.52</td>
<td>1.69</td>
<td>1.82</td>
<td>3.05</td>
<td>2.97</td>
<td>6.81</td>
<td>7.46</td>
<td>10.26</td>
<td>11.22</td>
<td>13.93</td>
<td>17.36</td>
</tr>
<tr>
<td>Max</td>
<td>2.05</td>
<td>3.02</td>
<td>5.96</td>
<td>10.74</td>
<td>16.08</td>
<td>19.74</td>
<td>27.74</td>
<td>28.28</td>
<td>37.68</td>
<td>43.10</td>
<td>55.48</td>
</tr>
<tr>
<td>BNP-DFS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>4.66</td>
<td>78.58</td>
<td>1984.70</td>
<td>3600.01</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>Stdev</td>
<td>0.99</td>
<td>22.89</td>
<td>748.50</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Min</td>
<td>3.15</td>
<td>34.57</td>
<td>776.95</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>Max</td>
<td>6.70</td>
<td>122.86</td>
<td>3143.17</td>
<td>3600.02</td>
<td>3600.01</td>
<td>3600.00</td>
<td>3600.01</td>
<td>3600.01</td>
<td>3600.01</td>
<td>3600.01</td>
<td>3600.00</td>
</tr>
<tr>
<td>HPIEF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>3.85</td>
<td>4.70</td>
<td>5.88</td>
<td>7.38</td>
<td>8.81</td>
<td>11.55</td>
<td>13.47</td>
<td>16.08</td>
<td>18.44</td>
<td>19.86</td>
<td>20.05</td>
</tr>
<tr>
<td>Stdev</td>
<td>1.32</td>
<td>1.38</td>
<td>1.74</td>
<td>2.46</td>
<td>2.75</td>
<td>3.77</td>
<td>3.80</td>
<td>4.08</td>
<td>4.46</td>
<td>4.44</td>
<td>4.78</td>
</tr>
<tr>
<td>Min</td>
<td>2.72</td>
<td>3.17</td>
<td>3.80</td>
<td>4.50</td>
<td>5.15</td>
<td>6.00</td>
<td>7.18</td>
<td>7.78</td>
<td>9.63</td>
<td>11.01</td>
<td>12.66</td>
</tr>
<tr>
<td>BNP-POLY</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>2.61</td>
<td>3.36</td>
<td>4.41</td>
<td>4.91</td>
<td>5.42</td>
<td>6.97</td>
<td>9.74</td>
<td>20.70</td>
<td>67.07</td>
<td>155.99</td>
<td>223.71</td>
</tr>
<tr>
<td>Stdev</td>
<td>0.19</td>
<td>0.34</td>
<td>0.67</td>
<td>0.94</td>
<td>1.03</td>
<td>2.52</td>
<td>6.76</td>
<td>31.39</td>
<td>94.52</td>
<td>379.20</td>
<td>426.11</td>
</tr>
<tr>
<td>Min</td>
<td>2.17</td>
<td>2.80</td>
<td>3.42</td>
<td>3.63</td>
<td>3.87</td>
<td>3.55</td>
<td>3.80</td>
<td>4.48</td>
<td>6.88</td>
<td>5.25</td>
<td>8.64</td>
</tr>
<tr>
<td>Max</td>
<td>3.02</td>
<td>4.08</td>
<td>5.53</td>
<td>7.36</td>
<td>8.21</td>
<td>14.15</td>
<td>33.77</td>
<td>166.95</td>
<td>398.11</td>
<td>1812.22</td>
<td>1806.62</td>
</tr>
</tbody>
</table>
Table A.7: Position-indexed formulation experiments for $|P| = 500$, $|A| = 5$

<table>
<thead>
<tr>
<th>Method</th>
<th>$K = 2$</th>
<th>$K = 3$</th>
<th>$K = 4$</th>
<th>$K = 5$</th>
<th>$K = 6$</th>
<th>$K = 7$</th>
<th>$K = 8$</th>
<th>$K = 9$</th>
<th>$K = 10$</th>
<th>$K = 11$</th>
<th>$K = 12$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PICEF</td>
<td>Mean</td>
<td>3.33</td>
<td>5.69</td>
<td>9.68</td>
<td>16.06</td>
<td>29.55</td>
<td>49.75</td>
<td>79.13</td>
<td>101.60</td>
<td>161.25</td>
<td>324.80</td>
</tr>
<tr>
<td></td>
<td>Stddev</td>
<td>0.60</td>
<td>1.25</td>
<td>2.73</td>
<td>4.38</td>
<td>10.00</td>
<td>16.02</td>
<td>23.53</td>
<td>32.33</td>
<td>78.74</td>
<td>309.10</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>2.67</td>
<td>4.17</td>
<td>6.35</td>
<td>9.61</td>
<td>12.19</td>
<td>17.20</td>
<td>21.20</td>
<td>24.36</td>
<td>36.23</td>
<td>41.63</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>4.92</td>
<td>8.58</td>
<td>17.21</td>
<td>24.63</td>
<td>50.08</td>
<td>70.96</td>
<td>126.06</td>
<td>160.64</td>
<td>345.49</td>
<td>1333.83</td>
</tr>
<tr>
<td>CG-TSP</td>
<td>Mean</td>
<td>86.08</td>
<td>1519.67</td>
<td>2888.52</td>
<td>3307.18</td>
<td>3500.92</td>
<td>3542.08</td>
<td>3600.09</td>
<td>3600.09</td>
<td>3600.09</td>
<td>3600.10</td>
</tr>
<tr>
<td></td>
<td>Stddev</td>
<td>163.39</td>
<td>1194.67</td>
<td>827.72</td>
<td>675.52</td>
<td>356.92</td>
<td>267.64</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>17.80</td>
<td>43.13</td>
<td>1528.27</td>
<td>1445.40</td>
<td>1937.79</td>
<td>2233.38</td>
<td>3600.07</td>
<td>3600.07</td>
<td>3600.07</td>
<td>3600.07</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>870.78</td>
<td>3600.22</td>
<td>3600.18</td>
<td>3600.15</td>
<td>3600.13</td>
<td>3600.13</td>
<td>3600.13</td>
<td>3600.13</td>
<td>3600.14</td>
<td>3600.14</td>
</tr>
<tr>
<td>BNP-PICEF</td>
<td>Mean</td>
<td>489.87</td>
<td>408.98</td>
<td>1033.60</td>
<td>1748.72</td>
<td>1900.07</td>
<td>2549.32</td>
<td>2856.84</td>
<td>3275.68</td>
<td>3360.62</td>
<td>3546.67</td>
</tr>
<tr>
<td></td>
<td>Stddev</td>
<td>915.90</td>
<td>712.01</td>
<td>1148.29</td>
<td>1281.58</td>
<td>1060.35</td>
<td>1105.73</td>
<td>841.48</td>
<td>652.43</td>
<td>561.54</td>
<td>261.92</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>3.05</td>
<td>4.65</td>
<td>8.98</td>
<td>22.14</td>
<td>47.29</td>
<td>98.88</td>
<td>1832.39</td>
<td>1868.01</td>
<td>1892.93</td>
<td>2263.54</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>3601.12</td>
<td>1805.88</td>
<td>3601.60</td>
<td>3602.22</td>
<td>3600.93</td>
<td>3600.45</td>
<td>3600.39</td>
<td>3600.36</td>
<td>3600.21</td>
<td>3600.16</td>
</tr>
<tr>
<td>BNP-DFS</td>
<td>Mean</td>
<td>584.00</td>
<td>609.09</td>
<td>1578.12</td>
<td>3595.49</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td></td>
<td>Stddev</td>
<td>978.95</td>
<td>969.92</td>
<td>962.98</td>
<td>22.13</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>3.02</td>
<td>8.48</td>
<td>220.63</td>
<td>3487.09</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>3600.25</td>
<td>3600.31</td>
<td>3600.07</td>
<td>3600.01</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>HPIEF</td>
<td>Mean</td>
<td>13.14</td>
<td>15.33</td>
<td>17.49</td>
<td>20.30</td>
<td>24.34</td>
<td>30.93</td>
<td>40.59</td>
<td>50.92</td>
<td>102.03</td>
<td>187.22</td>
</tr>
<tr>
<td></td>
<td>Stddev</td>
<td>2.89</td>
<td>3.46</td>
<td>3.24</td>
<td>3.55</td>
<td>3.62</td>
<td>6.46</td>
<td>10.33</td>
<td>19.93</td>
<td>88.83</td>
<td>175.34</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>9.78</td>
<td>11.01</td>
<td>12.53</td>
<td>14.49</td>
<td>17.72</td>
<td>19.15</td>
<td>22.78</td>
<td>30.32</td>
<td>42.70</td>
<td>34.58</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>23.73</td>
<td>24.60</td>
<td>24.29</td>
<td>26.37</td>
<td>30.25</td>
<td>49.24</td>
<td>73.30</td>
<td>135.55</td>
<td>475.85</td>
<td>831.95</td>
</tr>
<tr>
<td>BNP-POLY</td>
<td>Mean</td>
<td>476.19</td>
<td>398.72</td>
<td>987.34</td>
<td>1995.51</td>
<td>1882.08</td>
<td>2376.94</td>
<td>2595.14</td>
<td>3027.64</td>
<td>3313.34</td>
<td>3529.60</td>
</tr>
<tr>
<td></td>
<td>Stddev</td>
<td>924.35</td>
<td>875.52</td>
<td>1015.36</td>
<td>1191.54</td>
<td>1290.49</td>
<td>1216.20</td>
<td>1025.58</td>
<td>974.20</td>
<td>657.83</td>
<td>346.79</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>2.07</td>
<td>2.24</td>
<td>2.52</td>
<td>3.82</td>
<td>4.10</td>
<td>5.00</td>
<td>10.44</td>
<td>53.25</td>
<td>1804.95</td>
<td>1830.66</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>3600.11</td>
<td>3600.10</td>
<td>3600.21</td>
<td>3600.42</td>
<td>3600.36</td>
<td>3600.61</td>
<td>3600.67</td>
<td>3600.57</td>
<td>3600.50</td>
<td>3600.45</td>
</tr>
</tbody>
</table>
Table A.8: Position-indexed formulation experiments for $|P| = 500$, $|A| = 10$

<table>
<thead>
<tr>
<th>Method</th>
<th>$K = 2$</th>
<th>$K = 3$</th>
<th>$K = 4$</th>
<th>$K = 5$</th>
<th>$K = 6$</th>
<th>$K = 7$</th>
<th>$K = 8$</th>
<th>$K = 9$</th>
<th>$K = 10$</th>
<th>$K = 11$</th>
<th>$K = 12$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PICEF</td>
<td>Mean</td>
<td>3.87</td>
<td>6.41</td>
<td>10.22</td>
<td>16.54</td>
<td>26.81</td>
<td>54.10</td>
<td>111.83</td>
<td>321.99</td>
<td>286.20</td>
<td>392.19</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>0.92</td>
<td>2.03</td>
<td>3.55</td>
<td>6.36</td>
<td>10.77</td>
<td>39.64</td>
<td>124.63</td>
<td>297.04</td>
<td>224.94</td>
<td>280.57</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>2.72</td>
<td>4.12</td>
<td>6.35</td>
<td>9.33</td>
<td>12.19</td>
<td>15.67</td>
<td>19.18</td>
<td>26.11</td>
<td>33.20</td>
<td>67.86</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>6.20</td>
<td>13.39</td>
<td>21.53</td>
<td>33.38</td>
<td>55.39</td>
<td>190.56</td>
<td>518.68</td>
<td>1142.68</td>
<td>879.51</td>
<td>1182.30</td>
</tr>
<tr>
<td>CG-TSP</td>
<td>Mean</td>
<td>406.15</td>
<td>3116.63</td>
<td>3600.10</td>
<td>3600.11</td>
<td>3600.11</td>
<td>3600.11</td>
<td>3600.11</td>
<td>3600.11</td>
<td>3600.11</td>
<td>3600.12</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>630.53</td>
<td>844.15</td>
<td>1593.51</td>
<td>2389.64</td>
<td>2910.67</td>
<td>3534.89</td>
<td>3056.63</td>
<td>2928.76</td>
<td>2817.08</td>
<td>2619.23</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>53.28</td>
<td>517.29</td>
<td>3600.07</td>
<td>3600.07</td>
<td>3600.07</td>
<td>3600.08</td>
<td>3600.08</td>
<td>3600.08</td>
<td>3600.08</td>
<td>3600.07</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>1839.96</td>
<td>3600.18</td>
<td>3600.17</td>
<td>3600.16</td>
<td>3600.17</td>
<td>3600.28</td>
<td>3600.13</td>
<td>3600.24</td>
<td>3600.16</td>
<td>3600.29</td>
</tr>
<tr>
<td>BNP-PICEF</td>
<td>Mean</td>
<td>829.37</td>
<td>873.28</td>
<td>1593.51</td>
<td>2389.64</td>
<td>2910.67</td>
<td>3534.89</td>
<td>3056.63</td>
<td>2928.76</td>
<td>2817.08</td>
<td>2619.23</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>1340.08</td>
<td>1029.25</td>
<td>1054.00</td>
<td>1206.53</td>
<td>1075.62</td>
<td>320.66</td>
<td>1044.62</td>
<td>932.67</td>
<td>988.09</td>
<td>763.68</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>3.20</td>
<td>6.28</td>
<td>11.97</td>
<td>26.78</td>
<td>90.19</td>
<td>1963.99</td>
<td>177.12</td>
<td>520.29</td>
<td>820.70</td>
<td>1037.74</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>3601.57</td>
<td>3601.87</td>
<td>3601.30</td>
<td>3601.08</td>
<td>3600.76</td>
<td>3600.50</td>
<td>3600.32</td>
<td>3600.23</td>
<td>3600.18</td>
<td>3600.05</td>
</tr>
<tr>
<td>BNP-DFS</td>
<td>Mean</td>
<td>727.04</td>
<td>1249.56</td>
<td>2754.81</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>992.61</td>
<td>827.81</td>
<td>682.38</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>2.90</td>
<td>19.27</td>
<td>1571.31</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>3438.77</td>
<td>1826.38</td>
<td>3600.07</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>HPIEF</td>
<td>Mean</td>
<td>12.79</td>
<td>15.37</td>
<td>19.41</td>
<td>29.69</td>
<td>45.92</td>
<td>94.99</td>
<td>242.75</td>
<td>434.08</td>
<td>484.99</td>
<td>884.31</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>1.42</td>
<td>2.33</td>
<td>3.64</td>
<td>7.00</td>
<td>18.54</td>
<td>72.01</td>
<td>268.11</td>
<td>309.07</td>
<td>327.06</td>
<td>695.32</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>16.11</td>
<td>20.78</td>
<td>26.40</td>
<td>41.07</td>
<td>113.75</td>
<td>374.04</td>
<td>1250.39</td>
<td>1096.22</td>
<td>1167.39</td>
<td>2230.86</td>
</tr>
<tr>
<td>BNP-POLY</td>
<td>Mean</td>
<td>600.79</td>
<td>726.93</td>
<td>1514.72</td>
<td>2378.45</td>
<td>2816.66</td>
<td>3528.67</td>
<td>3034.58</td>
<td>3051.69</td>
<td>2965.69</td>
<td>3229.29</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>969.67</td>
<td>877.81</td>
<td>1099.85</td>
<td>1215.75</td>
<td>1132.17</td>
<td>351.68</td>
<td>1092.85</td>
<td>943.16</td>
<td>868.24</td>
<td>611.16</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>2.27</td>
<td>2.90</td>
<td>3.67</td>
<td>4.28</td>
<td>9.79</td>
<td>1805.82</td>
<td>15.00</td>
<td>76.72</td>
<td>398.26</td>
<td>1948.58</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>3600.17</td>
<td>1802.41</td>
<td>3600.26</td>
<td>3600.46</td>
<td>3600.59</td>
<td>3600.71</td>
<td>3600.59</td>
<td>3600.52</td>
<td>3600.37</td>
<td>3600.34</td>
</tr>
<tr>
<td>Method</td>
<td>K = 2</td>
<td>K = 3</td>
<td>K = 4</td>
<td>K = 5</td>
<td>K = 6</td>
<td>K = 7</td>
<td>K = 8</td>
<td>K = 9</td>
<td>K = 10</td>
<td>K = 11</td>
<td>K = 12</td>
</tr>
<tr>
<td>----------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>PICEF</td>
<td>Mean</td>
<td>5.13</td>
<td>8.81</td>
<td>14.79</td>
<td>31.28</td>
<td>55.40</td>
<td>91.01</td>
<td>159.51</td>
<td>210.90</td>
<td>263.30</td>
<td>326.07</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>3.10</td>
<td>4.88</td>
<td>7.90</td>
<td>16.29</td>
<td>31.14</td>
<td>40.02</td>
<td>74.17</td>
<td>106.60</td>
<td>110.04</td>
<td>128.59</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>3.22</td>
<td>5.65</td>
<td>8.10</td>
<td>14.42</td>
<td>18.82</td>
<td>28.81</td>
<td>48.51</td>
<td>51.74</td>
<td>74.37</td>
<td>81.94</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>18.24</td>
<td>23.86</td>
<td>40.36</td>
<td>69.45</td>
<td>130.15</td>
<td>172.46</td>
<td>319.40</td>
<td>494.03</td>
<td>520.89</td>
<td>520.57</td>
</tr>
<tr>
<td>CG-TSP</td>
<td>Mean</td>
<td>3148.56</td>
<td>3600.21</td>
<td>3600.23</td>
<td>3600.20</td>
<td>3600.21</td>
<td>3600.22</td>
<td>3600.21</td>
<td>3600.21</td>
<td>3600.20</td>
<td>3600.24</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>728.91</td>
<td>0.14</td>
<td>0.19</td>
<td>0.14</td>
<td>0.13</td>
<td>0.16</td>
<td>0.15</td>
<td>0.16</td>
<td>0.13</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>1009.67</td>
<td>3600.10</td>
<td>3600.11</td>
<td>3600.10</td>
<td>3600.12</td>
<td>3600.12</td>
<td>3600.11</td>
<td>3600.12</td>
<td>3600.11</td>
<td>3600.09</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>3600.17</td>
<td>3600.64</td>
<td>3600.85</td>
<td>3600.73</td>
<td>3600.63</td>
<td>3600.66</td>
<td>3600.66</td>
<td>3600.68</td>
<td>3600.59</td>
<td>3600.75</td>
</tr>
<tr>
<td>BNP-PICEF</td>
<td>Mean</td>
<td>513.65</td>
<td>881.36</td>
<td>1955.77</td>
<td>1417.19</td>
<td>557.22</td>
<td>454.23</td>
<td>677.44</td>
<td>1179.01</td>
<td>1496.40</td>
<td>1578.70</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>804.07</td>
<td>1023.76</td>
<td>1423.30</td>
<td>1143.07</td>
<td>686.23</td>
<td>201.31</td>
<td>347.69</td>
<td>493.79</td>
<td>579.61</td>
<td>534.03</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>3.15</td>
<td>6.13</td>
<td>20.00</td>
<td>47.80</td>
<td>105.26</td>
<td>207.65</td>
<td>292.64</td>
<td>654.54</td>
<td>583.22</td>
<td>720.50</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>1803.61</td>
<td>3601.50</td>
<td>3601.39</td>
<td>3600.55</td>
<td>2011.26</td>
<td>1138.30</td>
<td>2126.49</td>
<td>2554.51</td>
<td>2904.98</td>
<td>2730.44</td>
</tr>
<tr>
<td>BNP-DFS</td>
<td>Mean</td>
<td>796.98</td>
<td>1108.07</td>
<td>3599.33</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>890.74</td>
<td>975.72</td>
<td>3.35</td>
<td>3582.91</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>4.40</td>
<td>78.78</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>1811.33</td>
<td>3600.28</td>
<td>3600.03</td>
<td>3600.01</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>HPIEF</td>
<td>Mean</td>
<td>13.64</td>
<td>16.70</td>
<td>25.11</td>
<td>50.19</td>
<td>64.58</td>
<td>88.26</td>
<td>125.61</td>
<td>171.61</td>
<td>223.86</td>
<td>231.21</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>2.96</td>
<td>3.36</td>
<td>7.83</td>
<td>46.74</td>
<td>25.11</td>
<td>33.30</td>
<td>57.05</td>
<td>64.98</td>
<td>75.50</td>
<td>76.25</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>9.86</td>
<td>11.91</td>
<td>14.81</td>
<td>19.35</td>
<td>29.36</td>
<td>42.41</td>
<td>47.14</td>
<td>56.01</td>
<td>67.62</td>
<td>90.86</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>21.23</td>
<td>24.67</td>
<td>44.65</td>
<td>229.70</td>
<td>122.98</td>
<td>155.02</td>
<td>248.62</td>
<td>286.95</td>
<td>357.62</td>
<td>369.33</td>
</tr>
<tr>
<td>BNP-POLY</td>
<td>Mean</td>
<td>610.17</td>
<td>939.96</td>
<td>1883.09</td>
<td>1242.21</td>
<td>621.96</td>
<td>428.89</td>
<td>618.50</td>
<td>896.95</td>
<td>1988.17</td>
<td>2418.15</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>823.88</td>
<td>1032.01</td>
<td>1470.65</td>
<td>1100.86</td>
<td>957.44</td>
<td>721.69</td>
<td>879.42</td>
<td>957.15</td>
<td>1234.27</td>
<td>1160.63</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>3.12</td>
<td>4.00</td>
<td>6.65</td>
<td>9.96</td>
<td>13.62</td>
<td>14.65</td>
<td>21.21</td>
<td>31.33</td>
<td>39.06</td>
<td>68.33</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>1802.71</td>
<td>3600.11</td>
<td>3600.38</td>
<td>3600.47</td>
<td>3600.23</td>
<td>2307.41</td>
<td>3600.21</td>
<td>3600.13</td>
<td>3600.09</td>
<td>3600.27</td>
</tr>
</tbody>
</table>
Table A.10: Position-indexed formulation experiments for $|P| = 500$, $|A| = 125$

<table>
<thead>
<tr>
<th>Method</th>
<th>$K = 2$</th>
<th>$K = 3$</th>
<th>$K = 4$</th>
<th>$K = 5$</th>
<th>$K = 6$</th>
<th>$K = 7$</th>
<th>$K = 8$</th>
<th>$K = 9$</th>
<th>$K = 10$</th>
<th>$K = 11$</th>
<th>$K = 12$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PICEF Mean</td>
<td>7.08</td>
<td>9.33</td>
<td>13.04</td>
<td>17.54</td>
<td>22.90</td>
<td>28.08</td>
<td>36.50</td>
<td>43.25</td>
<td>52.92</td>
<td>64.75</td>
<td>75.29</td>
</tr>
<tr>
<td>Stdev</td>
<td>1.56</td>
<td>1.61</td>
<td>2.52</td>
<td>3.43</td>
<td>5.08</td>
<td>5.70</td>
<td>5.79</td>
<td>7.13</td>
<td>10.70</td>
<td>11.86</td>
<td>20.55</td>
</tr>
<tr>
<td>Min</td>
<td>4.53</td>
<td>6.40</td>
<td>9.09</td>
<td>11.87</td>
<td>16.00</td>
<td>19.19</td>
<td>25.22</td>
<td>27.78</td>
<td>34.55</td>
<td>49.41</td>
<td>48.34</td>
</tr>
<tr>
<td>Max</td>
<td>11.31</td>
<td>13.87</td>
<td>18.28</td>
<td>24.26</td>
<td>38.67</td>
<td>38.91</td>
<td>44.74</td>
<td>59.57</td>
<td>76.93</td>
<td>91.35</td>
<td>107.55</td>
</tr>
<tr>
<td>CG-TSP Mean</td>
<td>3600.55</td>
<td>3600.76</td>
<td>3600.71</td>
<td>3600.81</td>
<td>3600.80</td>
<td>3600.69</td>
<td>3600.86</td>
<td>3467.07</td>
<td>3328.12</td>
<td>3206.21</td>
<td>2258.82</td>
</tr>
<tr>
<td>Stdev</td>
<td>0.34</td>
<td>0.46</td>
<td>0.41</td>
<td>0.36</td>
<td>0.45</td>
<td>0.38</td>
<td>0.54</td>
<td>454.31</td>
<td>625.70</td>
<td>708.71</td>
<td>1165.52</td>
</tr>
<tr>
<td>Min</td>
<td>3600.15</td>
<td>3600.26</td>
<td>3600.27</td>
<td>3600.28</td>
<td>3600.21</td>
<td>3600.21</td>
<td>3600.24</td>
<td>1838.14</td>
<td>1825.68</td>
<td>1847.26</td>
<td>102.74</td>
</tr>
<tr>
<td>Max</td>
<td>3601.35</td>
<td>3601.98</td>
<td>3601.80</td>
<td>3601.61</td>
<td>3601.98</td>
<td>3601.54</td>
<td>3602.45</td>
<td>3602.05</td>
<td>3601.67</td>
<td>3601.78</td>
<td>3601.04</td>
</tr>
<tr>
<td>BNP-PICEF Mean</td>
<td>78.89</td>
<td>8.18</td>
<td>13.75</td>
<td>26.74</td>
<td>37.15</td>
<td>48.15</td>
<td>80.05</td>
<td>100.20</td>
<td>140.66</td>
<td>187.31</td>
<td>238.27</td>
</tr>
<tr>
<td>Stdev</td>
<td>351.95</td>
<td>1.51</td>
<td>5.48</td>
<td>7.94</td>
<td>9.18</td>
<td>11.02</td>
<td>19.44</td>
<td>22.66</td>
<td>34.57</td>
<td>37.81</td>
<td>46.79</td>
</tr>
<tr>
<td>Min</td>
<td>5.68</td>
<td>6.31</td>
<td>6.76</td>
<td>10.52</td>
<td>20.57</td>
<td>22.27</td>
<td>53.48</td>
<td>56.36</td>
<td>76.52</td>
<td>122.53</td>
<td>145.24</td>
</tr>
<tr>
<td>Max</td>
<td>1803.09</td>
<td>11.65</td>
<td>26.37</td>
<td>39.92</td>
<td>54.66</td>
<td>70.94</td>
<td>126.77</td>
<td>140.54</td>
<td>219.19</td>
<td>254.26</td>
<td>332.33</td>
</tr>
<tr>
<td>BNP-DFS Mean</td>
<td>125.75</td>
<td>2029.37</td>
<td>3600.01</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>Stdev</td>
<td>346.25</td>
<td>466.77</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Min</td>
<td>32.45</td>
<td>1048.41</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>Max</td>
<td>1821.02</td>
<td>2831.76</td>
<td>3600.02</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
<td>3600.00</td>
</tr>
<tr>
<td>HPIEF Mean</td>
<td>14.00</td>
<td>17.78</td>
<td>23.48</td>
<td>32.39</td>
<td>44.44</td>
<td>61.14</td>
<td>79.91</td>
<td>103.76</td>
<td>139.35</td>
<td>174.60</td>
<td>193.66</td>
</tr>
<tr>
<td>Stdev</td>
<td>3.08</td>
<td>5.18</td>
<td>5.83</td>
<td>11.61</td>
<td>13.89</td>
<td>23.56</td>
<td>27.10</td>
<td>37.86</td>
<td>53.76</td>
<td>64.40</td>
<td>72.27</td>
</tr>
<tr>
<td>Min</td>
<td>10.83</td>
<td>13.29</td>
<td>16.17</td>
<td>19.70</td>
<td>22.02</td>
<td>25.65</td>
<td>30.00</td>
<td>35.09</td>
<td>39.42</td>
<td>46.47</td>
<td>59.89</td>
</tr>
<tr>
<td>Max</td>
<td>26.49</td>
<td>39.65</td>
<td>42.38</td>
<td>73.79</td>
<td>68.12</td>
<td>126.82</td>
<td>117.08</td>
<td>163.35</td>
<td>230.51</td>
<td>255.93</td>
<td>291.70</td>
</tr>
<tr>
<td>BNP-POLY Mean</td>
<td>87.19</td>
<td>18.76</td>
<td>97.20</td>
<td>28.25</td>
<td>38.46</td>
<td>100.95</td>
<td>205.02</td>
<td>148.89</td>
<td>661.64</td>
<td>908.36</td>
<td>1020.85</td>
</tr>
<tr>
<td>Stdev</td>
<td>350.96</td>
<td>1.91</td>
<td>350.66</td>
<td>3.94</td>
<td>27.81</td>
<td>188.11</td>
<td>491.05</td>
<td>201.06</td>
<td>767.87</td>
<td>852.81</td>
<td>752.28</td>
</tr>
<tr>
<td>Min</td>
<td>11.04</td>
<td>14.57</td>
<td>19.19</td>
<td>22.15</td>
<td>24.80</td>
<td>25.13</td>
<td>26.05</td>
<td>32.74</td>
<td>35.45</td>
<td>38.06</td>
<td>133.57</td>
</tr>
<tr>
<td>Max</td>
<td>1805.96</td>
<td>22.00</td>
<td>1815.00</td>
<td>35.22</td>
<td>171.97</td>
<td>928.79</td>
<td>1897.63</td>
<td>847.83</td>
<td>1892.30</td>
<td>2474.09</td>
<td>2765.64</td>
</tr>
<tr>
<td>Method</td>
<td>( K = 2 )</td>
<td>( K = 3 )</td>
<td>( K = 4 )</td>
<td>( K = 5 )</td>
<td>( K = 6 )</td>
<td>( K = 7 )</td>
<td>( K = 8 )</td>
<td>( K = 9 )</td>
<td>( K = 10 )</td>
<td>( K = 11 )</td>
<td>( K = 12 )</td>
</tr>
<tr>
<td>---------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
</tr>
<tr>
<td><strong>PICEF</strong></td>
<td>Mean</td>
<td>9.81</td>
<td>16.64</td>
<td>27.03</td>
<td>45.15</td>
<td>85.77</td>
<td>132.08</td>
<td>221.64</td>
<td>476.49</td>
<td>746.67</td>
<td>1060.93</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>3.96</td>
<td>8.86</td>
<td>14.48</td>
<td>15.45</td>
<td>36.51</td>
<td>54.10</td>
<td>143.49</td>
<td>473.81</td>
<td>674.82</td>
<td>624.99</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>6.10</td>
<td>10.23</td>
<td>16.92</td>
<td>28.10</td>
<td>46.56</td>
<td>64.96</td>
<td>83.36</td>
<td>123.93</td>
<td>153.49</td>
<td>229.89</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>22.29</td>
<td>48.46</td>
<td>79.24</td>
<td>96.61</td>
<td>170.04</td>
<td>236.84</td>
<td>752.40</td>
<td>2045.09</td>
<td>2417.46</td>
<td>2157.87</td>
</tr>
<tr>
<td><strong>BnP-PICEF</strong></td>
<td>Mean</td>
<td>1597.19</td>
<td>1239.85</td>
<td>1970.94</td>
<td>2557.71</td>
<td>2661.05</td>
<td>3094.01</td>
<td>3426.76</td>
<td>3436.00</td>
<td>3551.63</td>
<td>3566.88</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>1054.23</td>
<td>1099.56</td>
<td>1112.42</td>
<td>1099.13</td>
<td>1262.80</td>
<td>738.47</td>
<td>469.54</td>
<td>444.97</td>
<td>237.36</td>
<td>162.52</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>10.47</td>
<td>18.77</td>
<td>41.81</td>
<td>114.79</td>
<td>183.42</td>
<td>1959.23</td>
<td>2143.36</td>
<td>2172.23</td>
<td>2388.82</td>
<td>2770.72</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>3601.19</td>
<td>3601.02</td>
<td>3600.93</td>
<td>3601.05</td>
<td>3600.62</td>
<td>3600.34</td>
<td>3600.21</td>
<td>3600.14</td>
<td>3600.10</td>
<td>3600.10</td>
</tr>
<tr>
<td><strong>HPIEF</strong></td>
<td>Mean</td>
<td>47.46</td>
<td>60.30</td>
<td>71.00</td>
<td>93.18</td>
<td>141.93</td>
<td>194.25</td>
<td>301.22</td>
<td>851.62</td>
<td>874.49</td>
<td>1214.84</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>20.40</td>
<td>31.39</td>
<td>35.59</td>
<td>51.30</td>
<td>125.99</td>
<td>128.11</td>
<td>286.29</td>
<td>784.70</td>
<td>735.08</td>
<td>978.75</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>24.81</td>
<td>28.72</td>
<td>34.29</td>
<td>42.88</td>
<td>52.14</td>
<td>77.45</td>
<td>86.79</td>
<td>89.34</td>
<td>101.09</td>
<td>175.17</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>89.99</td>
<td>130.90</td>
<td>142.10</td>
<td>189.76</td>
<td>649.25</td>
<td>583.77</td>
<td>1232.76</td>
<td>2557.22</td>
<td>3057.21</td>
<td>3600.02</td>
</tr>
<tr>
<td><strong>BnP-POLY</strong></td>
<td>Mean</td>
<td>1521.97</td>
<td>1159.34</td>
<td>1734.26</td>
<td>2239.58</td>
<td>2454.59</td>
<td>2979.44</td>
<td>3269.40</td>
<td>3274.71</td>
<td>3518.71</td>
<td>3459.88</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>976.24</td>
<td>1121.69</td>
<td>1074.63</td>
<td>1364.66</td>
<td>1328.86</td>
<td>834.51</td>
<td>809.68</td>
<td>656.30</td>
<td>316.35</td>
<td>475.76</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>6.95</td>
<td>7.16</td>
<td>8.84</td>
<td>11.51</td>
<td>12.04</td>
<td>1807.77</td>
<td>323.14</td>
<td>1812.67</td>
<td>2037.16</td>
<td>1826.98</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>3600.07</td>
<td>3600.06</td>
<td>3600.08</td>
<td>3600.23</td>
<td>3600.37</td>
<td>3600.37</td>
<td>3600.46</td>
<td>3600.32</td>
<td>3600.55</td>
<td>3600.55</td>
</tr>
<tr>
<td>Method</td>
<td>$K = 2$</td>
<td>$K = 3$</td>
<td>$K = 4$</td>
<td>$K = 5$</td>
<td>$K = 6$</td>
<td>$K = 7$</td>
<td>$K = 8$</td>
<td>$K = 9$</td>
<td>$K = 10$</td>
<td>$K = 11$</td>
<td>$K = 12$</td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>PICEF</td>
<td>Mean</td>
<td>14.57</td>
<td>23.52</td>
<td>38.46</td>
<td>65.49</td>
<td>143.29</td>
<td>340.24</td>
<td>694.99</td>
<td>1036.88</td>
<td>1016.48</td>
<td>1027.84</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>5.69</td>
<td>9.43</td>
<td>15.64</td>
<td>28.21</td>
<td>119.45</td>
<td>267.07</td>
<td>540.55</td>
<td>756.88</td>
<td>521.12</td>
<td>390.71</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>7.45</td>
<td>12.76</td>
<td>20.75</td>
<td>28.59</td>
<td>46.11</td>
<td>53.92</td>
<td>65.29</td>
<td>170.95</td>
<td>354.81</td>
<td>290.44</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>30.89</td>
<td>55.16</td>
<td>82.82</td>
<td>128.23</td>
<td>656.89</td>
<td>1078.52</td>
<td>2192.32</td>
<td>2548.76</td>
<td>2269.19</td>
<td>1769.58</td>
</tr>
<tr>
<td>BnP-PICEF</td>
<td>Mean</td>
<td>1264.28</td>
<td>1612.64</td>
<td>2407.02</td>
<td>2921.08</td>
<td>3412.63</td>
<td>3390.81</td>
<td>3346.30</td>
<td>3378.98</td>
<td>3478.75</td>
<td>3586.62</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>1295.03</td>
<td>1272.61</td>
<td>1189.48</td>
<td>960.60</td>
<td>509.38</td>
<td>436.66</td>
<td>396.00</td>
<td>313.42</td>
<td>305.45</td>
<td>58.48</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>9.71</td>
<td>18.89</td>
<td>76.04</td>
<td>208.48</td>
<td>1957.17</td>
<td>2259.70</td>
<td>2220.26</td>
<td>2502.96</td>
<td>2166.24</td>
<td>3302.37</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>3600.80</td>
<td>3600.83</td>
<td>3600.68</td>
<td>3600.62</td>
<td>3600.37</td>
<td>3600.24</td>
<td>3600.15</td>
<td>3600.08</td>
<td>3600.07</td>
<td>3600.05</td>
</tr>
<tr>
<td>HPIEF</td>
<td>Mean</td>
<td>39.05</td>
<td>51.21</td>
<td>62.70</td>
<td>93.00</td>
<td>240.20</td>
<td>564.15</td>
<td>1038.49</td>
<td>1413.02</td>
<td>1444.70</td>
<td>1473.19</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>9.05</td>
<td>23.86</td>
<td>24.46</td>
<td>43.04</td>
<td>249.84</td>
<td>484.44</td>
<td>719.21</td>
<td>952.48</td>
<td>816.46</td>
<td>716.48</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>30.31</td>
<td>32.43</td>
<td>40.51</td>
<td>45.95</td>
<td>62.73</td>
<td>102.38</td>
<td>105.83</td>
<td>232.39</td>
<td>281.55</td>
<td>335.61</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>63.12</td>
<td>134.94</td>
<td>129.85</td>
<td>208.47</td>
<td>1241.43</td>
<td>1786.57</td>
<td>2751.71</td>
<td>3600.02</td>
<td>2877.35</td>
<td>2757.60</td>
</tr>
<tr>
<td>BnP-POLY</td>
<td>Mean</td>
<td>1017.01</td>
<td>1519.12</td>
<td>2381.49</td>
<td>2884.76</td>
<td>3315.11</td>
<td>3266.22</td>
<td>3348.78</td>
<td>3119.47</td>
<td>3418.67</td>
<td>3600.08</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>1250.38</td>
<td>1406.13</td>
<td>977.20</td>
<td>1011.44</td>
<td>653.27</td>
<td>670.13</td>
<td>578.91</td>
<td>723.61</td>
<td>447.02</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>6.83</td>
<td>8.59</td>
<td>22.14</td>
<td>28.53</td>
<td>1814.72</td>
<td>1822.70</td>
<td>1894.07</td>
<td>1842.47</td>
<td>2084.25</td>
<td>3600.02</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>3600.06</td>
<td>3600.13</td>
<td>3600.21</td>
<td>3600.34</td>
<td>3600.43</td>
<td>3600.38</td>
<td>3600.39</td>
<td>3600.30</td>
<td>3600.26</td>
<td>3600.21</td>
</tr>
</tbody>
</table>
Table A.13: Position-indexed formulation experiments for $|P| = 700$, $|A| = 35$

<table>
<thead>
<tr>
<th>Method</th>
<th>$K = 2$</th>
<th>$K = 3$</th>
<th>$K = 4$</th>
<th>$K = 5$</th>
<th>$K = 6$</th>
<th>$K = 7$</th>
<th>$K = 8$</th>
<th>$K = 9$</th>
<th>$K = 10$</th>
<th>$K = 11$</th>
<th>$K = 12$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PICEF</td>
<td>Mean</td>
<td>13.13</td>
<td>23.38</td>
<td>55.18</td>
<td>99.27</td>
<td>203.74</td>
<td>317.91</td>
<td>547.05</td>
<td>797.67</td>
<td>1116.34</td>
<td>1293.25</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>7.45</td>
<td>11.99</td>
<td>34.73</td>
<td>34.95</td>
<td>49.29</td>
<td>70.34</td>
<td>181.52</td>
<td>242.31</td>
<td>516.93</td>
<td>432.45</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>8.25</td>
<td>14.21</td>
<td>24.31</td>
<td>42.27</td>
<td>72.62</td>
<td>113.05</td>
<td>131.92</td>
<td>179.43</td>
<td>239.43</td>
<td>264.00</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>47.76</td>
<td>75.74</td>
<td>194.49</td>
<td>208.56</td>
<td>276.76</td>
<td>462.41</td>
<td>940.13</td>
<td>1179.01</td>
<td>2736.66</td>
<td>1896.02</td>
</tr>
<tr>
<td>BnP-PICEF</td>
<td>Mean</td>
<td>1020.98</td>
<td>969.54</td>
<td>1190.59</td>
<td>833.25</td>
<td>1222.95</td>
<td>1820.27</td>
<td>2533.52</td>
<td>3101.86</td>
<td>3430.50</td>
<td>3472.62</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>1249.82</td>
<td>1137.59</td>
<td>975.36</td>
<td>712.50</td>
<td>476.76</td>
<td>701.44</td>
<td>481.35</td>
<td>412.11</td>
<td>251.68</td>
<td>241.88</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>13.18</td>
<td>25.06</td>
<td>98.13</td>
<td>260.07</td>
<td>587.42</td>
<td>815.88</td>
<td>1277.61</td>
<td>2278.87</td>
<td>2662.25</td>
<td>2886.00</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>3600.62</td>
<td>3600.69</td>
<td>3600.35</td>
<td>2321.96</td>
<td>2240.81</td>
<td>3600.02</td>
<td>3600.03</td>
<td>3600.07</td>
<td>3600.04</td>
<td>3600.05</td>
</tr>
<tr>
<td>HPIEF</td>
<td>Mean</td>
<td>34.37</td>
<td>48.26</td>
<td>110.16</td>
<td>186.29</td>
<td>305.20</td>
<td>507.13</td>
<td>826.60</td>
<td>1171.59</td>
<td>1566.82</td>
<td>1763.52</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>3.00</td>
<td>11.15</td>
<td>77.52</td>
<td>45.19</td>
<td>60.17</td>
<td>108.26</td>
<td>238.30</td>
<td>248.72</td>
<td>313.97</td>
<td>509.08</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>29.09</td>
<td>36.88</td>
<td>54.65</td>
<td>95.82</td>
<td>220.89</td>
<td>352.13</td>
<td>449.15</td>
<td>825.67</td>
<td>1012.74</td>
<td>1000.12</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>39.79</td>
<td>87.52</td>
<td>420.49</td>
<td>353.66</td>
<td>499.14</td>
<td>770.13</td>
<td>1652.82</td>
<td>1810.44</td>
<td>2481.68</td>
<td>2796.51</td>
</tr>
<tr>
<td>BnP-POLY</td>
<td>Mean</td>
<td>946.39</td>
<td>968.40</td>
<td>1175.60</td>
<td>489.31</td>
<td>408.89</td>
<td>987.92</td>
<td>1204.20</td>
<td>1807.54</td>
<td>1940.38</td>
<td>2415.57</td>
</tr>
<tr>
<td></td>
<td>Stdev</td>
<td>1147.60</td>
<td>1134.31</td>
<td>1114.13</td>
<td>758.29</td>
<td>656.11</td>
<td>843.59</td>
<td>947.76</td>
<td>931.08</td>
<td>1101.74</td>
<td>903.48</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>10.57</td>
<td>14.50</td>
<td>28.51</td>
<td>33.90</td>
<td>37.49</td>
<td>43.77</td>
<td>86.42</td>
<td>101.46</td>
<td>139.30</td>
<td>244.96</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>3600.14</td>
<td>3600.09</td>
<td>3600.35</td>
<td>1894.51</td>
<td>1866.21</td>
<td>1977.77</td>
<td>3600.26</td>
<td>3600.20</td>
<td>3600.18</td>
<td>3600.13</td>
</tr>
</tbody>
</table>
Table A.14: Position-indexed formulation experiments for $|P| = 700$, $|A| = 175$

<table>
<thead>
<tr>
<th>Method</th>
<th>$K = 2$</th>
<th>$K = 3$</th>
<th>$K = 4$</th>
<th>$K = 5$</th>
<th>$K = 6$</th>
<th>$K = 7$</th>
<th>$K = 8$</th>
<th>$K = 9$</th>
<th>$K = 10$</th>
<th>$K = 11$</th>
<th>$K = 12$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PICEF</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>29.54</td>
<td>43.30</td>
<td>71.41</td>
<td>105.27</td>
<td>151.55</td>
<td>203.83</td>
<td>286.35</td>
<td>374.32</td>
<td>467.57</td>
<td>560.50</td>
<td>681.95</td>
</tr>
<tr>
<td>Stddev</td>
<td>13.36</td>
<td>16.27</td>
<td>29.08</td>
<td>44.51</td>
<td>66.12</td>
<td>87.99</td>
<td>125.80</td>
<td>166.32</td>
<td>215.48</td>
<td>271.71</td>
<td>370.30</td>
</tr>
<tr>
<td>Min</td>
<td>14.44</td>
<td>19.95</td>
<td>28.55</td>
<td>33.10</td>
<td>44.67</td>
<td>58.77</td>
<td>82.04</td>
<td>104.68</td>
<td>119.57</td>
<td>156.31</td>
<td>137.36</td>
</tr>
<tr>
<td>Max</td>
<td>63.37</td>
<td>72.10</td>
<td>112.54</td>
<td>161.79</td>
<td>261.19</td>
<td>336.25</td>
<td>493.77</td>
<td>644.54</td>
<td>807.41</td>
<td>990.81</td>
<td>1278.76</td>
</tr>
<tr>
<td><strong>BnP-PICEF</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>18.37</td>
<td>25.95</td>
<td>58.41</td>
<td>101.92</td>
<td>133.68</td>
<td>200.45</td>
<td>298.62</td>
<td>396.98</td>
<td>625.76</td>
<td>963.66</td>
<td>1079.16</td>
</tr>
<tr>
<td>Stddev</td>
<td>2.09</td>
<td>6.89</td>
<td>19.69</td>
<td>25.51</td>
<td>28.12</td>
<td>46.29</td>
<td>57.63</td>
<td>99.96</td>
<td>274.92</td>
<td>353.71</td>
<td>359.13</td>
</tr>
<tr>
<td>Min</td>
<td>14.32</td>
<td>17.54</td>
<td>25.16</td>
<td>43.12</td>
<td>69.15</td>
<td>121.50</td>
<td>199.20</td>
<td>255.27</td>
<td>360.26</td>
<td>513.35</td>
<td>569.38</td>
</tr>
<tr>
<td>Max</td>
<td>23.72</td>
<td>38.25</td>
<td>100.01</td>
<td>146.01</td>
<td>205.94</td>
<td>278.30</td>
<td>477.24</td>
<td>656.46</td>
<td>1539.05</td>
<td>2064.30</td>
<td>2096.84</td>
</tr>
<tr>
<td><strong>HPIEF</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>39.67</td>
<td>55.28</td>
<td>93.24</td>
<td>137.82</td>
<td>200.39</td>
<td>277.33</td>
<td>378.82</td>
<td>533.55</td>
<td>642.43</td>
<td>874.87</td>
<td>908.95</td>
</tr>
<tr>
<td>Stddev</td>
<td>5.51</td>
<td>13.00</td>
<td>34.40</td>
<td>43.98</td>
<td>73.27</td>
<td>105.09</td>
<td>146.86</td>
<td>233.83</td>
<td>266.91</td>
<td>385.84</td>
<td>363.31</td>
</tr>
<tr>
<td>Min</td>
<td>31.07</td>
<td>37.56</td>
<td>45.29</td>
<td>55.53</td>
<td>69.20</td>
<td>84.06</td>
<td>103.58</td>
<td>114.62</td>
<td>130.30</td>
<td>165.84</td>
<td>169.59</td>
</tr>
<tr>
<td>Max</td>
<td>57.05</td>
<td>94.99</td>
<td>182.11</td>
<td>211.11</td>
<td>331.98</td>
<td>512.84</td>
<td>602.28</td>
<td>870.66</td>
<td>1023.77</td>
<td>1297.35</td>
<td>1350.16</td>
</tr>
<tr>
<td><strong>BnP-POLY</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>50.03</td>
<td>77.46</td>
<td>96.51</td>
<td>102.51</td>
<td>146.29</td>
<td>294.77</td>
<td>712.95</td>
<td>936.95</td>
<td>1281.41</td>
<td>1608.44</td>
<td>2130.64</td>
</tr>
<tr>
<td>Stddev</td>
<td>6.49</td>
<td>12.00</td>
<td>13.69</td>
<td>16.35</td>
<td>95.95</td>
<td>464.74</td>
<td>769.68</td>
<td>807.90</td>
<td>871.01</td>
<td>1016.13</td>
<td>1106.75</td>
</tr>
<tr>
<td>Min</td>
<td>36.48</td>
<td>55.54</td>
<td>67.21</td>
<td>80.60</td>
<td>92.13</td>
<td>102.89</td>
<td>126.45</td>
<td>127.95</td>
<td>153.58</td>
<td>293.59</td>
<td>257.74</td>
</tr>
<tr>
<td>Max</td>
<td>61.19</td>
<td>100.42</td>
<td>124.90</td>
<td>130.75</td>
<td>603.92</td>
<td>1880.82</td>
<td>2189.93</td>
<td>2001.10</td>
<td>3600.04</td>
<td>3600.05</td>
<td>3600.04</td>
</tr>
</tbody>
</table>
Additional theoretical results for a new kidney exchange model

In this appendix, we provide the full proof of Theorem 12 from Chapter 4. Recall the \((k, t)\)-representation with ignored edges: given an input of a directed graph \(G = (V, E)\), a subset \(F\) of \(E\), and integers \(k \geq 1\) and \(t \geq 0\), this problem asks whether there exist bit vectors \(d_i\) and \(p_i\) of length \(k\) for each \(i \in V\) such that the \(\{i, j\} \in F\) if and only if \(\langle d_i, p_j \rangle \leq t\).

Consider the gadget \(G_k\) defined as follows on a graph on \(\binom{k}{2} + k\) vertices. Let \(G_k^1\) be the graph defined in Theorem 11 on \(\binom{k}{2}\) vertices, i.e., the complement of a directed cycle on this many vertices. Associate with each vertex \(u \in G_k^1\) a unique element from \(\binom{k}{2}\) (all subsets of \([k]\) of size 2). Let \(G_k^2\) be an independent set of \(k\) vertices. For each vertex \(i \in G_k^2\), \(i \in [k]\), add an incoming edge into \(i\) from \(u \in G_k^2\) if and only if \(i \in S_u\). Figure B.1 shows \(G_4\).

Denote the donor neighborhood of \(i \in V\) by \(N_d(i) = \{j \in V : (i, j) \in E, i \neq j\}\), i.e., the set of patients compatible with donor \(i\). Similarly, the patient neighborhood of \(j \in V\) is \(N_p(j) = \{i \in V : (i, j) \in E, i \neq j\}\).

**Lemma 12.** There is a unique (up to permutations) \((k, 1)\)-representation of \(G_k\).

**Proof.** First consider \(G_k^1\). For all \(u \in V(G_k^1)\), since \(\{u, u - 1\} \not\in E(G_k^1)\), and the compatibility function is \(f_{\text{thresh}}\), there exist two distinct conflict bits \(q_1^u\) and \(q_2^u\) in \(Q_u(u)\cap Q_p(u-1)\). Moreover, for any \(u, v\) distinct, \(\{q_1^u, q_2^u\} \neq \{q_1^v, q_2^v\}\). Otherwise, \(\{q_1^u, q_2^u\} \subseteq Q_p(v-1)\) and \(\{q_1^v, q_2^v\} \subseteq Q_p(u-1)\), but at least one of the edges \(\{u, v-1\}\) or \(\{v, u-1\}\) exists in \(G_k^1\).

In addition, \(|Q_d(u)| = 2\) for all \(u \in V(G_k^1)\). Suppose not, and there exists a third distinct (from \(q_1^u\) and \(q_2^u\)) conflict bit \(q_3^u\) in \(Q_u(u)\). As the number of vertices is \(\binom{k}{2}\), there exists a vertex \(v_1\) with \(\{q_1^{v_1}, q_2^{v_1}\} = \{q_1^u, q_2^u\}\), and a (different) vertex \(v_2\) with \(\{q_1^{v_2}, q_2^{v_2}\} = \{q_3^u, q_4^u\}\). Then \(\{u, v_1 - 1\}\) and \(\{u, v_2 - 1\}\) are both not in \(E(G_k^1)\). However, \(u\) has edges to all vertices except itself and \(u - 1\), which is a contradiction, as \(u, v_1\), and \(v_2\) are all distinct. From this, it also follows that \(|Q_p(u)| = 2\).
We use the compatibility function \( \cup \) vectors associated with the vertices. We next show that \( S \) of the vertices, as well as the choices of the sets \( G \) additional graph more structure, it is not possible to tell in which donor vectors a particular conflict bit appears. The attribute vector, with a unique pair of bits per vertex, and \( Q \) is at most 1 is clear, as each patient vector is distinct and the position of its only zero is unique.

Consider vertex \( i \in [k] \) in \( G_k^2 \). It has an incoming edge from each vertex \( u \in V(G_k^1) \) such that \( i \in S_u \) and it is missing the \( \binom{k-1}{2} \) other possible incoming edges from \( G_k^1 \) (note that the labeling of the vertices, as well as the choices of the sets \( S_u \), are made without any knowledge of the bit-vectors associated with the vertices). We next show that \( |\cap_{u \in N_d(i)} Q_d(u)| = 1 \). That this quantity is at most 1 is clear, as \( Q_d(u) \) and \( Q_d(v) \) intersect in at most one conflict bit for all \( u, v \in V(G_k^1) \), \( u \neq v \). If this quantity were 0, then for some \( u, v \in N_p(i) \), \( Q_d(u) \cap Q_d(v) = \emptyset \). But then at least two zeroes would appear in \( Q_p(i) \), which is a contradiction as it implies that \( i \) would have more than \( k \) incoming edges. Thus, the patient vector \( p_i \) for \( i \in V(G_k^2) \) has exactly one zero and ones elsewhere. Moreover, since \( N_p(i) \neq N_p(j) \) for any distinct \( i, j \in [k] \), it follows that \( p_i \neq p_j \), so each patient vector is distinct and the position of its only zero is unique.

**Lemma 13.** Consider a digraph \( G \) having \( G_k \) as a subgraph and an additional vertex \( x \notin V(G_k) \). We use the compatibility function \( f_{\text{thresh}} \) and seek to find a \((k,1)\)-representation for the induced subgraph \( G[V(G_k) \cup \{x\}] \). Let \( U \subseteq V(G_k^1) \) having that property that if \( v \in V(G_k^1) \) with \( Q_d(v) \subseteq \cup_{u \in U} Q_d(u) \), then \( v \in U \). Let \( U' = \{ u \in V(G_k^1) : u + 1 \in U \} \). Let \( Q = \cup_{u \in U} Q_d(u) \).

If \( N_p(x) = V(G_k^1) \setminus U \), then \( Q_p(x) = Q \). If \( N_d(x) = V(G_k^1) \setminus U' \), then \( Q_d(x) = Q \).

**Proof.** We use the fact that there are exactly two bits set to one in the donor and patient vectors of each vertex in \( G_k \) in any \((k,1)\)-representation. For the first statement, since \( x \) has no edge from

![Figure B.1: Gadget \( G_4 \) with a subset of non-edges shown; all edges between circle vertices (those in \( G_k^2 \)) are also not in \( E \).](image-url)
The vertices in $G^k_2$ ground the $k$ bits used in each donor and patient vector. We think of the $k$ bits, in order, as corresponding to the $n$ positive literals, then their $n$ negations, followed by two “extra” bits. Then the index of literal $x_i$ will be $i$, and the index of literal $\bar{x}_i$ will be $n + i$. For $i$ and $j$ distinct in $V(G^k_2)$, $|N_p(i) \cap N_p(j)| = 1$ within $G_k$. Denote this vertex of $G^k_1$ by $v(i,j)$, and without loss of generality we can assume that $Q_d(v(i,j)) = \{i,j\}$.

The edges among vertices in the induced subgraph $G^k_2$ are already defined; we define (a subset) of the rest of the edges. Together, these comprise precisely the subset $F$ of the edges and non-edges specified as an input the instance we are creating of $(k,t)$-REPRESENTATION WITH IGNORED EDGES.

Vertex $v$ has no incoming edges, and the only outgoing edges from $v$ to $V(G')$ are to every variable vertex $v_i$, $i \in [n]$. The rest of the vertices that are not in $G_k$ have no outgoing edges at all, to either $V(G')$ or $V(G_k)$, and the only incoming edges are from vertices of $G^k_1$. Vertex $u$ has an incoming edge from every vertex of $G^k_1$ except $v(2n + 1, 2n + 2)$. For each variable vertex $v_i$, $i \in [n]$, it has an incoming edge from every vertex in $V(G^k_1)$ except $v(i, n + i)$. For each clause $c \in [m]$, let $\{c_1, c_2, c_3\}$ be the indices of the three literals that appear in $c$. Let $C \subset V(G^k_1)$ be $\{v(c_1, c_2), v(c_1, c_3), v(c_2, c_3), v(c_1, k), v(c_2, k), v(c_3, k)\}$. Then the vertex corresponding to $c$ has an incoming edge from every vertex in $V(G^k_1) \setminus C$.

Every vertex of $V(G')$ except for $v$ will have a donor vector with every bit set to one because there are no outgoing edges to any vertex of $G^k_1$, and $v$ will have an all-ones patient vector because it has no incoming edges from $G^k_1$. By Lemma 13, in any $(k,1)$-representation of $G$, vertex $u$ will have $Q_p(u) = \{2n + 1, 2n + 2\}$. Variable vertex $v_i$, $i \in [n]$, will have $Q_p(v_i) = \{i, n + i\}$. Clause vertex $c \in [m]$ will have $Q_p(c) = \{c_1, c_2, c_3, 2n + 2\}$.

Since the graph does not have an edge from $v$ to $u$, $\{2n + 1, 2n + 2\} \subseteq Q_d(v)$ (these are the only two conflict bits in $Q_p(u)$ and the threshold is 1). Since the graph has an edge from $v$ to each variable vertex $v_i$, $i \in [n]$, $Q_d(v)$ must contain at most one of the indices corresponding to the variable or its negation (there are no conflicts from the extra bits, which are set to 0 in the patient vector of $v_i$). Since the graph does not have an edge from $v$ to any of the clause vertices, it has to have at least one conflict bit in a position corresponding to one of the three literals in the clause (the other conflict comes from the extra bit $2n + 2$).

Thus, finding a suitable $(k,1)$-representation that satisfies the adjacencies of edges that appear in $F$ would involve finding an appropriate set $Q_d(v)$, which we have shown corresponds to choosing at most one value for each $x_i$, as well as choosing at least one literal that appears in each clause.
This is the same as the problem of finding a satisfying formula for the initial instance of 3SAT.

As an example, consider the 3SAT formula \( x_1 \lor \bar{x}_2 \lor x_3 \). Figure B.2 shows the most relevant part of the graph used in the reduction. One possible \((k, 1)\)-representation may have \( Q_d(v) = \{1, 7, 8\} \), indicating \( x_1 = 1 \) and the rest of the variables are arbitrary. Another example of a possible representation is \( Q_d(v) = \{1, 3, 5, 7, 8\} \), meaning \( x_1 = 1, x_2 = 0 \) (index 5 appears), and \( x_3 = 1 \). □

![Figure B.2: Example of 3SAT reduction to \((k, t)\)-representation.](image)

\[
\begin{align*}
Q_d(v_1) &= 10100000 \\
Q_d(v_1, x_3) &= 10001000 \\
Q_d(v_1, x_2) &= 00101000 \\
Q_d(v_1, x_1) &= 10000001 \\
Q_d(v_2) &= 00100001 \\
Q_d(v_2, x_3) &= 00001001 \\
Q_d(v_2, x_1) &= 10010000 \\
Q_d(v_2, x_2) &= 01001000 \\
Q_d(v_3) &= 00100100 \\
Q_d(v_3, x_3) &= 00100010 \\
Q_d(v_3, 8) &= 00010001 \\
Q_d(v_3, 7) &= 00000011 \\
Q_d(v_4) &= 01000001 \\
Q_d(v_4, x_3) &= 00000110 \\
Q_d(v_4, 8) &= 00000001 \\
Q_d(v_4, 7) &= 00000001 \\
Q_d(v_5) &= 00100000 \\
Q_d(v_5, x_2) &= 00001000 \\
Q_d(v_5, x_1) &= 00100010 \\
Q_d(v_5, x_3) &= 00000011 \\
Q_d(v_5, 8) &= 00000001 \\
Q_d(v_5, 7) &= 00000001 \\
Q_d(v_6) &= 00100000 \\
Q_d(v_6, x_2) &= 00001000 \\
Q_d(v_6, x_1) &= 00100010 \\
Q_d(v_6, x_3) &= 00000011 \\
Q_d(v_6, 8) &= 00000001 \\
Q_d(v_6, 7) &= 00000001 \\
Q_d(v_7) &= 00100000 \\
Q_d(v_7, x_2) &= 00001000 \\
Q_d(v_7, x_1) &= 00100010 \\
Q_d(v_7, x_3) &= 00000011 \\
Q_d(v_7, 8) &= 00000001 \\
Q_d(v_7, 7) &= 00000001 \\
Q_d(v_8) &= 00100000 \\
Q_d(v_8, x_2) &= 00001000 \\
Q_d(v_8, x_1) &= 00100010 \\
Q_d(v_8, x_3) &= 00000011 \\
Q_d(v_8, 8) &= 00000001 \\
Q_d(v_8, 7) &= 00000001 \\
Q_d(v_9) &= 00100000 \\
Q_d(v_9, x_2) &= 00001000 \\
Q_d(v_9, x_1) &= 00100010 \\
Q_d(v_9, x_3) &= 00000011 \\
Q_d(v_9, 8) &= 00000001 \\
Q_d(v_9, 7) &= 00000001 \\
Q_d(v_{10}) &= 00100000 \\
Q_d(v_{10}, x_2) &= 00001000 \\
Q_d(v_{10}, x_1) &= 00100010 \\
Q_d(v_{10}, x_3) &= 00000011 \\
Q_d(v_{10}, 8) &= 00000001 \\
Q_d(v_{10}, 7) &= 00000001
\end{align*}
\]
Additional experimental results for pre-match edge testing

C.1 Additional experimental results on UNOS graphs

In this appendix, we include additional experimental results on the same 169 compatibility graphs drawn from the real UNOS kidney exchange used in the adaptive and non-adaptive edge testing experiments of Section 5.10. These experiments mimic those of Section 5.10.2, only this time including in the analysis empty omniscient matchings. If an omniscient matching is empty, then our algorithm will achieve at most zero matches as well. In Section 5.10, we removed these cases from the experimental analysis because achieving zero matches (using any method) out of zero possible matches trivially achieves 100% of the omniscient matching; by not including those cases, we provided a more conservative experimental analysis. In this section, we include those cases and rerun the analysis.

Figure C.1 mimics Figure 5.15 from Section 5.10 in the body of this thesis. It shows results for 2-cycle matching on the UNOS compatibility graphs, without chains (left) and with chains (right), for $R \in \{0, 1, \ldots, 5\}$ and varying levels of $f \in \{0, 0.1, \ldots, 0.9\}$. We witness a marked increase in the fraction of omniscient matching achieved as $f$ gets close to 0.9; this is due to the relatively sparse UNOS graphs admitting no matchings for high failure rates.

Figure C.2 shows the same experiments as Figure C.1, only this time allowing both 2- and 3-cycles, without (left) and with (right) chains. It corresponds to Figure 5.16 in Section 5.10, and exhibits similar but weaker behavior to Figure C.1 for high failure rates. This demonstrates the power of including 3-cycles in the matching algorithm—we see that far fewer compatibility graphs admit no matchings under this less-restrictive matching policy.
C.2  Myopic incremental edge testing

In this section, we present a basic algorithm for incrementally testing edges in a non-batch setting; that is, we work under the assumption that testing can be performed and that information digested on an edge-by-edge basis. We compare against the batch adaptive edge testing algorithm from Section 5.10. By allowing the algorithm to receive and react to new information at a faster pace, this comparison allows us to measure, in some sense, the “cost of batching” in our initial adaptive algorithm. Indeed, while it may not be the case that immediate feedback without batching is realistic in the kidney exchange context, research in this direction may allow for even sparser
batches of edge testing in the context of the original batch algorithms.

Algorithm 5 implements a basic “expected improvement”-style algorithm (see, e.g., work by Jones et al. [122] for foundational work on general expected improvement algorithms) for adaptive edge testing of barter exchange graphs. It is initialized with a directed graph with edges that may or may not exist; it then tests edges one by one until an improvement-based stopping condition is met, or it runs out of edges to test. Iteratively, it myopically tests for existence the edge that improves the expected utility of the current optimal failure-aware matching—taking all previous edge tests into account—the most. This is determined by iterating over every edge $e$, with probability of existence $p_e$, calculating the expected utility of matching with that edge existing (denoted $o^+_e$) and without it existing (denoted $o^-_e$), and finding the edge $e^*$ with highest weighted average $o^* = p_e o^+_e + (1 - p_e) o^-_e$. That edge is then tested for existence and then set to exist or not exist (depending on the test) for all remaining iterations.

Code for Algorithm 5, as well as for the succeeding experiments, can be found at https://github.com/JohnDickerson/KidneyExchange in the kpd.rematch package.

We now perform an experimental comparison of Algorithm 5 and the batch adaptive algorithm of Section 5.10. We operate in essentially the same environment as the experiments of Sections 5.10.2 and C.1—drawing generated graphs that mimic the UNOS exchange by way of seeding a generator with the first 314 real UNOS match runs. The experiments are performed as follows. Draw a graph from the generator; in our experiments, we draw graphs such that $|V| = 100$. Determine probabilistically which edges exist and do not exist. First, determine the optimal matching given omniscience, that is, complete knowledge of edges’ existence. Next, run the adaptive batch algorithm for 5 batch matches (as in the experiments of in of Sections 5.10.2 and C.1), recording the match utilities realized for each number of batches and the number of edges tested. Then, run Algorithm 5—which tests edges one by one—and record the match utility at every step. Under all algorithms, simulated edge failures are exactly the same; that is, the underlying graph and its dynamics are identical.

Figure C.3 shows experimental results on the same set of generated graphs both allowing chains and not allowing chains. (In both sets of experiments, we allow 2- and 3-cycles, as is the case in most experiments in this thesis, and in most kidney exchange clearinghouses in practice.) The y-axis shows, for each number of rematches $R \in \{1, 2, 3, 4, 5\}$, the number of edges used by Algorithm 5 to achieve at least the utility of the batch algorithm, as a fraction of the number of edges used by the batch adaptive algorithm. For example, if the batch algorithm for $R = 2$ used 20 edges to achieve objective $o^{R=2}_B$, and Algorithm 5 achieved objective $o_A \geq o^{R=2}_B$ using just 10 edges, then this would appear on Figure C.3 as a point $10/20 = 0.5$ for the $R = 2$ line, for a given underlying failure rate. We vary on the x-axis uniform failure rates in $\{0.0, 0.1, \ldots, 1.0\}$ as in previous experiments. Thus, “lower is better“ in Figure C.3 in the sense that lower values show Algorithm 5 performing substantially fewer edge tests to achieve at least the same utility as the batch adaptive algorithm.

Figure C.3 shows that Algorithm 5 results in the greatest gains when the failure rates for edges are very low or very high. This is intuitive: when failure rates are low, most edges exist, and the batch adaptive algorithm will be too conservative, needlessly testing many edges that will likely exist in reality. When the failure rate is very high, the amount of information gained from testing a
Algorithm 5 Myopic edge test policy

1: function DoMyopicMatching(G = (V, E))
2: \[ E_+ = \emptyset; E_- = \emptyset \]
3: while \[ E_+ \cup E_- \neq E \] do
4: \[ o^* = \text{Match}(G, E_+, E_-) \]
5: \[ (o, e) = \text{GetBestEdge}(G, E_+, E_-) \]
6: if \[ o > o^* \land e \neq \emptyset \] then
7: if \text{EdgeExists}(e) then
8: \[ E_+ = E_+ \cup \{e\} \]
9: else
10: \[ E_- = E_- \cup \{e\} \]
11: else
12: break
13: return \((E_+, E_-)\)

14: function GetBestEdge(G = (V, E), E_+, E_-)
15: \[ e^* = \emptyset; o^* = 0 \]
16: for each \(e \in E \setminus (E_+ \cup E_-)\) do
17: \[ o_e^+ = \text{Match}(G, E_+ \cup \{e\}, E_-) \]
18: \[ o_e^- = \text{Match}(G, E_+, E_- \cup \{e\}) \]
19: \[ o_e = p_e o_e^+ + (1 - p_e) o_e^- \]
20: if \[ o_e > o^* \] then
21: \[ o^* = o_e; e^* = e \]
22: return \((o^*, e^*)\)

23: function Match(G = (V, E), E_+, E_-)
24: Performs optimal matching using the failure-aware algorithm from Section 5.5, with failure probabilities for edges in \(E_+\) set to 0.0 and all edges in \(E_-\) removed (or set to fail with probability 1.0), and all other as-of-now untested edges existing probabilistically.
25: return the utility of the matching minus \(\sum_{e \in E_+ \cup E_-} r_e\), the amount we have spent testing edges so far. (For our experiments, we ignore edge testing costs.)
Figure C.3: Real UNOS match runs, matching with 2- and 3-cycles, without chains (left) and with chains (right), not including zero-sized 0 matchings.

single edge and finding out that it exists is extremely high, and can be used to immediately guide the search toward other parts of a potential matching.

For realistic edge failure rates around 0.5, Algorithm 5 still provides a large gain (saving roughly 50% of edge tests) for $R = 1$; however, as we increase the number of rematches $R$, that gain tapers off. This is due in part to the number of edges tested by the batch matching algorithm in each round also tapering off as the number of rounds increases. As that algorithm tests and finds that parts of a matching exist, it will potentially include those tested edges (and cycles and chains) in future batch matchings; we do not count edge tests in a batch matching after the initial test, so the batch matching algorithm in some sense approaches the incremental edge testing strategy of Algorithm 5 as the number of batch rematches increases.
Additional liver and multi-organ exchange methodology and experimental results

D.1 A parameterized, realistic compatibility graph generator

In this section, we provide a more in-depth enumeration of the steps taken to generate realistic liver or multi-organ exchange compatibility graphs; a shorter explanation was given in Section 9.3.1. Section D.1.1 describes the process of drawing data from reliable sources (here, specific to the US), while Section D.1.2 shows how we feed this generated data into a graph creation algorithm that probabilistically determines the existence of compatible and incompatible candidate-donor pairs, as well as compatibility constraints between different candidate-donor pairs. As noted in Chapter 9, in the large and with high probability, graphs generated by this algorithm will mimic the demographics that would prevail in a large-scale fielded exchange in the US. (Plugging different raw data (e.g., gender, age, weight, blood type distributions) into the generator algorithm would provide realistic generation of non-US compatibility graphs.) Our generator is a generalization of (i.e., more powerful than) the current standard generator proposed by Saidman et al. [191].

D.1.1 Sampling from real-world data

Current medical knowledge is incapable of exactly predicting the compatibility of a particular donor and candidate. However, many attributes are known that can guide doctors—and algorithms—toward a realistic quantification of the chance of organ rejection. In this section, we describe these factors and the open source data sets that our algorithm uses to realistically sample the US population. In the discussions ahead, we use “OPTN” to refer to the data available from the Organ
Procurement and Transplantation Network.\textsuperscript{1} All OPTN data is current as of November 11, 2011.

**Gender**

While a donor of one gender can donate an organ to a candidate of another gender, we must take gender into account during graph generation. This is because other traits that affect the probability of a transplant’s success (e.g., weight or age) depend on a person’s gender. We draw candidate genders from the OPTN data set, and donor genders from the greater US population through the 2010 US Census report.\textsuperscript{2} Table \textit{D.1} shows the distributions of liver-needing candidates and the natural US population as donors. Men are very over-represented in the candidate pool. (Note that similar distributions can be obtained for kidney-needing candidates, and used in a multi-organ generator.)

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Candidate</td>
<td>61.71</td>
<td>38.29</td>
</tr>
<tr>
<td>Donor</td>
<td>48.53</td>
<td>51.47</td>
</tr>
</tbody>
</table>

\textbf{Table D.1:} Distribution of (liver) candidate and donor genders, drawn from OPTN and 2010 US Census data, respectively.

**Blood type**

A candidate and donor must be ABO blood type compatible (e.g., an A-type donor is compatible with A- and AB-type candidates), although blood type suppression through drugs is a recent advance that has the potential to remove this constraint \textsuperscript{204}. We draw candidate blood types from the OPTN distribution (dependent on gender), and donor blood types from the overall US.\textsuperscript{3} The OPTN distribution is roughly equal across genders, and both distributions are roughly equal to each other. Nevertheless, it is important to have this parameterized capability in the generator in the event that, for instance, some “harder” blood type (e.g., AB) gets over-represented in the candidate pool. Table \textit{D.2} shows the exact distribution and the ABO-compatibility matrix, with percentages shown for liver-needing candidates.

**Age**

Age plays a role in transplantation, but we were unable to find any specific quantification of the amount by which increased donor or candidate age (or, in the case of children, decreased candidate age) affects this success rate. Even without this information, age is important to model because it will allow us to generate a realistic distribution of candidate and donor weights, a trait whose

\textsuperscript{1}http://optn.transplant.hrsa.gov/data/
\textsuperscript{2}http://www.census.gov/compendia/statab/cats/population.html
\textsuperscript{3}http://bloodcenter.stanford.edu/about_blood/blood_types.html
effect is easily quantified. We sample ages (dependent on gender) for candidates from the OPTN pool and for the donors from the 2010 US Census at a granularity level of one year. To save space, Table D.3 does not separate the population into one-year segments as rows, while our generator does. In our generator we also take into account the constraint that organ donors must be 18 years old, and we normalize the distributions accordingly.

Table D.2: Left: ABO blood type compatibility matrix. Marks indicate a donor (row) as ABO-compatible with a candidate (column). Right: ABO percentages for candidates and donors.

<table>
<thead>
<tr>
<th>Donor</th>
<th>Candidate</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABO</td>
<td>O</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>O</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>B</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>AB</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table D.3: Probability distribution of ages, respective of candidate and donor gender.
Weight

Unlike in kidney exchange, the physical weight of both the candidate and donor play an enormous role in the feasibility of liver transplantation.\footnote{Large weight differences between donor and candidate can factor into kidney exchange as well, but this has not been taken into account in either the current state of the art generator or the weighting algorithms used in the fielded US-wide kidney exchange.} Intuitively, the size of a liver is generally proportional to the size of the person who grew it. In live liver donation, the donor’s liver is cut in two (one lobe is removed). For both donor and candidate to remain healthy, the slice of liver left in the donor must be large enough to maintain her life, and the slice of liver given to the candidate must be large enough to maintain his. Thus, a general rule of thumb that the donor must weigh as much as (or more than) the candidate is in place in live liver donation. We adopt that convention for liver exchange.

Given the age and gender (generated separately from OPTN data for candidate and US Census data for donors, as described earlier), we sample from a fine-grained table of weights recently released by the Center for Disease Control \cite{155}. This data, given on a by-year basis until age 20 and in increments of 5 years thereafter, includes mean weights, sample errors, and sample sizes. From this, we calculate a standard deviation and sample from a normal distribution with this mean and standard deviation. While there are issues with this method—most notably that the candidate weights may be drawn from a different distribution than the general US public, and that human weights are not distributed normally but are skewed toward weighing more—we feel that this sampling approach provides a reasonable starting point for future generation techniques. The full table of weights is omitted due to space.

HLA antibodies and antigens

In kidney exchange, tissue type (HLA antibodies and antigens) are another very important determinant of compatibility. A candidate and donor sharing antigen encoding on the same locus possibly results in a positive \textit{virtual crossmatch} across antigens. A positive virtual crossmatch means that the system can detect incompatibility. In kidney exchange graph generation, this is quantified by the probability that the candidate is not tissue-type compatible with a randomly drawn donor. This probability is called %PRA for panel reactivity antibody \cite{191}. Furthermore, tissue type can change over time, resulting in the need for contingency plans after the time of algorithmic matching but before the surgery. For example, if the candidate comes down with a cold or flu days before surgery, the surgery may need to be rescheduled or permanently canceled.

In liver exchange, %PRA plays less of a role due to the use of suppressant drugs. As such, while the generator supports %PRA (and can use sampled data from the OPTN databases\footnote{The relationship (e.g., parent-child, spousal) between candidate and donor can yield information on HLA compatibility (e.g., due to inheritance of HLA from each parent or changes in HLA antibodies due to pregnancy; see Saidman et al. \cite{191} for details), and is supported by the generator of Saidman et al. and our generator.}), we exclude %PRA in our liver experiments. However, %PRA is included in our multi-organ experiments for kidney candidates.
D.1.2 Generator algorithm

We now give the method for generating the compatibility graph from data sampled from the sources given in the previous section. Note that the probability distributions from the previous section (and the organs to which they pertain) can be swapped without affecting the correctness of the algorithm beyond the “is compatible” checks described below.

Algorithm 6 Compatibility graph generator

1: $G := (V = \emptyset, E = \emptyset)$
2: while $|V| < n$ do
3:   $c = \text{candidate}, d = \text{donor}$
4:   $c.d.\text{drawOrganType}()$
5:   $\{c, d\}.\text{drawGender}()$
6:   $\{c, d\}.\text{drawBlood}(\text{gender})$
7:   $\{c, d\}.\text{drawAge}(\text{gender})$
8:   $\{c, d\}.\text{drawTissueType}(\text{gender})$
9:   $\{c, d\}.\text{drawWeight}(\text{gender}, \text{age})$
10: if $\neg \text{isCompatible}(c, d)$ then
11:   $V = V \cup \{v^c.d\}$
12: for $v_i, v_j \in V \text{ s.t. } V_i \neq V_j \text{ do}$
13:   if $\text{isCompatible}(v^c_i, v^d_j)$ and $x \in U[0, 1] > f$ then
14:     if $\text{isWilling}(v_i, v_j)$ then
15:       $E = E \cup \{(v_i, v_j)\}$
16: return directed compatibility graph $G$

Algorithm 6 gives a two-step process for generating a compatibility graph $G = (V, E)$, given a number $n$, such that $|V| = n$. First, sample from real-world data until $n$ incompatible candidate-donor pairs are generated. When generating a liver exchange, one would set the algorithm to sample from the liver data given above; however, when generating a multi-organ exchange consisting of livers and kidneys, one would include the proper proportions of kidney and liver candidates and sample from the appropriate real-world data per organ. When we ran the liver and multi-organ experiments in Section 9.4, the kidney waitlist was 5.84 times longer than the liver waitlist, which was reflected in this algorithm. (When the experiments for Chapter 9 were run, the kidney waitlist was 6.50 times longer than the liver waitlist.)

If needed, the algorithm can easily be augmented to keep track of any compatible candidate-donor pairs generated. As is common practice in kidney exchange, these pairs are assumed to match on their own, and do not enter the pool. Recent kidney exchange research suggests that incentivizing even compatible pairs to join a nationwide exchange could result in better matchings [19, 178]. Other additions could be made to the algorithm as data becomes available (e.g., correlating donor and candidate characteristics under the assumption that a donor may likely come from the candidate’s family).

After $n$ incompatible candidate-donor pairs are generated, the algorithm steps through each pair $v_i, v_j$ of candidate-donor pairs and, if the latter’s candidate $v^c_j$ is compatible with the former’s
donor \( v_i^d \), then a directed edge is added from \( v_i \) to \( v_j \). Note the inclusion of an exogenous “incompatibility factor” \( f \in [0, 1] \) that, if prescribed, randomly determines an edge failure even in the case of a compatibility success. This factor is common in the kidney literature [22], and is used to account for incompleteness of medical knowledge and, during simulation, temporal fluctuations in candidate-donor compatibility.

Algorithm 6 calls a function \( \text{isCompatible}(c,d) \). In the liver case, this checks whether two patients are ABO-compatible and whether the donor’s weight is greater than or equal to the candidate’s weight. In the kidney case, this checks whether two patients are ABO-compatible and whether a virtual crossmatch based on tissue type returns negative. As better medical knowledge and data become available, this function can be generalized to take new compatibility aspects into account. The algorithm also calls a function \( \text{isWilling}(v_i, v_j) \), which returns true if the donor at \( v_i \) is willing to give an organ of the type needed by the patient in \( v_j \). This corresponds to, e.g., the probabilities \( p_{K \rightarrow L} \) and \( p_{L \rightarrow K} \) used in Chapter 9 theoretical and experimental sections.

D.2 Additional experimental results

In this section, we provide statistical significance testing for the dynamic bi-organ experiments of Section 9.4.3. The tables are organized as follows. Each table corresponds to a different distribution of compatibility graphs. Tables D.4, D.5, and D.6 give results for DENSE graphs with exogeneous incompatibility rates \( f = 0.5 \), \( f = 0.7 \), and \( f = 0.9 \), respectively. These tables support Figures 9.10 and 9.11 in the body of the paper. Table D.7 gives results for the UNOS family of graphs. This table supports Figure 9.12 in the body of the paper.

Each row in a table corresponds to a different value of \( p_{K \rightarrow L} \); the value of \( p_{K \rightarrow L} \) is specified in the first column of the table. From left to right, the columns represent: \( n \), the number of independent runs used to support the results in this row; the average number of patients matched in total for an independent liver and independent kidney exchange; the standard deviation of the previous; the average number of patients matched in total for a combined bi-organ exchange; the standard deviation of the previous; the percentage gain in number of matched patients achieved by combining exchanges; \( t \)-statistic from an independent samples \( t \)-test; the associated two-tailed \( p \)-value for the previous; \( U \)-statistic from a Mann-Whitney U test (roughly, a non-parametric version of the independent samples \( t \)-test); and the associated one-tailed \( p \)-value for the previous.
### Table D.4: Statistical significance testing for DENSE distribution graphs with \( f = 0.5 \).

<table>
<thead>
<tr>
<th>( p_{K \rightarrow L} )</th>
<th>Independent</th>
<th>Combined</th>
<th>t-test</th>
<th>Mann-Whitney</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f = 0.5 )</td>
<td>( n )</td>
<td>Avg. #</td>
<td>Stdev</td>
<td>Avg. #</td>
</tr>
<tr>
<td>0.0</td>
<td>90</td>
<td>5143.7</td>
<td>(129.9)</td>
<td>–</td>
</tr>
<tr>
<td>0.1</td>
<td>41</td>
<td>–</td>
<td>–</td>
<td>6059.4</td>
</tr>
<tr>
<td>0.2</td>
<td>53</td>
<td>–</td>
<td>–</td>
<td>6109.3</td>
</tr>
<tr>
<td>0.3</td>
<td>63</td>
<td>–</td>
<td>–</td>
<td>6110.4</td>
</tr>
<tr>
<td>0.4</td>
<td>79</td>
<td>–</td>
<td>–</td>
<td>6102.4</td>
</tr>
<tr>
<td>0.5</td>
<td>73</td>
<td>–</td>
<td>–</td>
<td>6137.5</td>
</tr>
<tr>
<td>0.6</td>
<td>83</td>
<td>–</td>
<td>–</td>
<td>6114.5</td>
</tr>
<tr>
<td>0.7</td>
<td>81</td>
<td>–</td>
<td>–</td>
<td>6156.4</td>
</tr>
<tr>
<td>0.8</td>
<td>77</td>
<td>–</td>
<td>–</td>
<td>6140.8</td>
</tr>
<tr>
<td>0.9</td>
<td>79</td>
<td>–</td>
<td>–</td>
<td>6182.7</td>
</tr>
<tr>
<td>1.0</td>
<td>81</td>
<td>–</td>
<td>–</td>
<td>6135.3</td>
</tr>
</tbody>
</table>

### Table D.5: Statistical significance testing for DENSE distribution graphs with \( f = 0.7 \).

<table>
<thead>
<tr>
<th>( p_{K \rightarrow L} )</th>
<th>Independent</th>
<th>Combined</th>
<th>t-test</th>
<th>Mann-Whitney</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f = 0.7 )</td>
<td>( n )</td>
<td>Avg. #</td>
<td>Stdev</td>
<td>Avg. #</td>
</tr>
<tr>
<td>0.0</td>
<td>99</td>
<td>4979.6</td>
<td>(127.6)</td>
<td>–</td>
</tr>
<tr>
<td>0.1</td>
<td>90</td>
<td>–</td>
<td>–</td>
<td>5655.3</td>
</tr>
<tr>
<td>0.2</td>
<td>69</td>
<td>–</td>
<td>–</td>
<td>5819.3</td>
</tr>
<tr>
<td>0.3</td>
<td>50</td>
<td>–</td>
<td>–</td>
<td>5838.9</td>
</tr>
<tr>
<td>0.4</td>
<td>35</td>
<td>–</td>
<td>–</td>
<td>5898.4</td>
</tr>
<tr>
<td>0.5</td>
<td>42</td>
<td>–</td>
<td>–</td>
<td>5914.6</td>
</tr>
<tr>
<td>0.6</td>
<td>32</td>
<td>–</td>
<td>–</td>
<td>5964.0</td>
</tr>
<tr>
<td>0.7</td>
<td>33</td>
<td>–</td>
<td>–</td>
<td>6011.4</td>
</tr>
<tr>
<td>0.8</td>
<td>36</td>
<td>–</td>
<td>–</td>
<td>6006.9</td>
</tr>
<tr>
<td>0.9</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>6010.4</td>
</tr>
<tr>
<td>1.0</td>
<td>36</td>
<td>–</td>
<td>–</td>
<td>6051.4</td>
</tr>
</tbody>
</table>
Table D.6: Statistical significance testing for DENSE distribution graphs with $f = 0.9$.

<table>
<thead>
<tr>
<th>$f = 0.9$</th>
<th>$p_{K \rightarrow L}$</th>
<th>Independent</th>
<th>Combined</th>
<th>$t$-test</th>
<th>Mann-Whitney</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n$</td>
<td>Avg. #</td>
<td>Stdev</td>
<td>Avg. #</td>
<td>Stdev</td>
</tr>
<tr>
<td>0.0</td>
<td>79</td>
<td>3708.4</td>
<td>(113.2)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0.1</td>
<td>79</td>
<td>–</td>
<td>–</td>
<td>4089.6</td>
<td>(113.3)</td>
</tr>
<tr>
<td>0.2</td>
<td>81</td>
<td>–</td>
<td>–</td>
<td>4298.0</td>
<td>(108.0)</td>
</tr>
<tr>
<td>0.3</td>
<td>82</td>
<td>–</td>
<td>–</td>
<td>4396.4</td>
<td>(121.8)</td>
</tr>
<tr>
<td>0.4</td>
<td>81</td>
<td>–</td>
<td>–</td>
<td>4435.6</td>
<td>(133.8)</td>
</tr>
<tr>
<td>0.5</td>
<td>81</td>
<td>–</td>
<td>–</td>
<td>4514.9</td>
<td>(129.4)</td>
</tr>
<tr>
<td>0.6</td>
<td>81</td>
<td>–</td>
<td>–</td>
<td>4591.5</td>
<td>(139.0)</td>
</tr>
<tr>
<td>0.7</td>
<td>78</td>
<td>–</td>
<td>–</td>
<td>4603.2</td>
<td>(133.8)</td>
</tr>
<tr>
<td>0.8</td>
<td>78</td>
<td>–</td>
<td>–</td>
<td>4641.6</td>
<td>(153.0)</td>
</tr>
<tr>
<td>0.9</td>
<td>78</td>
<td>–</td>
<td>–</td>
<td>4675.2</td>
<td>(112.6)</td>
</tr>
<tr>
<td>1.0</td>
<td>79</td>
<td>–</td>
<td>–</td>
<td>4695.1</td>
<td>(121.2)</td>
</tr>
</tbody>
</table>

Table D.7: Statistical significance testing for UNOS distribution graphs.

<table>
<thead>
<tr>
<th>UNOS $p_{K \rightarrow L}$</th>
<th>$n$</th>
<th>Avg. #</th>
<th>Stdev</th>
<th>Avg. #</th>
<th>Stdev</th>
<th>% Gain</th>
<th>$t$-test</th>
<th>Mann-Whitney</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t$</td>
<td>$p$</td>
<td>$U$</td>
<td>$p$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>82</td>
<td>4003.8</td>
<td>(108.3)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1959.5 &lt; 0.001</td>
</tr>
<tr>
<td>0.1</td>
<td>86</td>
<td>–</td>
<td>–</td>
<td>4099.5</td>
<td>(108.3)</td>
<td>2.39%</td>
<td>5.689</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>0.2</td>
<td>84</td>
<td>–</td>
<td>–</td>
<td>4162.9</td>
<td>(124.6)</td>
<td>3.97%</td>
<td>8.719</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>0.3</td>
<td>80</td>
<td>–</td>
<td>–</td>
<td>4211.5</td>
<td>(119.3)</td>
<td>5.19%</td>
<td>11.538</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>0.4</td>
<td>79</td>
<td>–</td>
<td>–</td>
<td>4210.4</td>
<td>(109.2)</td>
<td>5.16%</td>
<td>11.978</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>0.5</td>
<td>74</td>
<td>–</td>
<td>–</td>
<td>4252.8</td>
<td>(103.6)</td>
<td>6.22%</td>
<td>14.539</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>0.6</td>
<td>76</td>
<td>–</td>
<td>–</td>
<td>4263.4</td>
<td>(115.3)</td>
<td>6.48%</td>
<td>14.501</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>0.7</td>
<td>76</td>
<td>–</td>
<td>–</td>
<td>4304.1</td>
<td>(112.8)</td>
<td>7.50%</td>
<td>16.961</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>0.8</td>
<td>62</td>
<td>–</td>
<td>–</td>
<td>4313.6</td>
<td>(124.6)</td>
<td>7.74%</td>
<td>15.813</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>0.9</td>
<td>67</td>
<td>–</td>
<td>–</td>
<td>4298.3</td>
<td>(121.2)</td>
<td>7.36%</td>
<td>15.544</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>1.0</td>
<td>68</td>
<td>–</td>
<td>–</td>
<td>4304.3</td>
<td>(120.7)</td>
<td>7.51%</td>
<td>15.949</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>
E.1 Introduction

In matching problems, a central clearinghouse pairs agents with other agents, transactions, or contracts. Most classical matching problems—matching medical residents to hospitals, matching students to schools—are static, where agents and items exist at the same time, are matched, and then the market disappears; however, many real-world matching problems are dynamic, with agents arriving and departing over time in a persistent market. In Chapters 6 and 8, we explored optimization-based approaches to learning matching policies for a single dynamic matching market; this appendix presents ongoing work that addresses a generalization of that setting.

Many dynamic matching applications involve multiple competing clearinghouses with overlapping sets of participants. For example, a lonely graduate student may register on two dating websites (e.g., Match.com and OkCupid), or choose to only register on one. Thus, a member of both sites can be matched to any member of either site, while single-site members can only be matched to members of their specific dating market. The clearinghouses then compete on a metric like total number of matches. It is also common for patient-donor pairs in kidney exchange to register on multiple exchanges, an application we explore in detail later.

In this chapter, we explore, in a dynamic matching setting, how rival clearinghouses affect global social welfare in terms of total agents matched relative to a world in which all agents enter exactly one market, which can optimize for how to match them independently. This is early-stage work with Sanmay Das and Zhuoshu Li at Washington University in St. Louis; a preliminary version of this research appeared at AMMA-2015 [65].
E.1.1 Our contribution

This chapter’s major contribution is the extension of a recent framework of dynamic matching due to Akbarpour et al. [9] to two rival matching markets with overlapping pools. Specifically, we formalize a two-market model where agents enter one market or both markets; they can then be matched to other agents who have joined the same market or both markets. The markets adhere to different matching policies, with one matching greedily and the other building market thickness through a patient policy. We provide an analytic lower bound on the loss, or the expected fraction of vertices who enter and leave the pool without finding a match, of the two-market model and show that it is higher than running a single “patient” market. We also provide a quantitative method for determining the loss of the two-market model.

Our work draws motivation from kidney exchange, an instantiation of barter exchange where patients paired with willing but medically incompatible donors swap those donors with other patients. In the United States, multiple fielded kidney exchanges exist, and patient-donor pairs are entered simultaneously into one or more of these markets, based on geographical location, travel preferences, home transplant center preferences, or other logistical reasons. Individual kidney exchange clearinghouses have incentive to compete on number of matches performed within their specific pools; yet, fragmenting the market across multiple exchanges operating under different matching policies may lower global welfare. We provide the first experimental evidence on dynamic kidney exchange graphs showing that this may indeed be the case.

E.1.2 Related work

Most related to our work is a recent paper by Akbarpour et al. [9], which presents a general framework for bilateral dynamic matching in a single market and analyzes the efficacy of a variety of matching policies over time. We build directly on that framework and delay a more in-depth review of that work until Section E.2.

Dynamic matching in a single market has been explored in many domain-specific applications. Some examples are given below for both one-sided and two-sided traditional matching markets, as well as for barter exchanges; this list is not exhaustive.

One-sided markets. In these settings, only one side (the agents) has preferences over the other (the items). Waiting lists are used in many applications as a mechanism for allocating the items, which are scarce resources, to agents. Both agents and items arrive over time, and an agents’ priority for an arriving item can be set by a variety of factors. Examples of waiting list applications include public housing assignment [127, 128, 145] and cadaveric organ allocation [37, 202, 223]. In a two-period dynamic housing allocation problem, agents can either apply for a public good (e.g., a house) in the first stage and receive priority in that stage, or opt out in the first stage and receive priority in the second stage [3]. Other variants of the dynamic housing allocation problem have also been addressed where, e.g., agents arrive and depart and, upon departure, an agent’s allocated item is then given to an existing agent in the waiting pool [42, 139].

Two-sided markets. In two-sided markets, participating agents belong to one of two disjoint sets (e.g., “firms” or “workers”), but an agent on either side will have preferences over those on the other. In online labor marketplaces like Upwork, employers and applicants arrive and depart over
time and are interested in finding an acceptable match [18, 123]. In the dynamic school choice problem, schools exist permanently and indefinitely, but students arrive and depart periodically in a discrete time model [130]. Students matched to a school at one time period may be matched to a new school at a different time period. Schools and students have preference orderings over each other, based on the utility provided to one side by being allocated an element or elements of the other. Finally, generalizations of the online bipartite matching problem as originally introduced by Karp et al. [129] have recently seen great real-world impact in Internet ad allocation [158, 159].

We note that our work does not assume a bipartite structure in the matching graph—as in [3, 18, 42, 111, 123, 127, 128, 130, 139, 145, 202, 213, 223] and much of the static matching mechanism design literature—and involves more than a single market.

**Barter exchange.** In barter exchange, agents can directly swap goods with other agents in cycles of length greater than or equal to two. One fielded example is kidney exchange [184], where patients with end-stage renal failure and willing but incompatible paired donors swap those donors with other patients. Ünver [213] was the first to address dynamic kidney exchange, where patient-donor pairs arrive and depart over time, with recent follow-up work by Ashlagi et al. [24] and Anderson et al. [15]. All three papers look at matching policies that aim to maximize (discounted) social welfare. Particularly relevant to real-world kidney exchanges are batching policies, where a market clearing occurs at a fixed interval; some theoretical and empirical explorations of this class of policy has been performed [15, 17, 24, 27]. Learning approaches have also been used to determine more complex matching policies that adhere to specific data distributions [70, 73]; some of these approaches were discussed in Chapters 6 and 8.

To our knowledge, no work in the general barter exchange or kidney exchange literature has addressed multiple competing exchanges, a problem that is especially relevant in the US now, and, as kidney exchanges move to international swapping, will soon become relevant worldwide.

Interacting mechanisms have been studied in a variety of domains like auctions [52, 162], adaptations of settings from the classical multi-agent systems literature [196], and in two-sided networks that typically exhibit winner-take-all dynamics, where only one or a few large players (e.g., credit card companies, computer operating systems, HMOs) prevail due to network effects [87]. Recent work by Ostrovsky [171] generalizes traditional two-sided matching to a supply chain model with interconnected markets represented as nodes in a path, such that an “upstream” neighbor’s supply overlaps with its “downstream” neighbor’s demand. Relatively little work focuses on markets competing based on variable scheduling or clearing policies, with notable exceptions in cloud or grid computing [21] and in financial markets [51]. To the best of our knowledge, no work looks at competition between two markets in a general framework of dynamic bilateral matching, as this chapter does.

**E.2 Greedy and patient exchanges**

We begin by restating some of the most important results of Akbarpour et al. [9], which will serve as the foundation for our model of competing exchanges. Akbarpour et al. analyze “greedy” and “patient” matching policies—and interpolations between the two—by building stochastic continuous-time bilateral matching models of exchanges running these policies, then measuring the efficacy
of the policies in terms of discounted social welfare.

More specifically, an exchange is running in the continuous-time interval \([0, T]\), with agents arriving according to a Poisson process with rate parameter \(m \geq 1\). The exchange determines whether potential bilateral transactions between agents are either acceptable or unacceptable. The probability of an acceptable transaction existing between any pair of distinct agents is defined as \(d/m\), \(0 \leq d \leq m\), and is independent of any other pair of agents in the market. Each agent \(a\) remains in the market for a sojourn \(s(a)\) drawn independently from an exponential distribution with rate parameter \(\lambda = 1\); the agent becomes critical immediately before her sojourn ends, and this criticality is known to the exchange. An agent leaves either upon being matched successfully by the exchange or upon becoming critical and remaining unmatched, at which point she perishes.

At any time \(t \geq 0\), the network of acceptable transactions among agents forms a random graph \(G_t = (A_t, E_t)\), where the agents in the exchange at time \(t\) form the vertex set \(A_t\), and the acceptable transactions between agents forms the edge set \(E_t\). We assume \(A_0 = \emptyset\). Let \(A^n_t\) denote the set of agents who enter the exchange at time \(t\), such that with probability 1, \(|A^n_t| \leq 1\) for any \(t \geq 0\). Finally, let \(A = \bigcup_{t \leq T} A^n_t\).

Akbarpour et al. [9] present a parameterized space of online matching policies, with a focus specifically on two: Patient and Greedy. (In the next section, we will present a novel model of two overlapping exchanges, one running the Patient policy and the other running the Greedy policy.) As described above, vertex arrivals are treated as a continuous-time stochastic process. These policies behave as follows.

**Greedy.** The Greedy matching algorithm attempts to match each entering agent immediately by selecting one of its neighbors (if a neighbor exists at the time of entry) uniformly at random. One obvious consequence of this is that the remaining graph of unmatched agents at any instant is always empty. We refer to a market running this policy as the Greedy market or simply Greedy for the rest of the chapter.

**Patient.** The Patient matching algorithm attempts to match each agent only at the instant she becomes critical. As with Greedy, if a critical agent has multiple neighbors, only one is selected uniformly at random. We refer to a market running the Patient policy as a Patient market or simply Patient when appropriate.

If the random graph model is Erdős-Rényi [88] when not considering arrivals, departures, and matching, then the remaining graph at any instant is also Erdős-Rényi with parameter \(d/m\); furthermore, \(d\) is the average degree of the agents. Both the Patient and Greedy policies maintain this observation.

The main result of Akbarpour et al. [9] is that waiting to thicken the market can be substantially more important than increasing the speed of transactions. Formally, the Patient exchange dramatically reduces the number of agents who perish (and thus leave the exchange without finding a match) compared to the Greedy exchange.

In the Akbarpour et al. [9] paper, an agent \(a\) receives zero utility if she perishes, or \(u(a) = 0\). If she is matched, she receives a utility of 1 discounted at rate \(\delta\), or \(u(a) = e^{-\delta s(a)}\). In this work, we focus on the special case of \(\delta = 0\) (i.e., we only consider whether or not an agent is matched), and leave the \(\delta \neq 0\) case for future research. Let \(\text{ALG}(T) := \{a \in A : a\) is matched by ALG by time \(T\}\). Then, in this model, the loss of an algorithm ALG is defined
as the ratio of the expected number of perished agents to the expected size of $A$, as shown in Equation E.1.

$$L(\text{ALG}) = \frac{E[|A - \text{ALG}(T) - A_T|]}{E(|A|)} = \frac{E[|A - \text{ALG}(T) - A_T|]}{mT} \tag{E.1}$$

At any time $t \in [0, T]$, let $Z_{g,t}, Z_{p,t}$ represent the size of the pools under the Greedy and Patient matching policies, respectively. Then, Akbarpour et al. [9] proved that the Markov chain on $Z_{t}$ has a unique stationary distribution under either of those policies. Furthermore, let $\pi_g, \pi_p : \mathbb{N} \to \mathbb{R}^+$ be the unique stationary distribution of the Markov chain on $Z_{g,t}, Z_{p,t}$, respectively, and let $\xi_g := E_{Z_g \sim \pi_g}[Z_g], \xi_p := E_{Z_p \sim \pi_p}[Z_p]$ be the expected size of the pool under the stationary distribution under Greedy and Patient. Then, the following observations can be made.

**Loss of Greedy.** If a Greedy exchange is run for a sufficiently long time, then $L(\text{Greedy}) \approx \frac{\xi_g}{m}$. The intuition here is that the Greedy pool is (almost) always an empty graph. Equation E.2 formalizes the loss.

$$L(\text{Greedy}) = \frac{1}{mT} E \left[ \int_0^T Z_{g,t} dt \right] = \frac{1}{mT} \int_0^T E [Z_{g,t}] dt \tag{E.2}$$

**Loss of Patient.** If a Patient exchange is run for a sufficiently long time, at any point in time it is an Erdős-Rényi random graph. So once an agent becomes critical, she has no acceptable transaction with probability $(1 - d/m)^{Z_{p,t}-1}$. Thus, $L(\text{Patient}) \approx \frac{\xi_p(1-d/m)^{\xi_p-1}}{m}$. Equation E.3 formalizes the loss of a Patient market.

$$L(\text{Patient}) = \frac{1}{mT} E \left[ \int_0^T Z_{p,t} (1 - d/m)^{Z_{p,t}-1} dt \right] = \frac{1}{mT} \int_0^T E [Z_{p,t} (1 - d/m)^{Z_{p,t}-1}] dt \tag{E.3}$$

### E.3 Overlapping exchanges

The key result of Akbarpour et al. [9] is that a greedy dynamic matching market leads to significantly lower global social welfare than a patient matching market with full knowledge of criticality. The central question of this chapter is what happens in a situation where a greedy exchange and a patient exchange exist simultaneously and compete with each other to match some shared portion of the population. Agents in this overlapping subset of the population join both exchanges simultaneously and accept the first match offer from either of the constituent exchanges.

Drawing on Section E.2, we model this in a similar stochastic, continuous-time framework as follows. Agents arrive at the Competing market (a model for the whole system, incorporating both the Greedy and Patient exchanges) at some rate $m$ according to a Poisson process. For each agent, the probability of entering both the Greedy exchange and the Patient exchange is $\gamma$, the probability of entering the Greedy exchange alone is $(1 - \gamma)\alpha$, and the probability of entering the Patient exchange alone is $(1 - \gamma)(1 - \alpha)$, where $\gamma, \alpha \in [0, 1]$. The probability that a bilateral transaction
between each pair of agents is acceptable remains $d/m$, conditioned on both agents being mutually “visible” to an exchange. The agents’ rates of perishing, received utility for being (un)matched, and other settings are otherwise the same as in Section E.2.

We analyze the Competing market as three separate evolving pools:

**Greedy** is the pool consisting of agents who enter the Greedy exchange only (with probability $\alpha(1 - \gamma)$).

**Patient** is the pool consisting of agents who enter the Patient exchange only (with probability $(1 - \alpha)(1 - \gamma)$).

**Both** is the pool consisting of agents who enter both exchanges (with probability $\gamma$).

We use $\hat{Z}_{g,t}, \hat{Z}_{p,t}$ and $\hat{Z}_{b,t}$ to denote the size of Greedy, Patient, and Both, respectively, at any time $t$. Similar to an exchange running a single Greedy or Patient matching policy, the Markov chain on $\hat{Z}_{t}$ also has a unique stationary distribution. Let $\hat{\pi} : \mathbb{N} \to \mathbb{R}^+$ be the unique stationary distribution of the Markov chain on $\hat{Z}_{t}$, and let $\hat{\xi} := \mathbb{E}_{Z \sim \hat{\pi}}[\hat{Z}]$ be the expected size of the pool under the stationary distribution. Using this, we will define the loss of Greedy, $\hat{L}(\text{Greedy})$, the loss of Patient, $\hat{L}(\text{Patient})$, and the loss of Both, $\hat{L}(\text{Both})$.

First, note that the graph formed by the agents in Greedy is empty, so the loss—as in Equation E.2—can be approximated by $\hat{L}(\text{Greedy}) \approx \hat{\xi}_g m$.

Next, we consider the agents in Both. If an edge exists between an agent in Both and an existing agent in Greedy or another agent in Both, she will be matched immediately by the Greedy exchange (and thus does not contribute to the loss). Similar to the Greedy case, at any point in time $t$, the Both pool is an empty graph; thus, any unmatched agents who become critical in Both will only be matched to agents in Patient. Thus, these leftover agents in Both have no acceptable transactions with probability $(1 - d/m)\hat{Z}_{p,t}$. Since each agent becomes critical with rate 1, letting Competing market run for a sufficiently long time results in $\hat{L}(\text{Both}) \approx \hat{\xi}_b(1 - d/m)\hat{\xi}_p + \hat{\xi}_b - 1$, where $\hat{\xi}_b, \hat{\xi}_p$ are the previously defined expected sizes of Both and Patient.

Finally, we consider the Patient pool. At any time $t$, the agents who remain in Patient potentially have acceptable transactions with only the agents in Both and the agents in Patient. Hence, in $\tilde{Z}_{p,t}$, once an agent is critical, she has no acceptable transactions with probability $(1 - d/m)\tilde{Z}_{p,t} + \tilde{Z}_{b,t} - 1$. Similarly, each agent becomes critical with rate 1; thus, if we allow the Competing market a sufficiently long execution window, $\hat{L}(\text{Patient}) \approx \hat{\xi}_p(1 - d/m)\hat{\xi}_p + \hat{\xi}_b - 1$.

Because the three pools of agents—Greedy, Patient, and Both—are disjoint (although they may be connected via possible transactions in the ways listed above), we can define the total loss of the Competing market as follows.

$$L(\text{Competing}) \approx \frac{\hat{\xi}_g + \hat{\xi}_p(1 - d/m)\hat{\xi}_p + \hat{\xi}_b - 1 + \hat{\xi}_b(1 - d/m)\hat{\xi}_p}{m}. \quad (E.4)$$

A more precise version of Equation E.4 follow as Equation E.5; we will make use of this form.
in Section E.5.

\[
L(\text{Competing}) = \frac{1}{mT} \mathbb{E} \left[ \int_0^T \dot{Z}_{p,t}(1 - d/m)\dot{Z}_{p,t} + \dot{Z}_{b,t} \, dt \right] 
+ \mathbb{E} \left[ \int_0^T \dot{Z}_{b,t}(1 - d/m)\dot{Z}_{p,t} + \dot{Z}_{g,t} \, dt \right] 
= \frac{1}{mT} \int_0^T \mathbb{E} \left[ \dot{Z}_{p,t}(1 - d/m)\dot{Z}_{p,t} + \dot{Z}_{b,t} \right] \, dt 

(E.5)
\]

Unfortunately, we do not have a closed form expression for the stationary distribution or the expected size of the pool under the stationary distribution. We note that each of \( \hat{\xi}_g \), \( \hat{\xi}_p \), and \( \hat{\xi}_b \) can be approximated well using Monte Carlo simulations—thus, Equation E.4 can be solved numerically. We do this in Section E.5.1 for two parameterizations of the rival market setting.

### E.4 A bound on total loss

While we do not have a closed form for the exact expected loss of the Competing market as described by Equation E.4, we can provide bounds on the overall loss. In this section, we give one such bound for the global loss under the constraint that Greedy \( c \) is more likely to receive agents than the overlapping Both \( c \) exchange. Formally, this occurs when \( \gamma \leq 0.5 \) and \( \alpha \geq \frac{\gamma}{1 - \gamma} \). We also impose some loose requirements on the arrival rate of vertices to the exchange and the probability of an acceptable transaction existing between two agents; intuitively, the exchange cannot be “too small” or “too sparse,” which we formalize below. Under these assumptions, we use the bound to prove Theorem 22, which states that a single Patient market outperforms the Competing market.

**Theorem 22.** Assume \( \gamma \leq 0.5 \), \( m > 10d \), and \( \alpha(1 - \gamma) \geq \max \{ \gamma, \frac{1}{2} e^{-d/2(1+3d)} \} \). Then, as \( m \to \infty \) and \( T \to \infty \), almost surely

\[
L(\text{Competing}) > L(\text{Patient}).
\]

**Proof.** We prove the theorem by giving a lower bound on \( \hat{L}(\text{Greedy}_c) \), the loss of only the greedy portion of the Competing market. In our model, the fraction of agents entering only the Greedy \( c \) side of the market is \( \alpha(1 - \gamma) \); for notational simplicity, we use \( x := \alpha(1 - \gamma) \) in this proof. Similarly, the fraction of agents entering Both \( c \) is \( \gamma \); again, for notational simplicity, we use \( y := \gamma \) throughout this proof.

As before, let \( \hat{Z}_{g,t} \) be the size of Greedy \( c \) at any \( t \in [0, T] \), and \( \hat{\tau} \) the expected size of the Greedy \( c \) pool. Similarly, let \( \hat{Z}_{b,t} \) be the size of Both \( c \) at any \( t \in [0, T] \), and \( \hat{\eta} \) the expected size of the Both \( c \) pool. That is,

\[
\hat{\tau} := \mathbb{E}_{t \sim \text{unif}[0, T]} \left[ \hat{Z}_{g,t} \right] \quad \text{and} \quad \hat{\eta} := \mathbb{E}_{t \sim \text{unif}[0, T]} \left[ \hat{Z}_{b,t} \right].
\]

By assumption, \( \alpha(1 - \gamma) \geq \gamma \); that is, the arrival rate of Greedy \( c \) is greater than or equal to the arrival rate of Both \( c \). In this case, \( \hat{\tau} \geq \hat{\eta} \); the Greedy matching policy removes vertices from both
Both, and Greedy, while the Patient matching policy removes vertices from only Both, which means the matching rate for Both, is greater than the matching rate for Greedy.

From Akbarpour et al. [9], we know the expected rate of perishing of the individual Greedy exchange is equal to the pool size because the Greedy matching policy does not react to the criticality of an agent at any time $t$ in its pool and each critical agent will perish with probability 1. Therefore, we can draw directly on Equation E.2 to write

$$\hat{L}_{\text{Greedy}} = \frac{1}{xmT} \mathbb{E}\left[\int_{t=0}^{T} dt \cdot \hat{Z}_{g,t}\right] = \frac{\hat{\tau}}{xm}. \quad (E.6)$$

We know $x$ and $m$, so lower bounding $\hat{\tau}$ will result in an analytic lower bound on $\hat{L}_{\text{Greedy}}$. Following the ideas of Akbarpour et al. [9], we do this by lower bounding the probability that an agent $a$ does not ever have an acceptable transaction for the duration of her sojourn $s(a)$. Because these agents cannot be matched by any matching policy, this directly gives a lower bound on $\hat{L}_{\text{Greedy}}$. Toward this end, fix an agent $a \in A$ who enters Greedy at time $t_0 \in \text{unif}[0, T]$ and draws a sojourn $s(a) = t$. Let $f_{s(a)}(t)$ be the probability density function at $t$ of $s(a)$. Then we can write the probability that $a$ will never have a neighbor (i.e., possible match) as

$$\mathbb{P}[N(a) = \emptyset] = \int_{t=0}^{\infty} f_{s(a)}(t) \mathbb{E}\left[(1 - d/m)^\hat{Z}_{g,t_0} + \hat{Z}_{b,t_0}\right]$$

$$\mathbb{E}\left[(1 - d/m)^{AG_{n,t_0+t_0+AB_{n,t_0+t_0}}\|}dt,$$

where $AG_{n,t_0+t}$ (resp. $AB_{n,t_0+t}$) denotes the set of agents who enter Greedy (resp. Both) in time interval $[t_0, t_0 + t]$. The first expectation captures the probability that agent $a$ has no matching at the moment of entry and the second expectation considers the probability that no new agents that can match with $a$ arrive during her sojourn.

Using Jensen’s inequality, we have

$$\mathbb{P}[N(a) = \emptyset] \geq \int_{t=0}^{\infty} e^{-t}(1 - d/m)^\mathbb{E}[\hat{Z}_{g,t_0} + \hat{Z}_{b,t_0}]$$

$$(1 - d/m)^\mathbb{E}[\|AG_{n,t_0+t_0+AB_{n,t_0+t_0}}\|] dt$$

$$= \int_{t=0}^{\infty} e^{-t}(1 - d/m)^{\hat{\tau} + \hat{\eta}}(1 - d/m)^{(x+y)mt} dt.$$
described earlier, \( \hat{\tau} \geq \hat{\eta} \) (when \( \gamma \leq 0.5 \) and \( \alpha \geq \frac{\gamma}{1-\gamma} \), as assumed). Therefore,

\[
\hat{L}(\text{Greedy}_c) \geq \mathbb{P}[N(a) = \emptyset] \geq e^{-(\hat{\tau} + \hat{\eta})(d/m + d^2/m^2)} \\
\times \int_{t=0}^{\infty} e^{-t-(x+y)(t)(d/m + d^2/m^2)} dt \\
\geq \frac{1 - (\hat{\tau} + \hat{\eta})(1 + d/m)d/m}{1 + (x + y)d + (x + y)d^2/m} \\
\geq \frac{1 - 2\hat{\tau}(1 + d/m)d/m}{1 + (x + y)d + (x + y)d^2/m},
\]

(E.7)

where the third inequality is obtained from the fact that \( e^{-z} \geq 1 - z \) when \( z \geq 0 \), here \( z = (\hat{\tau} + \hat{\eta})(d/m + d^2/m^2) \).

Combining Equation E.6 and Equation E.7,

\[
\hat{L}(\text{Greedy}_c) = \frac{\hat{\tau}}{xm} \geq \frac{1 - 2\hat{\tau}(1 + d/m)d/m}{1 + (x + y)d + (x + y)d^2/m},
\]

which gives us a lower bound for \( \hat{\tau} \),

\[
\hat{\tau} \geq \frac{xm}{1 + (3x + y)d + (3x + y)d^2/m}.
\]

Thus, as \( m \to \infty \), we get,

\[
\hat{L}(\text{Greedy}_c) \geq \frac{1}{1 + (3x + y)d + (3x + y)d^2/m} \geq \frac{1}{1 + 3d}.
\]

We are interested in bounding the total loss of the Competing market, which is \( L(\text{Competing}) = x\hat{L}(\text{Greedy}_c) + (1 - \alpha)(1 - \gamma)\hat{L}(\text{Patient}_c) + y\hat{L}(\text{Both}_c) \). By definition, both \( \hat{L}(\text{Patient}_c) \geq 0 \) and \( \hat{L}(\text{Both}_c) \geq 0 \), and by Equation E.4, \( \hat{L}(\text{Greedy}_c) \geq \frac{1}{1 + 3d} \). Thus,

\[
L(\text{Competing}) \geq \frac{x}{1 + 3d}.
\]

Akbarpour et al. [9] showed that running an individual Patient market results in exponentially small loss \( L(\text{Patient}) < \frac{1}{2}e^{-d/2} \). Thus, as \( T, m \to \infty \), we can get,

\[
L(\text{Competing}) > L(\text{Patient}).
\]

(E.8)

We note that the result of Theorem 22 holds for only a section of the possible parameterizations of a Competing market—specifically, when \( \gamma \leq 0.5 \) and \( \alpha \geq \frac{\gamma}{1-\gamma} \). In the next section, we will give numerical results showing that this result—that the loss of the Competing market is greater than the loss of an individual Patient exchange—appears to hold for a vastly larger space of values of \( \gamma \) and \( \alpha \). Indeed, experimentally, we will see that the loss of the Competing market is sometimes greater than the loss of an individual Greedy exchange, which itself is substantially greater than the loss of an individual Patient exchange.
E.5 Experimental validation

In this section, we provide experimental validation of the theoretical results presented in Sections E.3 and E.4. Section E.5.1 quantifies the loss due to competing markets as described by Equation E.4, while Section E.5.2 expands the model to kidney exchange and draws from realistic data to quantify the loss of competing kidney exchange clearinghouses.

E.5.1 Dynamic matching

In Section E.3, we gave a method for computing the expected loss due to competing markets as Equation E.4; however, we were unable to derive closed forms for the expected size of the competing, patient, and greedy pools ($\hat{\xi}_b$, $\hat{\xi}_p$, and $\hat{\xi}_g$, respectively) under the stationary distribution. These quantities can be estimated using Monte Carlo simulation for different entrance rates $m$. We do that now.

Figures E.1a and E.1b simulate agents entering the Greedy$_c$, Both$_c$, and Patient$_c$ markets according to a Poisson process with rate parameter $m = 1000$ and remaining for a sojourn drawn from an exponential distribution with rate parameter $\lambda = 1$. An agent chooses to enter Both$_c$ with probability $\gamma$, only Greedy$_c$ with probability $\alpha(1-\gamma)$, and only Patient$_c$ with probability $(1-\alpha)(1-\gamma)$, as in the theory above. We vary $\alpha \in \{0, 0.1, \ldots, 1\}$ and $\gamma \in \{0, 0.1, \ldots, 1\}$, and plot the global loss realized for each of these parameter settings.

\begin{figure}[h]
\centering
\begin{subfigure}{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{figure1a.png}
\caption{Average loss (y-axis) as the overlap between markets $\gamma$ increases (x-axis), for different values of $\alpha$.}
\end{subfigure}
\begin{subfigure}{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{figure1b.png}
\caption{Average loss (y-axis) as the probability $\alpha$ of entering Patient$_c$ or Greedy$_c$ changes (x-axis), for different values of the market overlap $\gamma$.}
\end{subfigure}
\end{figure}

Figure E.1: Average loss as the probability $\alpha$ of entering Patient$_c$ or Greedy$_c$ (left) or the overlap between the two markets $\gamma$ (right) changes, with entrance rate parameter $m = 1000$ and $d = 2$. The loss of individual Patient and Greedy markets are shown as thick black and thick dashed bars, respectively.
Immediately obvious is that running a single Patient market results in dramatically less loss than competing markets, for all different values of $\alpha$ and $\gamma$. Furthermore, we see that the loss of a single Greedy market is also dramatically higher than the loss of a single Patient market, as predicted by Akbarpour et al. [9]. Indeed, from Equation E.3 we would expect the single Patient market to have essentially zero loss, so these experiments show that adding in a rival Greedy market increases loss. In fact, as the left side of Figure E.1a and the right side of Figure E.1b show, it is the case that if the markets do not overlap substantially (i.e., $\gamma$ is low) and agents are more likely to enter the greedy side of the market (i.e., $\alpha$ is near 1), then the loss of the competing market is worse than running a single Greedy market! This is due in part to the decrease in market thickness on the Patient side of the market—a behavior we will see exacerbated below and in the kidney exchange experiments of Section E.5.2.

Figure E.2 decreases the rate parameter of the entrance Poisson process to $m = 100$, while holding the probability of an acceptable transaction between two agents at that of Figures E.1a and E.1b (so $d = 2$, leading to $2/100 = 2\%$). With fewer participants in the market overall, all the qualitative results of the $m = 1000$ markets above are amplified. The individual Greedy market’s loss is now 5.9% worse than the individual Patient market (as opposed to 3.3% in the $m = 1000$ case); both individual markets’ losses are substantially higher as well. Similarly, the parameter settings for which the competing market scenario has higher loss than either individual market are much broader than the $m = 1000$ case, which is a product of market thinness.

**Figure E.2:** Average loss as the probability $\alpha$ of entering Patient or Greedy (left) or the overlap between the two markets $\gamma$ (right) changes, with entrance rate parameter $m = 100$ and $d = 2$. The loss of individual Patient and Greedy markets are shown as thick black and thick dashed bars, respectively.

### E.5.2 Dynamic kidney exchange

In this section, we expand our matching model to one of *barter exchange*, where agents endowed with items participate in directed, cyclic swaps of size greater than or equal to two. One recently-
fielded barter application is kidney exchange, where patients with kidney failure swap their willing but incompatible organ donors with other patients. We focus on that application here. Dynamic barter exchange generalizes the matching model presented above, so we would not expect the earlier theoretical results to adhere exactly. Interestingly, as we show in Sections E.5.2 and E.5.2, the qualitative ranking of matching policy loss (with a patient market outperforming a greedy market, both of which outperform two rival markets) remains.

This section’s experiments draw from two kidney exchange compatibility graph distributions. One distribution, which we call SAIDMAN (US), was designed to mimic the characteristics of a nationwide exchange in the United States in steady state [191]. Yet, kidney exchange is still a nascent concept in the US, so fielded exchange pools do not adhere to this model. With this in mind, we also include results performed on a dynamic pool generator that mimics the United Network for Organ Sharing (UNOS) nationwide exchange, drawing data from the first 193 match runs of that exchange. We label the distribution derived from this as UNOS.

Formally, we represent a kidney exchange pool with \( n \) patient-donor pairs as a directed compatibility graph \( G = (V,E) \), such that a directed edge exists from patient-donor pair \( v_i \in V \) to patient-donor pair \( v_j \in V \) if the donor at \( v_i \) can give a kidney to the patient at \( v_j \). Edges exist or do not exist due to the medical characteristics (blood type, tissue type, relation, and many others) of the patient and potential donor, as well as a variety of logistical constraints. Our generators take care of these details; for more information on how edge existence checking is done in the SAIDMAN (US) and UNOS distributions, see Saidman et al. [191] or Chapter 8 of this thesis, respectively. Importantly, under either distribution, there is no longer a costant probability “\( d/m \)” of an acceptable transaction existing between any two agents.

Vertices arrive via a Poisson process with rate parameter \( m = 100 \) and depart according to an exponential clock with rate parameter \( \lambda = 1 \) as before, and choose to enter either exchange or both with the previously-defined probabilities \( \gamma \) and \( \alpha \). However, a “match” now only occurs when a vertex forms either a 2-cycle or 3-cycle with one or two other vertices, respectively.\(^1\) Section E.5.2 performs experiments on 2-cycles alone, which adheres more closely to the theoretical setting above (2-cycles can be viewed as a single undirected edge between two vertices), while Section E.5.2 expands this to both 2- and 3-cycles.

Code to replicate the experiments in this section is available at github.com/JohnDickerson/KidneyExchange. This codebase includes our experimental framework, dynamic exchange simulator, and graph generators but, due to privacy concerns, does not include the real match runs from the UNOS kidney exchange.

**Kidney exchange with 2-cycles only**

We now present results for dynamic matching under competing Patient\(_c\) and Greedy\(_c\) kidney exchanges, both of which use only 2-cycles. Figure E.3a and Figure E.3b show losses incurred in

\(^1\)In fielded kidney exchange, cycles longer than some short cap \( L \) (e.g., \( L = 3 \) at the UNOS exchange and many others) are typically infeasible to perform due to logistical constraints, and thus are not allowed. We adhere to that constraint here. Fielded exchanges also realize gains from chains, where a donor without a paired patient enters the pool and triggers a directed path of transplants through the compatibility pool. We do not include chains in this work.
our parameterized market when run on SAIDMAN (US)-generated and UNOS-generated pools, respectively.

![Graphs showing average loss under various values of $\gamma$ and $\alpha$ for the SAIDMAN (US) and UNOS distributions with 2-cycles only.](image)

(a) Average loss under various values of $\gamma$ and $\alpha$ for the SAIDMAN (US) distribution with 2-cycles only.

(b) Average loss under various values of $\gamma$ and $\alpha$ for the UNOS distribution with 2-cycles only.

**Figure E.3:** Average loss under various values of $\gamma$ and $\alpha$ with 2-cycles only.

While the barter exchange environment under either the SAIDMAN (US) or UNOS distributions clearly breaks the structural properties of the stationary distribution of the underlying Markov process used in our theoretical results, the qualitative results of these experiments align with the traditional dynamic matching results of Section E.5.1. The overall loss realized by UNOS is substantially higher than that realized by SAIDMAN (US) because, in general, UNOS-generated graphs are more sparse than those from the SAIDMAN (US) family. Similarly, in either distribution there exist “highly-sensitized” vertex types that are extremely unlikely to find a match with another randomly selected vertex, and thus almost certainly create loss. Indeed, both Figure E.3a and E.3b exhibit higher loss than the similarly-parameterized Figure E.2 of Section E.5.1.

**Kidney exchange with both 2- and 3-cycles**

We now extend our experiments to allow for “matches” that include both 2- and 3-cycles. Unlike Section E.5.1 or E.5.2, where a matched edge was chosen uniformly at random from the set of all acceptable transactions between a distinguished vertex and its neighbors, in these results we may wish to distinguish a potential match from others (for example, by choosing a 3-cycle before a 2-cycle, as the former results in a larger myopic decrease in the market’s loss). Thus, given a set of possible 2- and 3-cycle matches, we consider two matching policies: UNIFORM selects a cycle at random from the set of possible matches, regardless of cycle cardinality, while UNIFORM3 selects a 3-cycle randomly (if one exists), otherwise a random 2-cycle.
Figures E.4a and E.4b show results for the SAIDMAN (US) and UNOS distributions, respectively, under the UNIFORM match selection policy. Intuitively, one might expect the loss of a matching policy run in the 2- and 3-cycle case to be less than the same policy run in the 2-cycle case alone, as the set of possible matches weakly increases in the former case. We see this behavior when comparing the SAIDMAN (US) results of Figure E.4a to the earlier 2-cycle-only SAIDMAN (US) results of Figure E.3a, witnessing a drop in global loss of around 4% for any parameter setting. We see a similar decrease in loss when comparing the new UNOS results of Figure E.4b to those in the 2-cycle case shown in Figure E.3b.

![Saidman, 2- and 3-cycles, m=100, λ=1](image1.png)

(a) Average loss under various values of $\gamma$ and $\alpha$ for the SAIDMAN (US) distribution with both 2- and 3-cycles, under the UNIFORM matching policy.

![UNOS, 2- and 3-cycles, m=100, λ=1](image2.png)

(b) Average loss under various values of $\gamma$ and $\alpha$ for the UNOS distribution with both 2- and 3-cycles, under the UNIFORM matching policy.

**Figure E.4:** Average loss under various values of $\gamma$ and $\alpha$, with both 2- and 3-cycles, under the UNIFORM matching policy.

We now consider the UNIFORM3 matching policy, which would likely be closer to how a fielded exchange would act. Figures E.5a and E.5b show results for the SAIDMAN (US) and UNOS families of compatibility graphs, respectively. The loss of the individual Patient market does not change in either distribution, which is likely a byproduct of the thicker markets induced by its match cadence. Curiously, the loss of the individual Greedy market drops dramatically—to around the Patient loss in the UNOS case, and below Patient in the SAIDMAN (US) case. This large drop in Greedy loss is likely due in part to Greedy now “poaching” larger 3-cycles from the leftover market from which the Patient policy draws. The other qualitative results of earlier sections are repeated, with rival markets hurting global loss relative to either individual market for nearly all settings of $\gamma$ and $\alpha$. 
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Figure E.5: Average loss under various values of $\gamma$ and $\alpha$, with both 2- and 3-cycles, under the UNIFORM3 matching policy.

### E.6 Conclusion & future research

Our main goal is to study the impact of competition between exchanges in a dynamic matching setting. In this chapter, we extended the recent dynamic matching model of Akbarpour et al. [9] to two rival matching markets with overlapping pools. Specifically, we formalized a two-market model where agents enter one market or both markets; they can then potentially be matched to other agents who have joined the same market or both markets. The markets, called Greedy and Patient, adhere to different matching policies. We provided an analytic lower bound on the loss of the two-market model and showed that it is higher than running a single Patient market. We also provided a quantitative method for determining the loss of the two-market model. We supported these theoretical results with extensive simulation. We also looked at competing kidney exchanges, and provided (to our knowledge) the first experimental quantification of the loss in global welfare in a setting with two clearinghouses using realistic kidney exchange data drawn from a generator due to Saidman et al. [191] and another based on the United Network for Organ Sharing (UNOS) program.

We see competing dynamic matching markets as fertile ground for future research, with a trove of both theoretical and practical questions to answer. First, the model of Akbarpour et al. [9] discounts the utility of a match by the time the matching agent has already waited in the pool; this is well motivated in a variety of settings, including kidney exchange. Our results in this chapter assume a discount factor of zero, so it would be valuable to consider the impact on discounted loss for non-zero cases. Second, in our model the choice of market to enter is exogenously determined.
for each agent. In reality, agents with different levels of knowledge, wealth, etc. may make strategic decisions on which markets to enter. Thus, one could approach this dynamic matching problem from a game-theoretic point of view. Similarly, taking network effects (where more popular exchanges have an easier time attracting agents, lower operating costs, higher probabilities of two agents forming an acceptable transaction, and other advantages) into account would make these models more applicable to many real-world settings. Finally, we only looked at two overlapping markets; generalizing this to any number of overlapping markets would also be of interest.

In terms of barter exchange and, specifically, kidney exchange, the question of how clearinghouses interact is a timely one. In the United States and, eventually, elsewhere, multi-center and single-center exchange clearinghouses are already competing, each drawing from some (often overlapping) subset of the full set of patient-donor pairs available. Indeed, the dynamic barter exchange problem in a single market is still not fully understood (barring very promising recent work due to Anderson et al. [15]). We saw in Section E.5.2 that including 3-cycles in the matching process results in lower loss, even when two markets overlap, compared to including only 2-cycles (a result that has been shown repeatedly in the static [188] and dynamic [15] single clearinghouse setting), so extending the theoretical underpinnings of our framework to a more general setting would be of great value. Finally, it is curious that the UNIFORM3 policy had such a large effect on the loss of the individual Patient and Greedy exchanges compared to the UNIFORM policy; further exploration of different matching policies (including those that use a strong prior to consider possible future states of the pool when matching now) would be helpful in making policy recommendations to fielded exchanges.
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