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Abstract

Detection and characterization of potentially harmful radiation sources is one of common problems encountered in the context of homeland security as well as in safeguarding of radioactive isotopes used in industrial or medical practices. Any improper or insecure storage of radioactive material may cause a substantial harm to humans and to the environment. The task of detecting relatively weak, potentially shielded sources, is particularly difficult when facing variability of patterns of background radiation. This is a common circumstance in cluttered urban environments. It is also in these environments where any improperly stored radioactive material may inflict the most extensive harm. In this thesis, we explore two algorithms that are useful in different situations. The first, the G-P detection method, works well with large sensors that can fit in vehicles. Its novelty is in making Poisson assumptions about the photon counts observed in gamma-ray spectra, while making Gaussian assumptions about their rates. The second, List Mode Regression, is tailored to small portable sensors which produce spectra with low photon counts. Both methods outperform current state of the art algorithms in their respective usage scenarios.
Acknowledgements

I would like to thank my advisor, Artur Dubrawski, for guiding me on various research challenges over the past three years. Artur has always pushed me to do my best work, and has been patient through both the highs and lows of research. He has always been there for me, whether it be a midnight paper review or practice presentation. Thank you for an incredible academic experience.

A huge thank you to Peter Huggins and Kyle Miller for their invaluable comments and suggestions. Without our weekly meetings, this research would not be possible. Thank you to fellow Auton Lab members Dougal Sutherland, Rob MacLachlan, and Prateek Tandon for their collaboration. I would also like to thank Simon Labov and Karl Nelson of Lawrence Livermore National Laboratory for their nuclear physics expertise and contributions.

Finally, I would like to thank family, friends, teammates, and coaches for all their support during my time here at CMU.
1 G-P Detection Method
1.1 Methodology ................................................................. 9
1.2 Experiments ................................................................. 11
  1.2.1 Detectability of sources of particular types ...................... 12
  1.2.2 Cumulative results over multiple source types ................ 14
  1.2.3 Pairwise analysis ...................................................... 16
  1.2.4 Re-run of all sources ............................................... 18
  1.2.5 Detection of sources of unknown types ......................... 19
1.3 Conclusion ................................................................. 21

2 List Mode Regression
2.1 Background .............................................................. 22
2.2 Methodology ............................................................. 23
2.3 Experiments ............................................................... 25
  2.3.1 Detection of known sources from a small sensor .............. 26
  2.3.2 Cumulative performance over many source types ............ 29
  2.3.3 Variation in background and SNR .............................. 30
2.4 Conclusion ............................................................... 30

References ................................................................. 33
# List of Figures

1.1 Example background measurement ........................................ 11  
1.2 AUC scores of each source .................................................. 12  
1.3 First source spectrum ....................................................... 13  
1.4 Second source spectrum ..................................................... 13  
1.5 Third source spectrum ....................................................... 14  
1.6 Cumulative performance over all source types at $I = 5\sqrt{c}, 10\sqrt{c}, \text{ and } 20\sqrt{c}$. .......... 15  
1.7 Mean probabilities of detection ........................................... 16  
1.8 Proportion of source with probability of detection $> 50\%$ ................. 16  
1.9 Pairwise difference of G-P vs. PCA and G-P vs. CEW in terms of probability of detection  
   at fixed false positive rate $0.001$ ........................................... 17  
1.10 Proportion of GP victories ................................................ 18  
1.11 20 independent runs of sources which PCA performed closest to GP on ........... 18  
1.12 Pairwise difference of probabilities of detection at false alarm rate of $0.001$ over the entire  
   threat library ................................................................. 19  
1.13 ROC for the source from Fig.1 including the hierarchical G-P model. ............. 20  

2.1 Log ROC of G-P, PCA, CEW on a small sensor .......................... 23  
2.2 Path of RadMAP detection vehicle in empirical data. .................... 26  
2.3 Histogram of Cs137 threat spectra ........................................ 27  
2.4 Log ROC’s of various methods for spectra Cs137 ........................ 28
2.5 Probability of detection at false alarm rate of 0.001 vs proportion of threat that is contained within the maximum SNR ranges ................................................. 29

2.6 Pairwise improvement in probability of detection of LMR vs competing methods over 40 source spectra .................................................................................. 30

2.7 Log ROC curves of Cs137 at varying background rates and SNRs ................................................. 31
Introduction

The ability to detect nuclear materials is key in preventing the proliferation of nuclear weapons and nuclear terror attacks. Terrorist organizations and even certain countries acquiring nuclear weapons is a dangerous situation for the entire international community[12]. The smuggling of weapons such as tactical nuclear weapons is a very real threat. Tactical nuclear weapons are highly destructive and portable, making detection both difficult and essential. Weapons such as dirty bombs can even be hidden among urban environments, making quick detection a matter of national security. Other threats include radioactive isotopes stolen from medical uses, and risks from a malfunctioning nuclear power plant[2].

These threats have driven the development of better technologies for nuclear threat detection. A particular challenge is wide-area detection if radioactive materials make it through choke points such as the borders. For wide area detection, mobile radiation detectors of varying sizes are a promising technology to combat this problem. These mobile radiation detectors can be deployed in a moving vehicle or even carried by pedestrians. In this thesis, we will explore two algorithms which do well depending on sensor size, the first which does well on sensors that can be stored in large vehicles, and the second which does well on sensors which can fit in backpacks.

The task of detecting relatively weak, potentially shielded sources, is particularly difficult when facing variability of patterns of background radiation. This is a common circumstance in cluttered urban environments. It is also in these environments where weapons such as dirty bombs or any improperly stored radioactive material may inflict the most extensive harm. New sensors have made it possible to collect significant amounts of radiation data in real time. Well developed algorithms can aid state of the art sensors in detecting radioactive sources in real time while also maintaining low false alarm rates. A low false alarm rate is of upmost importance; a smoke alarm that beeps every few days even when there is no smoke is useless.

The common approach to detecting potential threat is to subtract the background radiation component from the observed spectral measurements, and judge the probability of the presence of an improperly safeguarded radiation source proportionally to the amount of signal that remains unaccounted by the background model (unsupervised detection). Alternatively, if a spectral template of a particular threat type of interest is known a priori, background suppression can be combined with match filtering of the remaining signal with
the known source template (supervised detection).

In this thesis, we will explore the detection of both known and unknown source types in noisy backgrounds. Specifically, we will explore both algorithms suited for both large sensors and smaller sensors. In the first chapter, we will explore an algorithm known as the G-P Detection Method, which is performs well when larger sensors are used. In the second chapter, we will explore an algorithm named List Mode Regression (LMR) which works well when small sensors are used. Sensors of varying sizes are useful for different situations. Small sensors are weak and noisy, but can be used very close to the source. Large sensors are stronger, but in most cases cannot be put close to the source. For example, if a radioactive isotope exists within a building, then small handheld sensors can be used to locate the whereabouts of the isotope within the building, while the large sensor can only be driven past the building in the back of a van. However, large sensors can cover more ground due to their enhanced detection capabilities, which allows detection at further distances.

The most popular algorithms used with large sensors include Spectral Anomaly Detection with Match Filtering (further labeled as PCA because the anomaly detection part of the algorithms relies on Principal Components Analysis) and Censored Energy Windowing (CEW), a regression-based approach [7][1]. A shortcoming that these solutions share is that they make Gaussian assumptions about underlying data distributions. However, the actual spectral data more closely resembles a Poisson distribution. Hence, we propose two improvements. First, we want to model threat radiation simultaneously with background, and second, we want to model the photon count data as Poisson, but still allow for Gaussian assumptions about the model parameters. We claim that we will be able to capture more subtleties in the inferred background and source spectra that cannot be directly inferred from standard linear analysis. This may be especially crucial in typically low-count observations at higher energies, and when targeted spectra contribute mostly to lower energy bins. We call our model Gaussian Prior on Parameters, Poisson Data Likelihood, or G-P Detection Method (G-P).

With small sensors, total counts is currently the top performing algorithm. We propose a few modifications of CEW which allows us to remove much of the noise that a small sensor injects.
Comparable approaches

In this section we explore existing algorithms used for the task of detecting radiation threats embedded in noisy backgrounds. With larger sensors, two algorithms are currently used. Spectral Anomaly Detection with Match Filtering (PCA) computes a low dimensional principal component projection based on training background formed by multi-energy-bin spectra collected in natural environments without presence of harmful sources [7]. The top components of the PCA model trained on such benign data sample capture the main part of typical variation observed in background-only spectra. Therefore, typical background variation patterns can be subtracted from each future input spectral measurement by dropping these top few PCA components. The resulting residual vector contains spectral discrepancies that cannot be easily explained as usual variation of background. This residual is then correlated with the known source spectrum template vector to produce a source-type-specific score.

Censored Energy Windowing (CEW) method uses the source spectrum template and mean background spectrum vector to determine a subset of energy bins that maximize signal to noise ratio for the specific source type. Then, it uses the energy bins outside the subset as inputs in the regression model trained to predict the sum of photon counts observed in the source-specific energy window under null hypothesis of no presence of a source. More precisely:

$$\hat{B} = (X^TX)^{-1}X^Ty$$

Here $X$ is a $N \times |x^C|$ matrix of training samples, where $x$ is the subset of bins that maximize SNR. $y$ is a $N \times 1$ vector of total counts within $x$. Now given a test spectrum measurement $M$, let $|M_x|$ be the sum of photon counts with the energy bins that maximize SNR, and $M_x^C$ be the $|x^C| \times 1$ vector of bins outside the maximal SNR bins. The SNR score produced by CEW is

$$SNR = \frac{|M_x| - \hat{B}^T M_x^C}{\hat{B}^T M_x^C}$$

The issue with both of these models is that they make Gaussian assumptions about the data, PCA assumes that a PCA projection of a measurement is the best background subtraction, and CEW assumes that a linear combination of bins is the best predictor of background for some subset of bins. Both of these methods also estimate background without considering the shape of the assumed source spectrum being detected.
With smaller sensors, both algorithms fall to a far simpler one, total counts. This algorithm simply sums all photon counts received regardless of energy level, and uses the sum as it’s score metric. Total counts performs much better with smaller sensors because the energy readings that a small sensor gives are extremely noisy, so any threat spectra contained within a measurement will also be extremely noisy and virtually indistinguishable from background.
Chapter 1

G-P Detection Method

1.1 Methodology

Given training spectral background measurements $X$, we model background spectral rates $f = (f_i)_i$ as being Gaussian with mean equal to the mean $\mu$ of $X$ and covariance equal to the empirical covariance matrix $K$ of $X$. We assume a known threatening source spectrum $S = (s_i)_i$ is given, and an unknown source intensity parameter $I$ is Gaussian-distributed with known mean $\mu_I$ and covariance $\sigma_I^2$. Then, given a spectral measurement $y$, the log-posterior of background rates $f$ and source intensity $I$ given $y$ and our model is:

$$L(f, I | y) \propto -\frac{1}{2} (f - \mu)^T K^{-1} (f - \mu) - \frac{(I - \mu_I)^2}{2\sigma_I^2} - \sum_i (f_i + Is_i) + \sum_i y_i \log(f_i + Is_i)$$

assuming the Gaussian priors on $f$ and $I$ and assuming the Poisson data likelihood for $y$ given $f$ and $I$ [10]. We maximize the log-posterior (over $f, I$) assuming the alternate hypothesis that a source is present with the given mean and standard deviation on source intensity parameter $I$, and, separately, also under
the null hypothesis that there is no source present, i.e. $\mu_1 = 0$. Furthermore, we enforce that our Poisson parameters remain positive so that they are valid during maximization. Then the difference of these two log-posteriors forms the so-called log-odds ratio, which represents the relative odds of the alternative hypothesis (source present) being true versus the null hypothesis (no source present) being true. Strictly speaking, we should integrate the posteriors over all choices of $f, I$ but this proves to be computationally infeasible given the Poisson data likelihood, so we use the maximized posterior probabilities instead for the log-odds ratio calculation. Due to the log-concave nature of the log-posterior, maximization can be performed efficiently using e.g. Newton’s method, allowing computations in or under real-time for 1 Hz measurements on a multi-core CPU.

The above procedure applies in a fully supervised detection scenario, in which the anticipated type of the radiation sources is known beforehand. We also propose a weakly supervised variant of our approach that does not need to rely on the prior knowledge of the specific source type, but instead has access to potentially a very large library of various source templates. This method aims to work when we do not have the exact knowledge of what type of source to expect in the field, but we know that in general it would be similar to one or more templates stored in the library. To accomplish that, we first cluster all known source templates according to their spectral shapes via hierarchical clustering using linear correlation as the distance metric. Now we use the same likelihood as above, except that the background rates $f$ are now the background rates concatenated with the unknown source, and we treat the intensity parameter as fixed to maintain the log concavity of our log likelihood function. We optimize for both the background rates and the source spectrum type at the same time, fixing the intensity parameter $I$. We use the mean of the source spectra cluster as the source mean and the covariance matrix $K$ is simply a matrix where the upper left quadrant is the empirical covariance matrix for the background and the bottom right quadrant is the diagonal matrix with the variances between the threat templates in the cluster on the diagonal. We compute the log odds ratio in the same way as in the known source case explained above, and we traverse down the branches of the hierarchical clustering tree in pursuit of the greatest ratio.
1.2 Experiments

Our background radiation data was collected using a double 4x16 NaI planar detector driven in the back of a truck in Sacramento, California. Over a period of five days, more than 70,000 one-second observations were collected. An example background measurement is show in Figure 1.1. These observations included counts in 128 energy bins as well as GPS latitude, longitude, orientation, and speed. Noisy GPS readings were removed to yield 50,000 final data points, which were then split into geographically distinct subsets for cross-validation in our machine learning experiments. In addition to the background data, we also have 899 source spectra templates obtained through high fidelity simulations of various configurations of shielded radioactive materials.

![Figure 1.1: Example background measurement](image)

Our synthetic radiation data was generated from background spectra collected in the field (B), as well as source spectra (S). We identify the subset of spectra energy bins, \( M \), that maximize signal-to-noise ratio (SNR) for each source template [6]. We then generate intensity values proportional to \( \sqrt{c} \), where \( c = \sum_{i \in M} B_i \) Intensities \( I \) of injections are normally distributed using three different settings of mean = \( \{5\sqrt{c}, 10\sqrt{c}, 20\sqrt{c}\} \) and standard deviation = \( 1/4^{th} \) mean. We do this because it provides a more accurate representation of true SNR than relying on gross photon counts to drive source injections. Each semi-
synthetic true positive data point is therefore obtained as

\[ B + \text{Poisson}(I \ast S) \]

whereas our negative data is simply \( B \) collected in the field.

### 1.2.1 Detectability of sources of particular types

In this section we will present the Receiver Operating Characteristic curves obtained for of our methods compared with PCA and CEW. We choose to present our data on the log scale along the false alert rate axis to highlight the differences in true positive rates at very low false alarm rates, which is crucial for any algorithm that is to be used in real time radiation threat detection. We applied each source template to 20 independently generated sets of positive (source-injected background) and negative (background only) data, in which each data set contains 3,253 true positive data points and 3,253 potential false positive data points, and then calculated log ROC curves with 95% confidence intervals. The first source spectrum template that we used is shown below in Figure 1.3a. We see that it is mostly within the 95% confidence interval of the mean background except for high energy bins, which makes this source rather easy to detect. The ROC curve corresponding to this source is also shown in Figure 1.3b (with 95% confidence intervals shown dotted). We see that our method is superior at all false alarm rates against both alternatives, and that on this source, PCA outperforms CEW. Area under ROC curves (AUC) scores shown in Figure 1.2 confirm these observations.

<table>
<thead>
<tr>
<th>Source</th>
<th>G-P</th>
<th>PCA</th>
<th>CEW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 1</td>
<td>0.9999</td>
<td>0.9857</td>
<td>0.9225</td>
</tr>
<tr>
<td>Fig. 2</td>
<td>0.9999</td>
<td>0.9942</td>
<td>0.9983</td>
</tr>
<tr>
<td>Fig. 3</td>
<td>0.8064</td>
<td>0.7836</td>
<td>0.7538</td>
</tr>
</tbody>
</table>

Figure 1.2: AUC scores of each source

Another example of a source where G-P outperforms both PCA and CEW is shown below. However, on this source, CEW does better than PCA. We see that this source spectrum is highly correlated with the background, except at one peak in which the source is outside of the 95% confidence interval of the
background. The source spectra and ROC curve is shown in Figure 1.4. Once again, area under curve (AUC) figures which are shown in Figure 1.2 confirm our results.

Finally, we present a source where neither of the considered methods do particularly well. Our method is still in the lead, although the difference is insignificant. This source template and log ROC plot is shown in Figure 1.5. We see that the source falls well within the 95% confidence interval for all energy bins, and there are no obvious peaks of photon count distribution at any energy interval, which makes this source
extremely hard to detect, even at high intensity. It shows all methods performing poorly at false alarm rates < 0.1. AUC score shown in Figure 1.2 show rather modest separability of negatives and positives in this case.

Figure 1.5: Third source spectrum

1.2.2 Cumulative results over multiple source types

ROC analysis is useful in empirically quantifying detectability of one specific source template at a time. Here we summarize results obtained with all of the available 899 templates. Many of them are very similar, but they all differ slightly, such as in the amount of shielding used. Below are three cumulative distribution functions of probability of detection across all 899 source types for fixed false alert rate of 0.001. Each source type was run with 3,253 independently generated true and potentially false positive data points. Figure 1.6 shows the performance at low, medium, and high intensity levels. We see that G-P outperforms all methods at all intensities, and as intensity increases the margin of victory increases for G-P. Note that G-P at $10\sqrt{c}$ performs almost just as well as PCA at $20\sqrt{c}$. However, these graphs are cumulative distributions, not pairwise comparisons. In the next section we will present results that show pairwise differences between the methods under consideration.

The mean probabilities of detection for each algorithm across all 899 source types are shown in Figure 1.7.
Figure 1.6: Cumulative performance over all source types at $I = 5\sqrt{c}$, $10\sqrt{c}$, and $20\sqrt{c}$. 
The proportion of sources types detectable with probability greater than 50% are shown in Figure 1.8.

<table>
<thead>
<tr>
<th>Source intensity</th>
<th>G-P</th>
<th>PCA</th>
<th>CEW</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5\sqrt{c}$</td>
<td>.0243</td>
<td>.0154</td>
<td>.0061</td>
</tr>
<tr>
<td>$10\sqrt{c}$</td>
<td>.2779</td>
<td>.0762</td>
<td>.0240</td>
</tr>
<tr>
<td>$20\sqrt{c}$</td>
<td>.9428</td>
<td>.3695</td>
<td>.1481</td>
</tr>
</tbody>
</table>

Figure 1.8: Proportion of source with probability of detection > 50%

In both instances, our method outperforms both competitors by a significant margin. Running a paired two sample t-test between G-P vs. PCA and G-P vs. CEW reveals that all p-values are less than $10^{-50}$, indicating a very high significant difference.

1.2.3 Pairwise analysis

Figure 1.9 shows the pairwise differences of probability of detection at fixed false alarm rate of 0.001 between the three methods at low, medium, and high intensities. As the plots show, G-P wins on a majority of sources at all intensity values, and the proportion of sources on which it is victorious increases as the intensity increases. The exact proportions of victories for G-P are shown in Figure 1.10.

We see that even at high intensity, PCA beats our G-P method on 50 out of 899 sources. We claim that these sources are very hard to detect for both methods, and the reason why PCA does better than G-P is pure chance. To validate this claim, we independently repeated data generation 20 times independently, for each of those 50 source templates. We then compared probabilities of detection at false alarm rate of 0.001. Figure 6 depicts the proportion of times the PCA method outperforms our G-P for the 50 sources in question, with 95%-ile confidence intervals. G-P systematically beats PCA on 43 out of the 50 sources with 95% confidence. Only one source out of 50 had PCA beating G-P more than 50% of the time, but that result
Figure 1.9: Pairwise difference of G-P vs. PCA and G-P vs. CEW in terms of probability of detection at fixed false positive rate 0.001
was not significant at 95% confidence. We conclude from this experiment that PCA does not systematically beat G-P on any sources, but instead by chance for hard to detect sources in which neither algorithm does particularly well. Also, to further validate our claim, we conducted the same comparison for the 50 sources where G-P won by the lowest margin. The results shown in Figure 1.11 indicate significant victory rates for all those 100 sources at 95% confidence.

1.2.4 Re-run of all sources

In order to establish that the previously established results were systematic, we performed pairwise bootstrap analysis for all of the source templates in our library. Plots in Figure 1.12 show the mean improvement in probability of detection at false positive rate of 0.001 for all 899 source templates sorted decreasingly, respectively for G-P vs. PCA and G-P vs. CEW. The graphs include 95%-ile confidence bands obtained from 20 independently generated sets of data. These results validate previously observed dominating performance of the method proposed in this paper over the more familiar alternatives.
1.2.5 Detection of sources of unknown types

Here, we present results from running our weakly supervised G-P model to detect sources of radiation of unspecified types. In this case, our model simultaneously optimizes for both the background rates and the source spectrum template. We chose 50 sources randomly from our template library and generated synthetic radiation data in the same way as before. We then attempt to simultaneously detect threat and infer its most likely spectrum, by testing hypotheses stored in the dendrogram of a hierarchical clustering model estimated from the source template library. Each node of the dendrogram corresponds to a cluster of source templates that can be tested for the goodness of fit with the observed spectral measurements. Our algorithm iteratively traverses the hierarchical clustering tree in order to find the node that yields the highest log likelihood ratio. This node corresponds to the cluster of templates that to our algorithm appears to be the most likely to include the sought after unknown source type.

In order to validate relevance of thusly identified likely matching source types, we calculate the correlations of each of the source templates in the final cluster with the original observation after background photon counts have been removed from it, and select the most correlated template. Apparently, many source templates are highly correlated: the average correlation between all their pairs is 0.92. In this case, even very slightly higher than average correlations may indicate significant matches. We therefore calculated the correlations of all the templates with the background-suppressed measured spectrum and then found the
rank of the template found as the most likely match in the winning cluster. It was 0.98 while the top ranking score across the complete library was 0.99. The median rank across the conducted batch of experiments was 62 out of 899.

In an alternate scenario, the source that we are supposed to detect may not be represented within our library at all. To test the resiliency of our G-P method to this kind of adverse scenario we randomly removed a subtree from the hierarchical clustering model and all library templates stored in it. Then, we repeated the same experiment as before, running each source we removed through the G-P method. The median rank of the most correlated source in the cluster we found was 85 out of the 888 remaining source templates, and the observed correlation was 0.97.

In Figure 1.13, we show the ROC curves for the first source type used as an illustration in this paper including the result of the hierarchical clustering based G-P method, after the cluster of size 8 containing this very template has been removed from the tree. We see that the hierarchical G-P method does not do as well as G-P or PCA, but all alternatives have prior knowledge of the exact source template being sought. We see that even without the knowledge of the source spectrum, hierarchical G-P degrades gracefully and it still can outperform CEW (which knows the source) at a range of settings.

![Figure 1.13: ROC for the source from Fig.1 including the hierarchical G-P model.](image)
1.3 Conclusion

We have shown that our G-P method makes a highly competitive tool for complex tasks such as detection of faint radioactive sources embedded in noisy backgrounds. It typically and most often very significantly outperforms current commonly used algorithms including Spectral Anomaly Detection with Match Filtering and Censored Energy Windowing. In cases when the exact spectral templates of the sources being sought are not known a priori, G-P shows promise to degrade gracefully due to using weak supervision via hierarchical clustering of a large library of source templates. By modeling threat radiation simultaneously with variable background, and modeling the radiation data as Poisson with Gaussian assumptions on model parameters, we are better able to capture subtleties in the inferred background, allowing more reliable detection of potentially harmful sources of radiation.

Future work includes testing our G-P method using data obtained with smaller spectrometers, scenarios involving large speed of relative motion of a sensor and the source, and at large standoffs between the source and the sensor. All these cases involve low expected photon counts either from just the source, or both from background and sources, where using the correct Poisson assumptions on data should yield the most substantial benefits [14]. We hope to identify boundaries of the beneficial use of the G-P method in order to substantially improve the effectiveness and range of usability of intelligent radiation threat detection systems.
Chapter 2

List Mode Regression

2.1 Background

Suppose there exists some dirty bomb which is hidden in an urban setting. A proposed defense against this sort of attack is to equip personnel with backpack sized sensors. These agents can then walk around in a grid like pattern, while their sensors transmit measurement information to a centralized server. This will allow fast detection of a potentially harmful radioactive source within an urban environment.

The use of sensors of this size presents new challenges. The total number of counts absorbed is around 1/25th of what the 4x16 NaI planar detectors we used in the previous section absorbed. Low total photon counts gives us less information to detect if a measurement contains source spectra. The Compton Effect is also much stronger in a small sensor which injects more noise in the measurement of a single photon’s energy[3]. The Compton Effect causes higher energy photons to be measured as lower energy photons by a sensor. This further exacerbates the challenges of dealing with low total counts.

Due to the strong Compton Effect, the current state of the art algorithm used to detect source with small sensors is total counts. This algorithm simply sums all photons regardless of energy and uses the sum as a score metric, i.e $score = len(l)$, where $l$ is a list of photons for each measurement. Previous methods that we discussed such as G-P, PCA, and CEW all perform poorly on these sensors due to noise caused by the Compton Effect, with very low probabilities of detection at acceptable false alarm rates. G-P does poorly due to the fact that the covariance matrix contains little information due to the nature of low counts. This is
show in Figure 2.1.

![Log ROC of G-P, PCA, CEW on a small sensor](image)

Figure 2.1: Log ROC of G-P, PCA, CEW on a small sensor

### 2.2 Methodology

Let \( l \) be a list of photons for each measurement, where each entry in the list corresponds to the energy of a photon received by a gamma-ray spectrometer. Then, given a sensor response matrix, which gives a probability density function of true photon energies given the measured photon energy, each received photon is mapped to a possible true energy. To accomplish this, a Monte Carlo approach is used. Each measured photon is replicated into 1000 identical copies, and then, for each such replica, its possible true energy is randomly drawn according to the probability density function given by the sensor response model. This is done for each measured photon in \( l \) to obtain \( l' \). The source spectrum template and mean background spectrum are used to determine a subset of energy ranges that maximize signal to noise ratio for the specific source type. \( l' \) is separated into photons that are in the maximal SNR energy ranges and photons that are outside of these ranges. The predicted variable is simply the number of photons inside the maximal SNR energy ranges, \( y \). The photons outside of this range are now a list of photons which follow some distribution \( P \). These distributions are then compared by taking inner products between their mean embeddings in a reproducing kernel Hilbert space, as in [3]. For computational efficiency, the embedding space used is that of random Fourier features [4] approximating the Gaussian RBF kernel, as considered e.g. in [2]. Thus, letting \( P(\omega) \) be the Fourier transform on the Gaussian RBF kernel and \( z : X \rightarrow \mathbb{R}^D \), distributions are
compared with the Mean Map Kernel as:

\[
\text{MMK}_z(X, Y) = \left( \frac{1}{n} \sum_{i=1}^{n} z(X_i) \right)^T \left( \frac{1}{m} \sum_{j=1}^{m} z(Y_j) \right)
\]

\[
z(x) = \sqrt{\frac{2}{D}} \begin{bmatrix} \cos(\omega_1 x + b_1) \\ \vdots \\ \cos(\omega_D x + b_D) \end{bmatrix}, \omega_i \sim P(\omega), b_i \sim \text{Unif}(0, 2\pi).
\]

For more information about the mean map kernel, we direct interested readers to [13]. We use Kernel Ridge Regression with the above mean map kernel to train our model, where we want to minimize

\[
J(w) = (y - Xw)^T(y - Xw) + \lambda \|w\|^2
\]

The optimal solution is thus

\[
w = (X^TX + \lambda I)^{-1}X^Ty
\]

By using the identity

\[
(P^{-1} + B^TR^{-1}B)^{-1}B^TR^{-1} = PB^T(BPB^T + R)^{-1}
\]

we can rewrite this as

\[
w = X^T(XX^T + \lambda I)^{-1}y
\]

We can then define the following dual variables

\[
\alpha = (K + \lambda I)^{-1}y
\]

and then rewrite the primal variables as

\[
w = X^T\alpha = \sum_{i=1}^{N} \alpha_i x_i
\]
Now at test time[11]

\[ \hat{f}(x) = w^T x = \sum_{i=1}^{N} \alpha_i k(x, x_i) \]

Once we are done with our kernel ridge regression, we can calculate a score from \( y \) and \( \hat{f}(x) \) for each measurement which will be used to classify if a measurement contains source or not. We use empirical SNR of the observed vs. expected photon counts in window \( y \) as our source detection score metric, where

\[
SNR = \frac{y - \hat{f}(x)}{\sqrt{\hat{f}(x)}}
\]

### 2.3 Experiments

List mode data used for these experiments were collect by the RadMAP project at Berkeley. The RadMAP data [8] set represents the observations of the MISTI mobile detection vehicle [4] traveling the roads of West Berkeley, Downtown Berkeley, South Side, and Solano California for four hours on May 1, 2012 from 9:25am to 1:45pm. Radiological data was stored in list mode, recording time, energy, and photon count. Total background detected by the NaI array with coded aperture in place averaged approximately 10,000 counts per second. Positional data was measured at a frequency of 5Hz recording time, latitude, longitude, altitude, pitch, and yaw. Average vehicle velocity was 5.4m/s. Figure 2.2 shows the path of the detection vehicle represented in this data set. Observations are represented as black points. The shaded gray region represents the space of candidate source locations. The 100 NaI detectors on the detection vehicle were arranged in a \( 10 \times 10 \) grid. The coded aperture was placed 0.4m in front of the detector array [4]. Each detector element measured 0.1m in both height and width.

Source spectra was obtained from a similar dataset that used the same sensors. A small sensor response model was provided to us by Lawrence Livermore, which models the Compton effect. Our setup is as follows. Lists of background counts are generated from the RadMAP data and random poisson draws are used to determine how many counts are contained per measurement. Then source is injected from the East/West dataset for true positive samples. Source counts are generated by rejection sampling of the threat spectra. Rejection sampling works as follows. To obtain a sample from distribution \( X \) with density \( f(x) \) using samples from distribution \( Y \) with density \( g(x) \) where \( f(x) \leq Mg(x) \) for all \( x \), we first obtain a
sample $y$ from distribution $Y$ and a sample $u$ from $\text{Uniform}(0, 1)$. We accept this sample if $u < \frac{f(x)}{Mg(x)}$, otherwise we reject[16]. We then generate a random draw for each photon in the list according to the small sensor response matrix to obtain a ’measured photon’. Lists of ’measured photons’ are the base dataset that we use for the following experiments. Small portable sensors average around 60 counts per second. Thus, background samples averaged 60 photons each. To generate synthetic observations, we used the following procedure. For each 20 meter area in the RadMAP dataset, we found the Maximum Likelihood Estimator of the total counts of all the observations in the area, $c$. We then draw from $\text{Poisson}(\alpha\bar{c})$, where $\alpha = \frac{60}{\bar{c}}$ and $\bar{c}$ is simply the mean of all $c$, and use the value of that draw as the number of photons in the background sample. This is done to preserve background variation that exists within the original measurements, while generating reasonable small sensor background observations. Source signatures were injected into thusly prepared small-sensor background data with a mean of 15 source-originating photons per measurement to produce an overall expected $SNR = \frac{S}{\sqrt{B}} = \frac{15}{\sqrt{60}} \sim 2$ per measurement.

### 2.3.1 Detection of known sources from a small sensor

There are three main advantages List Mode Regression has over traditional CEW and Total Counts. The first advantage is that we are able to account for the sensor response model. Each threat spectrum has a peak of photons at a given range of energies. A small sensor response model causes the peak to almost disappear. Also recall from Figure 1.3a that a large peak in low energy photons coincides with background counts.
Thus, we want to reconstruct this peak by taking into account the sensor response model. The Compton Effect changes the distribution of photon energies that are measured, and the sensor response model is used to attempt to undo this transformation. If we simply run our threat spectrum through the sensor response model, our maximal SNR ranges include almost all counts, rendering regression useless. Thus, our Monte Carlo approach maps these ‘measured photons’ from the sensor into ‘true photons’ that we can use to better regress on. We show this improvement in detection due to the response model in Figure 2.4a. The blue line shows LMR with the sensor response model, and the green line shows LMR without the sensor response model on the same dataset after the sensor response matrix transformation. Furthermore, we show that only our method benefits from the sensor response model. CEW is unable to effectively use the sensor response model because the energy bin ranges are not fine enough, so transformed source and threat will still end up in the same energy bin. Figure 2.4c shows CEW with and without the sensor response model. All of the following log ROC plots in this section used threat spectra Cs137. Cs137 is an industrial threat spectra.

The second advantage LMR has is the ability to use a powerful kernel to leverage non-linearities in the data. However, without the response model LMR is unable to perform better than total counts because of the strong Compton Effect. We show this by comparing traditional CEW with a modified CEW where we use kernel ridge regression instead of normal ridge regression in Figure 2.4b. Both these methods make used of binned data, so we simply rebin our list mode data. Also, both these methods used the sensor response model, so we show that even with a kernel and a sensor response model, CEW falls short.

Figure 2.3: Histogram of Cs137 threat spectra

(a) Original threat spectrum  (b) Threat spectrum after sensor response model
The third advantage comes from using distribution-based regression, which can be learned directly from their non-parametrically represented energy distribution, rather than learning a standard multivariate regression using binned vector data representation, as in the standard CEW model. The boost in performance here can be seen from the difference between the blue lines in Figure 2.4a and Figure 2.4b. The blue line in Figure 2.4b uses standard multivariate regression, while the blue line in Figure 2.4a uses distribution-based regression.

Finally, we show our full method vs traditional CEW, PCA, and total counts in Figure 2.4d. LMR outperforms total counts by almost 100% at the lowest false alarm rate, which is where we are the most
concerned. Furthermore, LMR shows no dropoff vs total counts even at higher false alarm rates.

2.3.2 Cumulative performance over many source types

To validate our claim that LMR performs better than its competitors, we ran the same experiment over 40 distinct source types. These 40 source types have many uses, some are medical, others are industrial, and some are even fissile. Variances in the performance of total counts is not due to the source type, but rather of the poisson assumption we made while generating background measurements. Figure 2.6 shows the pairwise improvement in probability of detection at a fixed false alarm rate of 0.001. LMR does better on some sources vs Total Counts and worse on others. The mean improvement in probability of detection at false alarm rate of 0.001 is 0.05. Easier to detect sources generally have sharper peaks in their source spectra. A way to measure this is to compute the proportion of the threat spectra that is contained within the maximum SNR ranges used in LMR. Figure 2.5 shows the relationship between the proportion of threat that is contained within the maximum SNR ranges vs the probability of detection using LMR at false alarm rate of 0.001 for all 40 sources. The $r^2$ value of this relationship is 0.44. We use the probability of detection using LMR as our response variable rather than the improvement in probability per source vs Total Counts since the performance of Total Counts does not depend on which source spectra is used.

![Figure 2.5: Probability of detection at false alarm rate of 0.001 vs proportion of threat that is contained within the maximum SNR ranges](image-url)
2.3.3 Variation in background and SNR

We also wanted to test the performance of LMR at various background intensity settings and SNRs. This is equivalent to varying the size of the sensor we are using, and how strong the source we are detecting is. Our motivation for this experiment is to show LMR’s robustness at low counts, and that LMR’s improvement in performance is not specific to our experimental setup. Figure 2.7a shows that LMR continues to beat total counts at a lower background count of $Poisson(30)$ while holding SNR constant. Furthermore, Figure 2.7b shows that at the lower background rate with $SNR = 1.3$, LMR still outperforms total counts. Using slightly larger sensors with a background count of $Poisson(120)$, we also see an improvement in detection capabilities.

2.4 Conclusion

From these experiments we observe that LMR approach offers noticeable advantages at detecting radiological threats in low-particle-count scenarios. Specifically, the ability to learn from distributions of photon energies without having to bind them into energy intervals, and the use of the sensor response model, allow extending the range of usability of Censored Energy Window methodology to low-count applications. It allows for accurate and source-type-specific detection even if total background photon count rates are in the
range of tens per second, and if the source signatures do not exceed signal-to-noise ratios of 2. We see an improvement in detection capabilities for the majority of considered source spectra.

Future work includes merging this algorithm into the Bayesian Aggregation framework described by Tandon[15]. A hypothetical use case is as follows: workers with portable sensors transmit data to a centralized server. The centralized server is then able to aggregate these observations with the Bayesian Aggregation framework to better detect source spectra. We would also like to repeat the bootstrap analysis done with the G-P method here. To further prove robustness of LMR, we would run LMR with an inaccurate sensor response matrix and evaluate performance. Further optimization of LMR’s source code will allow us to evaluate it’s performance on the 4x16 NaI sensors used in Chapter 1. Currently LMR is too computationally

Figure 2.7: Log ROC curves of Cs137 at varying background rates and SNRs
expensive to use for these larger sensors.
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