1. Introduction

One of the major problems in the theory of diffusion processes is to construct the process for a given set of diffusion coefficients. A diffusion process in $\mathbb{R}^d$ is hopefully determined by the two sets of coefficients

\begin{align*}
a &= a(t, x) = \{a_{ij}(t, x)\}, & 1 \leq i, j \leq d, \ t \in [0, \infty), \ x \in \mathbb{R}^d, \\
b &= b(t, x) = \{b_j(t, x)\}, & 1 \leq j \leq d, \ t \in [0, \infty), \ x \in \mathbb{R}^d.
\end{align*}

Here $a$ is a positive semidefinite symmetric matrix for each $t$ and $x$, and $b$ is a $d$ vector for each $t$ and $x$. There are various ways of describing exactly what we mean by a diffusion process corresponding to the specified set of coefficients.

We shall adopt the following approach.

Let $\Omega$ be the space of $\mathbb{R}^d$ valued continuous functions on $[0, \infty)$. The value of a function $\omega = x(\cdot)$ in $\Omega$ at time $t$ will be denoted by $x(t)$. The $\sigma$-field generated by $x(s)$ for $t_1 \leq s \leq t_2$ will be denoted by $M_{t_2}^{t_1}$. If $t_1 = 0$, we will denote this by $M_t$ and by $M^{t_1}$ in case $t_2 = \infty$, where $M$ is the $\sigma$-field generated by $x(s)$ for $0 \leq s < \infty$. The space $\Omega$ can be viewed as a complete separable metric space, with uniform convergence on bounded intervals defining the topology. Then $M$ is the Borel $\sigma$-field in $\Omega$. A stochastic process with values in $\mathbb{R}^d$, defined for $t \geq t_0$, is a probability measure on $(\Omega, M^{t_0})$.

Given the coefficients $\{a_{ij}(t, x)\}$ and $\{b_j(t, x)\}$, we define an operator $L_t$ acting on functions $f(x) \in C^\infty_0(\mathbb{R}^d)$ by

\begin{equation}
(L_t f)(x) = \frac{1}{2} \sum a_{ij}(t, x) \frac{\partial^2 f}{\partial x_i \partial x_j} + \sum b_j(t, x) \frac{\partial f}{\partial x_j}.
\end{equation}

We say that a measure $P$ is a solution to the Martingale problem corresponding to the given coefficients, starting at time $t_0$ from the point $x_0$ if

(a) $P$ is a probability measure on $(\Omega, M^{t_0})$ such that $P[x(t_0) = x_0] = 1$, and
(b) for each $f \in C^\infty_0(\mathbb{R}^d)$, $f(x(t)) - \int_{t_0}^t (L_s f)(x(s)) \, ds$ is a martingale relative to $(\Omega, M^{t_0}_s, P)$.

Under suitable conditions on the coefficients $a$ and $b$, one should attempt to answer the following questions:

1. For each $t_0$ and $x_0$, does a solution $P_{t_0,x_0}$ exist?
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(2) Is it unique?
(3) Is the solution a strong Markov process?
(4) Does the solution depend continuously, in some suitable sense, on \( t_0, x_0, a \) and \( b \)?
(5) If a diffusion process can be constructed in some other natural manner, does it coincide with the above construction?

Let us take up question (5) first. There are at least two other possible ways of constructing diffusion processes for given coefficients. If we use the stochastic differential equations of Itô, we take a matrix \( a(t, x) \) such that

\[
\sigma(t, x)\sigma^*(t, x) = a(t, x).
\]

If \( \beta(t) \) is Brownian motion in \( d \) dimensions, one can set up the stochastic differential equation

\[
dx(t) = \sigma(t, x(t)) \, d\beta(t) + b(t, x(t)) \, dt.
\]

If \( \sigma \) and \( b \) are assumed to be bounded and uniformly (with respect to \( t \)) Lipschitz continuous in \( x \), one can show that the above equation has a unique solution \( x(t) \) for \( t \geq t_0 \), for each initial condition \( x(t_0) = x_0 \). The process so obtained is the diffusion process corresponding to \( a \) and \( b \) starting from the point \( x_0 \) at time \( t_0 \).

One can prove that if the solution to the stochastic differential equation exists, then the solution to the martingale problem also exists. Moreover, if the former is unique, then so is the latter. Furthermore, one shows that the two solutions are the same in the sense that the solution to the martingale problem is the distribution of the solution to the stochastic differential equation.

Another possibility is to use the theory of partial differential equations. We consider the fundamental solution \( p(s, x, t, y) \) of the equation

\[
\frac{\partial p}{\partial s} + \frac{1}{2} \sum a_{ij}(s, x) \frac{\partial^2 p}{\partial x_i \partial x_j} + \sum b_j(s, x) \frac{\partial p}{\partial x_j} = 0,
\]

where \( p(s, x, t, y) \) serves as the transition probability density of a Markov process. This is taken as the diffusion process corresponding to \( a \) and \( b \). One can verify that, in this case also, the solution to the martingale problem exists, is unique, and coincides with the process constructed through the fundamental solution. The existence of a fundamental solution is proved under the assumption that \( a \) and \( b \) are bounded, satisfy a Hölder condition and \( a \) is uniformly positive definite.

2. Existence and uniqueness: the general case

Let us now assume that \( a(t, x) \) is bounded continuous and positive definite for each \( t \) and \( x \). Assume \( b(t, x) \) bounded and measurable. Under these assumptions we can answer the questions (1) through (4) raised in the introduction, affirmatively.
Theorem 2.1. The solution $P_{s,x}$ to the martingale problem, starting from the point $x$ at some $s$, exists and is unique for every $s$ and $x$. Moreover, $P_{s,x}$ is a strong Markov process with transition probabilities $P(s, x, t, A) = P_{s,x}[x(t) \in A]$. Further, the solution depends continuously on $s$, $x$, $a(\cdot, \cdot)$, and $b(\cdot, \cdot)$ in the following sense: if $a_n(\cdot, \cdot) \to a(\cdot, \cdot)$ uniformly on compact sets, $b_n(\cdot, \cdot) \to b(\cdot, \cdot)$ in measure, $s_n \to s$, $x_n \to x$ and if $a_n(\cdot, \cdot), b_n(\cdot, \cdot)$ are uniformly bounded, then the solution $P_n$ corresponding to $a_n, b_n$ starting from $x_n$ at time $s_n$ converges weakly to the solution $P$ for the limiting coefficients starting from $x$ at time $s$.

This theorem can be found in [2] and [3].

3. Boundary conditions

Let us suppose that $G \subset \mathbb{R}^d$ is a smooth region. More precisely, there is a function $\phi(x) \in C^2_0(\mathbb{R}^d)$ such that

$$G = [x : \phi(x) > 0],$$

$$\delta G = [x : \phi(x) = 0],$$

$$\|\nabla \phi\| \geq 1 \text{ on } \delta G.$$

As before we shall assume that $a$ is bounded, positive definite for each $t$ and $x$ and is continuous on $[0, \infty) \times \delta G$. Assume $b$ is bounded and measurable. One can check that some sort of boundary condition on $\delta G$ is needed to describe what happens to the process when it reaches the boundary $\delta G$. A class of these boundary conditions are of the form

$$\rho(s, x) \frac{\partial}{\partial s} + \sum_{j=1}^d \gamma_j(s, x) \frac{\partial}{\partial x_j} = 0,$$

where $\rho$ and $\gamma$ are suitable function on the boundary $[0, \infty) \times \delta G$. We shall assume the following regarding $\rho$ and $\gamma$:

(i) $\gamma$ is Lipschitz continuous in $t$ and $x$, is bounded, and there is a constant $\beta > 0$, such that $\langle \gamma, \nabla \phi \rangle \geq \beta > 0$ for all $t, x \in [0, \infty) \times \delta G$;

(ii) either $\rho$ is identically zero or it is everywhere positive, is bounded, and satisfies a Lipschitz condition in $t$ and $x$.

We formulate the problem in the following manner. A solution corresponding to $a$, $b$, $\rho$, and $\gamma$, starting a time $t_0$ from the point $x_0$, is a measure $P$ on $(\Omega, M_0^0)$, where now $\Omega = C([0, \infty) \times \delta G)$ and $M_0^0$ is the natural $\sigma$-field as before. The measure $P$ is such that

(a) $P[x(t_0) = x_0] = 1$, and

(b) for every $u \in C^0_0([0, \infty) \times \delta G)$ with $\rho(\partial u/\partial s) + \gamma \nabla u \geq 0$ on $[0, \infty) \times \delta G,$

$$u(t, x(t)) - \int_{t_0}^t (U_s + L_t u)(s, x(s))\chi_G(x(s)) ds,$$

is a submartingale relative to $(\Omega, M_t^0, P)$. We will call $P$, if it exists, a solution to the submartingale problem.
Theorem 3.1. Under the assumptions (a) and (b) on \( p \) and \( \gamma \), along with the assumptions on \( a, b \) mentioned in the earlier section, for each \( x \in \mathcal{G} \) and \( s \geq 0 \), there is a unique solution \( P_{x,s} \) to the submartingale problem. The solution is a strong Markov process. Moreover, the solution depends continuously on \( s, x, a, b, p, \) and \( \gamma \).

Remark 3.1. In the homogeneous case, that is, when \( a, b, p, \) and \( \gamma \) are independent of \( t \), assumption (b) on \( p \) can be replaced by the assumption that \( p \) is bounded, continuous and nonnegative.

These results can be found in [4].

4. Invariance principle

Using the results of Sections 2 and 3, one can prove general theorems concerning the convergence of Markov chains to diffusion processes. The conditions for convergence are very natural and involve essentially the first two moments. For simplicity, we shall treat the homogeneous case and assume further that \( d = 1 \). The general case is quite similar. Let us suppose that there is no boundary.

For each \( \delta > 0 \), \( \pi_\delta(x, dy) \) is the transition probability of a Markov chain with \( R \) as its state space. The transitions of the chain occur in multiples of time \( \delta \). Let us define

\[
    b_\delta(x) = \frac{1}{\delta} \int (y - x) \pi_\delta(x, dy),
\]

\[
    a_\delta(x) = \frac{1}{\delta} \int (y - x)^2 \pi_\delta(x, dy),
\]

\[
    \theta_\delta(x) = \frac{1}{\delta} \int |y - x|^\mu \pi_\delta(x, dy), \quad \mu > 2.
\]

We assume:

(a) \( |b_\delta(x)| \leq C \) and \( b_\delta(x) \) converges as \( \delta \) tends to zero to a continuous limit \( b(x) \) uniformly on bounded intervals;

(b) \( |a_\delta(x)| \leq C \) and \( a_\delta(x) \) converges as \( \delta \) tends to zero to a continuous limit \( a(x) \) uniformly on bounded intervals;

(c) \( \theta_\delta(x) \to 0 \), as \( \delta \) tends to zero, uniformly on bounded intervals;

(d) the solution to the martingale problem for any starting point, corresponding to the coefficients \( a \) and \( b \) is unique.

Theorem 4.1. Under the above assumptions the Markov chain converges as \( \delta \) tends to zero, to the diffusion corresponding to \( a \) and \( b \).

The general case for the \( d \) dimensional case, where \( a \) and \( b \) could depend on \( t \) is treated in [3]. There are similar results when a boundary is involved and these can be found in [4].
5. Special case: \( d = 2 \)

The method of the main theorem mentioned in Section 2, involves several steps. The hypothesis of continuity of \( a(t, x) \) is superfluous. What one needs is that the discontinuities of \( a(t, x) \) should be small compared to the eigenvalues of \( a(t, x) \). The actual constants are hard to follow through in general. But when \( d = 2 \), in the homogeneous case, this leads to the following theorem.

\textbf{Theorem 5.1.} \textit{If} \( a(x) \) \textit{is uniformly positive definite on compact sets and if trace} \( a(x) \equiv 1 \), \textit{then for any bounded measurable} \( b(x) \), \textit{existence and uniqueness hold for the martingale problem.}

By a random time change, the condition that trace \( a(x) \equiv 1 \) can be removed and replaced by the boundedness of \( a \). Once uniqueness is established, one shows by a standard reasoning that the process is strongly Markovian. With a little more work, one can establish the continuous dependence of the solution on the coefficients and the starting point.

These results can be found essentially in [1].

6. Special case: \( d = 1 \)

When \( d = 1 \), the results are even stronger. If \( a(t, x) \) is bounded measurable and uniformly positive on compact sets and if \( b(t, x) \) is bounded and measurable, then the solution to the martingale problem exists and is unique for every starting point. Since a proof has not appeared anywhere, we will give a quick sketch. From the way uniqueness is proved in [2] for the general case the basic step is a perturbation in \( L_p \). When \( d = 1 \), \( p \) can be taken to be 2. We write the operator

\[(6.1) \quad \frac{1}{2} a(t, x) \frac{\partial}{\partial x^2} + \frac{\partial}{\partial t}, \]

as

\[(6.2) \quad \frac{1}{2} \ell \frac{\partial}{\partial x^2} + \frac{1}{2} (a(t, x) - \ell) \frac{\partial}{\partial x^2} + \frac{\partial}{\partial t}, \]

where \( \ell \) is chosen to be a suitable large number. For this to work in \( L_2 \), where the norms of the various operators are explicitly computable, it suffices that

\[(6.3) \quad |a(t, x) - \ell| \leq \ell' < \ell. \]

If \( a \) is such that \( 0 < \alpha_1 \leq a \leq \alpha_2 < \infty \), then \( \ell \) can be taken as \( \alpha_2 \) and \( \ell' \) can be \( \alpha_2 - \alpha_1 \). Since uniqueness is purely a local property, our assertion follows.

We fix \( 0 < \alpha_1 < \alpha_2 < \infty \) and consider the totality of all bounded measurable \( a(t, x) \) satisfying \( \alpha_1 \leq a(t, x) \leq \alpha_2 \). For simplicity, we shall assume that \( b \) is identically zero. By existence and uniqueness mentioned above, we know that there are transition probabilities \( \{p_a(s, x, t, dy)\} \) depending on \( a \). As \( a \) varies over the above class, one can check that \( \{p_a\} \) varies over a compact family. The
convergence notion is weak convergence in $dy$ which is uniform over compact sets of $s$, $x$ and $t$. The limits are all again transition probabilities corresponding to some $a$ in the same class.

This means that there is a notion of "weak" convergence such that $a_n \to a$ "weakly" if and only if $p_{an} \to p_a$ as described above. It will of course be very interesting to know precisely what this convergence is. There are two special cases worth noticing. If $a_n(t, x)$ are purely functions of $x$, then $p_{an} \to p_a$ if and only if

$$
\int_{\ell_1}^{\ell_2} \frac{dx}{a_n(x)} \to \int_{\ell_1}^{\ell_2} \frac{dx}{a(x)} 
$$

for $-\infty < \ell_1 < \ell_2 < \infty$. If $a_n(t, x)$ are purely functions of $t$, then $p_{an} \to p_a$ if and only if

$$
\int_{\ell_1}^{\ell_2} a_n(s) \, ds \to \int_{\ell_1}^{\ell_2} a(s) \, ds
$$

for $0 \leq \ell_1 \leq \ell_2 < \infty$.

For the general case when $a_n$ depends on both $t$ and $x$, these special cases provide conflicting clues. The problem is more involved than one expects to begin with.

7. An example

Let us define the coefficients

$$(7.1) \quad a^h_+(x) = \begin{cases} 
\alpha & \text{if } \left[ \frac{x}{h} \right] \text{ is even,} \\
\beta & \text{if } \left[ \frac{x}{h} \right] \text{ is odd,}
\end{cases}$$

and

$$(7.2) \quad a^h_-(x) = \begin{cases} 
\alpha & \text{if } \left[ \frac{x}{h} \right] \text{ is odd,} \\
\beta & \text{if } \left[ \frac{x}{h} \right] \text{ is even,}
\end{cases}$$

$\beta > \alpha > 0$. (For $x < 0$, $[x] = -[\lceil -x \rceil] - 1$.)

Let $\pi_{a_+}^h(t, x, dy)$ be the transition probabilities corresponding to the homogeneous coefficients $a^h_+(x)$. Let us define

$$(7.3) \quad a^{k, h}(t, x) = \begin{cases} 
a^h_+(x) & \text{if } \left[ \frac{t}{k} \right] \text{ is even,} \\
a^h_-(x) & \text{if } \left[ \frac{t}{k} \right] \text{ is odd.}
\end{cases}$$
Let \( \pi^{h,k}(s, x, t, dy) \) be the transition probability corresponding to \( a^{h,k} \). We denote by \( P^{h,k}_{s,x} \), the process corresponding to \( a^{h,k} \) starting off at time \( s \) from \( x \).

**Theorem 7.1.** Let \( h_n \) and \( k_n \) tend to zero such that \( \rho_n = k_n h_n^{-2} \) converges to a limit \( \rho \), \( 0 \leq \rho \leq \infty \). Then \( \pi^{h_n,k_n} \) converges to a limit \( \pi \) which is Brownian motion

\[
\pi(s, x, t, dy) = \left[ 2\pi(t - s)\sigma^2 \right]^{-1/2} \exp \left\{ -\frac{|y - x|^2}{2\sigma^2(t - s)} \right\},
\]

where \( \sigma^2 = \sigma^2(\rho) \) is a continuous function of \( \rho \) with \( \sigma^2(0) = \frac{1}{2}(\alpha + \beta) \) and \( \sigma^2(\infty) = 2\alpha\beta/(\alpha + \beta) \).

**Proof.** There are always convergent subsequences because of compactness. The limits are uniform in \( s, x, \) and \( t \), so that the periodicity of \( \pi^{h,k} \) leads to the invariance of the limit \( \pi \), with respect to space and time translations. Therefore, any possible limit \( \pi \) is Brownian motion. We only have to compute \( \sigma^2 \).

Let us denote by \( \pi_n \) the transition probability \( \pi^{h_n,k_n} \), by \( a_n \) the corresponding coefficient and by \( P_n \) the process starting from 0 at time 0. Let us define

\[
\sigma^2_n = E^{P_n}|x(1)|^2 = E^{P_n} \int_0^1 a_n(s, x(s)) \, ds.
\]

The computation of \( \sigma^2_n \) really involves an idea of how much time, on the average, the process spends in the regions where \( a = \alpha \) and \( a = \beta \). We shall suppose that \( N \) is such that \( 2Nk_n = 1 \). This involves at most an error of magnitude \( k_n \) in the computation of \( \sigma^2_n \). Instead of considering the process \( x(s) \), let us consider the process

\[
y(s) = h_n^{-1} x(k_n s).
\]

We denote by \( \theta_n \) the measure corresponding to it. The generator of the \( y(s) \) process can be written as

\[
\frac{1}{2} \rho_n a(t, x) \frac{\partial^2}{\partial x^2},
\]

where \( p_n = k_n h_n^{-1} \) and \( a(t, x) = a^{1,1}(t, x) \). Now for the \( y \) process it is a question of how much time is spent in regions \( \{ a = \alpha \} \) and \( \{ a = \beta \} \) relatively up to time \( 2N \). Since the problem is periodic, we consider the reduced problem on the circle. \( A^+ \) and \( A^- \) are the upper and lower semicircles. \( \pi^+ \) and \( \pi^- \) are the transition probabilities for the homogeneous processes corresponding to \( a^+(x) \) and \( a^-(x) \), where

\[
a^+(x) = \begin{cases} \alpha & \text{on } A^+, \\ \beta & \text{on } A^- . \end{cases}
\]

and

\[
a^-(x) = \begin{cases} \beta & \text{on } A^+, \\ \alpha & \text{on } A^- . \end{cases}
\]

If \( \pi^\pm(t) \) denotes the semigroup corresponding to \( a^\pm \), then the \( \rho_n \) in front of the generator changes \( \pi^\pm(t) \) to \( \pi^\pm(t\rho_n) \). We can now write
\[
\sigma_n^2 = E^{P_n} \left[ \int_0^1 a_n(s, x(s)) \, ds \right]
\]

\[
= k_n E^{Q_n} \left[ \int_0^{2N} a(s, y(s)) \, ds \right]
\]

\[
= k_n \sum_{r=1}^N E^{Q_n} \int_{(2r-1)}^{2r} a(s, y(s)) \, ds + k_n \sum_{r=0}^{N-1} E^{Q_n} \int_{2r}^{(2r+1)} a(s, y(s)) \, ds
\]

\[
= k_n \sum_{r=1}^N E^{Q_n} \int_{(2r-1)}^{2r} a^-(y(s)) \, ds + k_n \sum_{r=0}^{N-1} E^{Q_n} \int_{2r}^{(2r+1)} a^+(y(s)) \, ds.
\]

Since \( k_n \) is nearly \((2N)^{-1}\), it suffices to look at \( E^{Q_n} \int_{2r}^{(2r+1)} a^+(y(s)) \, ds \) and \( E^{Q_n} \int_{(2r-1)}^{2r} a^-(y(s)) \, ds \) for large \( r \) and \( n \).

We have

\[
(7.11) \quad E^{Q_n} \int_{2r}^{(2r+1)} a^+(y(s)) \, ds = \left[ \pi^+(\rho_n)\pi^-(\rho_n) \right]^{-1} \left( \int_0^1 \pi^+(s\rho_n) a^+ \, ds \right)
\]

and

\[
(7.12) \quad E^{Q_n} \int_{(2r-1)}^{2r} a^-(y(s)) \, ds = \left[ \pi^-(\rho_n)\pi^+(\rho_n) \right]^{-1} \left( \int_0^1 \pi^-(s\rho_n) a^- \, ds \right).
\]

As \( \rho_n \) tends to \( \rho \) and \( n \to \infty \), it is clear that we have to look at the invariant measures \( \mu^+_\rho \) and \( \mu^-_\rho \) solving \( \mu^+_\rho \pi^+(\rho)\pi^-(\rho) = \mu^+_\rho \) and \( \mu^-_\rho \pi^-(\rho)\pi^+(\rho) = \mu^-_\rho \).

We can then write

\[
(7.13) \quad \lim_{n \to \infty} \sigma_n^2 = \sigma^2 = \frac{1}{2} \left[ \int_0^1 \mu^+_\rho \pi^+(s\rho) a^+ \, ds + \int_0^1 \mu^-_\rho \pi^-(s\rho) a^- \, ds \right],
\]

where \( \sigma^2 \) is of course only a function of \( \rho \). By standard techniques, one can justify all the steps and even compute \( \sigma^2(\rho) \) when \( \rho = 0 \) or \( \infty \).
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