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Publications:


The main goals of this project are to investigate the concepts of surprise and relevance in data streams that include video, audio, and text. In year 1, we made significant progress on surprise in video, demonstrating breakthrough results with finding surprising events in a large corpus of surveillance video streams (cameras on the Texas/Mexico border). In year 2, we introduced a new mathematical definition of goal relevance that is built from first principles, general and widely applicable. In year 3, we have focused on computing surprise on completely different data streams (web pages and social media feeds), and on applications to visual attention modeling.

1. Defining and modeling surprise

In year 1, we focused on two major thrusts: detecting surprising events in video streams from surveillance cameras, and building one of the first computational models of task-driven guidance of visual attention and gaze towards items that are more relevant to one’s goals. We have achieved breakthrough results on both fronts. With respect to surprising events in video, we have created a system that can monitor outdoor video streams and detect surprising events, then summarizing the videos into short segments around each event. We obtained 2,783 videos from 24 different cameras (color or infrared) placed along the Texas-Mexico border. While the full dataset is being ground-truthed, we processed a preliminary subset of 89 videos from 13 cameras, totaling 4.8M frames or 89 hours. Our system correctly dismissed over 99% of all frames as being boring, while detecting 56 surprising events (later manually classified as 16 interesting/relevant events such as cars, boats, etc and 40 birds), with only 4 false alarms (due to camera glitches) and 2 misses (1 truck and 1 boat). With respect to top-down attention towards items that are relevant to one’s task, we developed a new Bayesian framework that combines information from past gaze fixation points, past video frames, and past actions to guess where a human observer may look next given a task. The system was tested with 3D interactive video games including driving, flight combat, or running a hotdog stand that serves many hungry customers. It was able to predict where the human players would look next, significantly above chance and better than the state of the art. This is the first neuro-computational model of attention that we know of which reasons about objects, scene context, past gaze points and past actions to determine the next most task-relevant location to look at.

Several types of feature detectors were chosen for our implementation, all of which have been well documented in the literature on the primary visual cortex of mammals. Each detector type is implemented as approximations to center-surround cells with receptive fields spanning a range of sizes. This approximation is efficiently performed by constructing Gaussian image pyramids spanning from 2 octaves to 8 octaves above the original scale, for a variety of feature types. In total, we create 12 different low-level feature pyramids (one intensity, two color, four orientation, four motion, one flicker), which are combined to create a total of 72 center surround feature detector maps.

Surprise computation is applied to each of the 72 maps. A schematic diagram of a single surprise computation unit is shown in fig. 1, which takes as input a prior distribution and a data distribution and outputs a posterior distribution and the amount of surprise generated by the new data. In our implementation, a chain of these surprise units is connected to each pixel in each level of each feature map such that the first unit in the chain receives its data directly from the detectors output value, as further described below. This data is modeled as a Poisson distribution $M(\lambda)$ (an assumption which is backed by recordings of the firing statistics of visual cortex cells), where the rate parameter $\lambda$ is simply estimated as the detector’s output value. Modeling the prior and posterior as Gamma distributions allows us to use the posterior from a previous step as the prior for the current step in a Bayesian learning configuration (Gamma is the conjugate prior on Poisson data). The Kullback-Leibler divergence is then used to measure the difference between these two distributions and this difference is labeled as 'Surprise.' In this way, the detector is able to constantly update its belief of the distribution of a single feature detector’s response and to output a measure of the amount by which a new feature response violates that learned distribution.
By applying such a surprise detector to each feature map at each spatial scale, we are able to detect unexpected events of various sizes and types. However, to effectively eliminate repeating or periodic motions in the image (e.g., trees in the wind), it is also desirable to detect surprise at multiple temporal scales. In addition, while monitoring surprise over time may be useful to detect local transient events, computing surprise over space is also important to focus onto those events, which are also spatially salient. To accomplish this, we set up a network of these surprise detectors as shown in fig. 2 to form a complete temporal and spatial surprise computation unit. The input to this unit is a single feature map from a single pyramid scale. At each location in this map, we compute both the spatial and temporal surprise over five temporal scales. At the first temporal scale, the data from the feature map (shown with red arrows) is fed into the data inputs of a temporal surprise detector shown on the left, and a spatial surprise detector shown on the right. The temporal surprise detector uses the posterior from the previous time step as its prior and outputs the amount of surprise generated from this newest feature response. The spatial surprise detector uses the same feature response as input, but uses an average of the surrounding responses weighted by a Gaussian envelope as its prior distribution. This spatial surprise detector then outputs the novelty of a stimulus based only on the surrounding feature responses from the current frame. The posterior produced by this spatial surprise detector is ignored, but the posterior produced by the temporal detector is used to produce a pixel in the input map for the next temporal scale. Figure 3 shows the full system with surprise detectors implemented over the different feature channels, spatial scales, and temporal scales.

![Diagram](image)

Figure 1: A single surprise unit which computes a posterior distribution from a prior and an observed data distribution and outputs a level of surprise proportional to the difference between the prior and posterior.
Figure 2: Surprise map computation unit which takes as input a new feature map from the current frame and outputs a map indicating the level of surprise at each pixel in the corresponding input map. Data path is shown only for a single pixel, but is replicated across all pixels in the implementation.
Figure 3: Full surprise algorithm. Surprise maps are computed for different feature channels (motion, orientation, intensity, flicker, and color) and combined to yield the final multimodal surprise map. Any location that reaches a surprise level above some threshold will yield a surprising event.

Testing and validation:

We applied our system to video clips from cameras along the Texas-Mexico border (blueservo project, which unfortunately went defunct shortly after we managed to grab 2,783 video clips from 24 different cameras, some RGB color and some infrared).

We first examined a smaller set of 89 videos (about 4.8 million frames and 89 hours of playtime). We set a fixed surprise threshold in our algorithm, such that any video frame where that threshold was crossed would be noted as a surprising event. In a graphical user interface, we displayed only surprising events, as short video clips of +/- 10 seconds around each surprising point. The surprise threshold was set once and for all before we ran the 89 clips, by manually looking for a reasonable value using other clips than the 89 tested.

Our algorithm correctly dismissed over 99% of all video frames as being boring (unsurprising), while correctly detecting 56 surprising events (later manually classified as 16 interesting/relevant events such as cars, boats, etc and 40 birds that flew through the field of view of the camera), with only 4 false alarms (camera glitches) and 2 misses (1 truck and 1 boat).

Examples of hits, birds, correct rejections, false alarms, and misses are shown in the following figures.

Overall, the algorithm appears highly performing for this application, with only 2 misses and 4 false alarms after processing 4.8 million video frames. The human workload was reduced by our algorithm from watching 89 hours of overall highly boring video to just 60 (events) x 20s (each event) = 20 minutes, i.e., a reduction of 270x (with 2 misses). In comparison, a system at chance level would only cut the viewing time by a factor 2 (45 hours, or 135x more viewing than with our algorithm), while incurring a 50% probability of miss (29 misses).
Figure 4: Example of surprising events detected by our algorithm (hits). From left to right, then top to bottom: A train; a truck; a truck; a helicopter; a truck; a dune buggy; a boat. Our review graphical user interface allows users to select a surprise threshold and then lists (left sidebar) the events that are above threshold. The user can then click on each event in turn, at which point a short video of +/- 10 seconds around the event is played. In our experiments, the threshold was fixed to a single value (4.0 Wows of surprise) chosen by examining other clips than those processed here, for all cameras and all clips.
Figure 5: Example of birds. As far as being surprising, those may be considered hits, as they definitely catch the eye when they occur. In years 2 and 3 we will study in more depth how to eliminate surprising events that are uninteresting or irrelevant with respect to the task at hand (here, surveillance of the border with respect to illegal human crossing).

Figure 6: Examples of correct rejections from several cameras. Nothing was detected as significantly surprising by our algorithm in these videos. (Note how we here selected a lower surprise threshold in our software to display those images, as otherwise they had been suppressed as containing nothing surprising).
Figure 7: Example of correct rejection of an entire clip. Nothing was detected as surprising in this hour-long video clip, although we can observe significant variations in colors, illumination, water ripples, etc throughout the duration of the video clip. These variations were correctly dismissed by our algorithm.

Figure 8: Another example of correct rejections. Nothing surprising was detected by our algorithm despite significant changes in color, illumination, and shadows due to cloud and sun movement.
Figure 9: Examples of false alarms. Top row: In one clip, the image turned solid white for a brief moment, generating a high surprise event in our algorithm. Middle and bottom rows: In 3 other clips (two shown, one each row), the camera switched from night-vision mode to daylight color mode, creating high surprise at that transition point.
well, wise, the camera is an infrared one, which might benefit from using a lower surprise threshold as threshold. Thus the boat appeared to move very slowly and was dismissed as boring. Simply setting a lower surprise threshold for that specific camera fixed the problem, without generating additional false alarms. Likewise, the right camera is an infrared one, which might benefit from using a lower surprise threshold as well, since it has no color information.

2. Modeling top-down attention to relevant items in the world

As seen in our surprise system above, and as argued in the proposal for this project, sometimes surprising events are not relevant to the task or interesting: in the examples above, we detected 40 surprising birds flying into the cameras’ field of view. While those indeed are surprising and could startle a human operator, they are not relevant to the problem of border control.

We investigating top-down attention control towards task-relevant items, and wrote two review-style textbook chapters in the process (Itti & Borji, 2013; 2014).

This has further allowed us to clarify several concepts in the attention literature, with respect to (1) the role of objects in guiding attention, as opposed to attention being driven by simpler low-level visual features (Borji et al., 2013 JOV), and (2) the difference between low-level saliency and interest, as better distinguished by our new measure of explicit saliency (Borji et al., 2013 VR).

Below we report a model of top-down attention that directly attacks the problem of finding the most relevant information in a video stream, given a particular task definition.

We created a new framework to model top-down overt visual attention based on reasoning, in a task-dependent manner, about objects present in the scene and about previous eye movements. We designed a Dynamic Bayesian Network (DBN) that infers probability distributions over attended objects and spatial locations directly from observed data. Two basic concepts in this model are 1) taking advantage of the sequence structure of tasks, which allows to predict the future fixations from past fixations and knowledge about objects present in the scene. Graphical models have indeed been very successful in the past to model sequences with applications in different domains, including biology, time series modeling, and video processing, and 2) computing attention at the object level. Since objects are essential building blocks in scenes, it is reasonable to assume that humans have instantaneous access to task-driven object-level variables (as opposed to only gist-like, scene-global, representations). Briefly, the model works by defining a Bayesian network over object variables that matter for the task. For example, in a video game where one runs a hot-dog stand and has to serve multiple hungry customers while managing the grill, those include raw sausages, cooked sausages, buns, ketchup, etc. (Figure 11). Then, existing objects in the scene, as well as the previous attended object, provide evidence toward the next attended object (Figure 11). The model also allows to read out which spatial location will be attended, thus allowing one to verify its accuracy against the next actual fixation of the human player. The parameters of the network are learned directly from training data in the same form as the test data (human players playing the game). This object-based model was significantly more predictive of eye fixations compared to simpler classifier-based models, also developed by the same authors, that map a signature of a scene to eye positions, several state-of-the-art bottom-up saliency models, as well as brute-force algorithms such as mean eye position (Figure 12). This points toward the efficacy of this class of models for modeling spatio-temporal visual data in presence of a task and hence a promising direction for future. Probabilistic inference in this model is performed over object-related functions which are fed from manual annotations of objects in video scenes or by state-of-the-art object detection models. The same model has been successfully applied to different types of tasks (driving, flight combat, etc; Figure 13), demonstrating generality of the approach.
Figure 11: Graphical representation of our DBN approach unrolled over two time slices. $X_t$ is the current saccade position, $Y_t$ is the currently attended object, and $F_i^t$ is the function that describes object $i$ in the current scene. All variables are discrete. Also shown is a time series plot of probability of objects being attended and a sample frame with tagged objects and eye fixation overlaid.
Figure 12: Sample predicted saccade maps of the DBN model. Each red circle indicates the human observer’s eye position superimposed with each maps peak location (blue squares). Smaller distance indicates better prediction. Images from top-left to bottom-right are: a sample frame from the hot-dog bush game where the player has to serve customers food and drink, MEP stands for the mean eye position over all frames during the game play, G is just a trivial Gaussian map at the image center, BU is the bottom-up saliency map of the Itti model, REG(1) is a regression model which maps the previous attended object to the current attended object and fixation location, REG(2) is similar to REG(1) but the input vector consists of the available objects at the scene augmented with the previously attended object, SVM(1) and SVM(2) correspond to REG(1) and REG(2) but using an SVM classifier, Mean BU is the average BU map showing which regions are salient throughout the game course, Similarly DBN(1) and DBN(2) correspond to REG(1) and REG(2) meaning that in DBN(1) network slice consists of just one node for previously attended object while in DBN(2) each network slice consists of the previously attended object as well information of the previous objects in the scene, and finally Rand is a white noise random map.
Figure 13: Applications of our top-down model to driving (top two rows) and flight combat (bottom two rows). Abbreviations are as in Fig. 12.
Figure 14. Gaze prediction accuracies. a) probability of correctly attended object (first row) and MNSS scores (which measure the extent to which an observer looked at model-predicted locations above chance level) for prediction of saccades and fixation positions (second row) for all models. White legends on bars show the mapping from feature types to gaze position X. For instance, REG (Ft → Yt → Xt) maps object features to the attended object and then maps this prediction to the attended location using regression. Property functions f(.) in HDB (hot-dog stand) indicate whether an object exists in the scene or not (binary). b) and c) MNSS scores of our classifiers over 3DDS (driving) and TG (flight combat) games, d) and e) NSS scores (corresponding to γ = 0 in MNSS) of bottom-up models for saccade prediction over 3 games. Almost all of bottom-up models perform lower than MEP and Gaussian, while our models perform higher. Some models are worse than random (NSS < 0) since saccades are top-down driven instead of bottom-up.

This model for the first time provides a fully computational approach to determining what is the next most top-down relevant location one should look at while engaged in a complex task, and it predicts human behavior better than other attention models.

3. Defining and implementing goal relevance

In the second year, we focused on two major thrusts: a new mathematical definition of goal relevance that naturally combines with our work on surprise, and applications to tasks such as analysis of eye movements, path planning, and navigation. Our definition of goal relevance stems from first principles. Assuming an agent with one or more goals, we consider the agent’s distribution of beliefs over all possible ways it could achieve its goal(s). When new information is received from the agent’s sensors, this distribution is updated (e.g., sensing a new obstacle may decrease the agent’s belief that certain paths may lead to the goal). We then measure the rele-
vance of the observation as the Kullback-Leibler divergence between the prior and posterior belief distributions. Thus, data observations that do not affect the agent’s beliefs over how it will reach its goal are deemed irrelevant. To test our proposed definition, we conducted human experiments to gauge the human intuitive notion of what makes some information more relevant. We found that our proposed approach matches the intuitive human notion of relevance, significantly better than alternative approaches. We applied these concepts to the analysis of eye movements during complex tasks and to robotic path planning and navigation. Our new proposed definition of relevance is general and derived from first principles, and for the first time provides a quantitative measure of relevance that is directly applicable to many domains (as opposed to previous definitions, often restricted to specific domains, such as web search, linguistic analysis, etc).

Although many studies have investigated the effects of tasks and goals on human attention, no model to date has provided a general quantitative definition and metric of these effects. Most studies of goal-oriented attention either have been qualitative and descriptive, or have used computational models that implicitly learn from examples how participants deploy attention under various tasks. Here we propose a theoretical definition for the information value of data observations with respect to a goal, which we call goal relevance. We consider the probability distribution of an agent’s subjective beliefs over how a goal (or set of goals) could be achieved (e.g., beliefs over the set of all possible paths from start to finish in an obstacle course). When new data is observed, the belief distribution is updated (e.g., a newly detected obstacle may invalidate some paths). We then simply measure the goal relevance of that observed data as the Kullback-Leibler divergence between belief distributions before and after the observation. To test our definition, we compare its predictions to responses of 35 human participants, who were presented 200 times with two side-by-side images of a simple 2D obstacle course, with a different new obstacle added to each image. They indicated which of the two new obstacles was more relevant to the task of traveling from start to finish. Our definition agreed with participant responses (85% correct), slightly better than inter-observer agreement (82%), and significantly better than 3 competing models based on machine learning classifiers (74% for best tested). Our new definition of goal relevance is general, quantitative, explicit, and allows one to put a number onto the previously elusive notion of relevance of observations to a goal.

Relevance is a concept that humans use all the time. It is a measure of the importance of observations with respect to a context. This allows humans to prioritize and filter sensory input by directing their attention. While driving, for example, people will often ignore things going on inside the car, in the sky, or in the oncoming lane. This might be accomplished with heuristics learned from experience, which humans do well [6].

Relevance has been studied extensively in linguistics, document search, and data mining [5]. In these cases, it is usually formulated as a statistical similarity metric between two concepts. This works for explaining why "Obama" is relevant to "politics", or "E. coli" is relevant to "disease". However, these similarity metrics do not naturally extend to the driving example, because driving is a task. During driving, the relevance of objects is not determined by their similarity to another object, but by how they affect the driver’s goal of safely reaching a destination. This type of relevance, which will be referred to as goal relevance, has not received much attention in computer vision, robotics, or perception, even though it is useful for perception in humans [4].

Many studies (see below) have shown that task influences human attention [8], providing a wealth of qualitative and empirical data. Attempts to model this quantitatively typically establish correlations between computed features and the tasks being investigated [17, 16]. Our motivation is towards the development of top-down attention models that are based on theoretical knowledge. Attention during a task can be seen as a search for relevant data. Thus, in the hopes of better understanding the effects of task on attention, the present study investigates the manner in which humans decide what input is considered relevant.

3.1. Background
In the information retrieval community, there is still debate over the precise definition of relevance. Hjorland discusses five different views of relevance and argues for what he calls the "subject knowledge view", which
suggests that relevance is not an inherent attribute but rather is dependent on the knowledge or beliefs of the subject evaluating the relevance [9]. All five of the presented views focus on relevance as applied to web search, and Hjorland does not focus on the case where an agent is pursuing a goal. He does refer to one of his previous papers, in which he provides an interesting definition of relevance:

Something (A) is relevant to a task (T) if it increases the likelihood of accomplishing the goal (G) which is implied by T [10].

This is fairly intuitive, but is still vague for use in obtaining a quantitative result. It requires a likelihood function specific to the goal G which must capture most of the problem. There exists a wide range of types of goals, from navigation to purchasing groceries to solving math problems, so the computation of relevance will certainly be specific to each goal. However, a definition that more clearly defines the computation would be preferable.

It has been well established that tasks influence human attention, ever since the studies of Buswell [3]. Hayhoe and Ballard provide a review of recent advances, in which they note that attention has been examined (among other things) in a number of visuo-motor tasks including walking, driving, sports, and making sandwiches [8]. In these cases, the task is usually considered a top-down influence on attention. In one study, it was demonstrated that local and global visual features around subjects’ focal point of attention were sufficient to predict the task being performed [17]. Another [14] showed that top-level features about the task affected the saccade pattern. Navalpakkam and Itti [15] develop a model for predicting saccades, using a ”long term memory” to represent top-down task information, containing abstract knowledge initialized by hand and updated via learning. Several studies have used learning from examples to implicitly capture task influences on eye movements [16, 2]. Despite the success of these studies, we still do not understand algorithmically how a given task specifically affects attention. Thus, we do not have models that, given a task, can predict a priori which objects will attract more attention. This provides motivation for the present study.

Gottlieb and Balan [7] present an experiment on attention and decision-making in monkeys that cannot be explained by any previous models. The authors suggest that attention is a decision process based on the utility of information. They also point out neurobiological evidence that the same parietal neurons carrying information about saccadic motor decisions also carry information unrelated to any other aspects of those decisions. It is proposed that this additional information reflects the information utility, which then affects the saccades. The question of how such a utility metric is computed is left open. The present study attempts to address this.

3.2. Defining Goal Relevance
3.2.1 Theory

What makes a data observation relevant to a goal? Let us examine our intuition using the driving example. Seeing a car brake in front of you or knowing about the movement of objects on the road is certainly relevant to the goal of safely reaching a destination. Hearing that a bridge is out seems extremely relevant, if that bridge was on one of the possible routes. However, learning that “Google stock is down 0.1%” isn’t relevant at all. How can we support these intuitions while being abstract enough to apply to other types of goals?

To answer this question, we first identify what is common to all goals. First, since we are considering the relevance of data observations while pursuing a goal, there must be an agent that does the pursuing. Also, the act of pursuing a goal implies movement through some real or imaginary state space, from a current (start) state to one or several desired (goal) state or states. Note that like in standard search in Artificial Intelligence, the goal may be implicitly defined (any state that satisfies a number of requirements that establish goal test would qualify as goal state). We can define S as the set of all paths through this space which begin at the start and terminate at the goal. The job of the agent is to follow one of these paths (or a collection of paths that overlap near the current state of the agent), while monitoring the environment for possible new data observations that change S and that thus may warrant that the followed path or paths should be updated. Looking back at the intuitions above,
we can note that more relevant pieces of data may be the ones that cause larger changes in \( S \). Indeed, if a data observation does not change \( S \), it does not affect the agent’s choices about how to reach the goal(s) and therefore it should not be considered relevant to the goal(s). If a data observation instead renders some or many of the current possible paths infeasible, or opens up one or more new possible paths, then it should be considered very relevant according to our proposed definition. This inspires our key idea, which is to define goal relevance by the amount of change in \( S \) caused by the new data observation.

We thus define the goal relevance of a data observation \( D \) with respect to an agent’s probability distribution \( S \) over possible ways it could achieve its goals as a distance measure, \( d(\cdot,\cdot) \), between the prior distribution of beliefs \( P(S) \) and the posterior distribution \( P(S|D) \) after observation of data \( D \):

\[
\text{Relevance}(D,S) = d(P(S|D), P(S))
\]

(1)

While many measures are available for \( d(\cdot,\cdot) \), here, inspired by the related manner in which the concept of surprise was mathematically defined by Itti & Baldi [12] in a rigorous, quantitative manner, we will use for numerical applications the Kullback-Leibler divergence \( KL(\cdot,\cdot) \), such that:

\[
\text{Relevance}(D,S) = KL(P(S|D), P(S)) = \int_{S} P(S|D) \log \frac{P(S|D)}{P(S)} dS
\]

(2)

(Note however that the Kullback-Leibler divergence is not strictly a distance measure, as it is not symmetric; one could use the symmetric version \( KL_{sym}(P,Q) = \frac{1}{2}(KL(P,Q) + KL(Q,P)) \) interchangeably). Our definition thus interprets goal relevance as the degree to which the data observation \( D \) yielded surprising change (in Itti and Baldi’s terms) in the observer’s beliefs over how it thought it could achieve its goal(s). Therefore, in a deterministic universe where the agent also has perfect information, nothing is relevant because the agent can optimally plan how to accomplish its goal just based on the initial \( S \) and while ignoring all sensory input. Relevance is important when there is uncertainty or there are environmental changes that cannot be predicted by the agent.

3.2.2. Implementation

Ideally, the proposed definition of goal relevance would be compared against the prevailing one. However, to the authors’ knowledge, there are no other quantitative models that explain the relevance of observations to goals. Instead, since our definition attempts to explain human cognition, the above model is used to predict human responses to a relevance task. Given a 2-D environment with obstacles, a starting location, and a goal location, we asked participants to indicate which of two new obstacles added to the environment was the most relevant to the task of traveling from start to goal.
To apply the equation for relevance, a model space must be chosen that can represent the possible paths. The 2-D environment space was used for this purpose. The space was discretized into a grid, and a path was represented by counting the number of path points that fell into each grid space. To construct prior and posterior path distributions related to adding one obstacle to the environment, 1000 paths were randomly sampled on the environment without the obstacle in question (prior), and another 1000 on the environment with the extra obstacle (posterior). Sampling was done by using Rapidly-exploring Random Trees (RRTs) [13] to repeatedly find a random path from the start to the goal. The grid counts from the resulting paths were added together and then normalized to create the distributions. This process is visualized in Figure 15, which shows a very simple environment and the resulting distributions. Once the prior and posterior distributions are known, the relevance equation can be applied directly to compute the relevance score associated with adding one obstacle to the environment.

To compare relevance between objects, the above is performed for each object, and the object with the largest relevance score is the most relevant to the goal. Note that when comparing multiple obstacles, the environment used to compute the prior distribution contains none of them, and so is the same for all obstacles. The posterior is computed using only the obstacle in question.

This implementation was used to compute relevance scores for both objects in the same image pairs as used for the human experiment, which we used as a model prediction of the human responses. The details of these image pairs are covered in the next section.

3.3. Experimental Methods

To investigate the human intuition behind goal relevance, we recruited human participants and asked them about the relative task relevance of objects. Participants were presented with image pairs, such as the ones shown in Figure 16. The images represent two dimensional environments, with randomly placed objects and starting/ending locations (yellow/green dots, respectively). In all cases, each image in the pair was identical to the other, except for one additional object in each image which was colored red. Subjects were told to imagine that they were walking across the “room” from the start location to the end location. They were then instructed to consider, “Which of the two red objects is more relevant to your goal? In other words, which would you pay more attention to, or be more concerned with, as you cross the room?” The subjects responded to each image pair by indicating whether they thought the additional object in the image on the left or the right was more relevant. Response time was recorded along with this decision.
Each subject was presented with 200 image pairs. The first 100 contained only rectangular objects, and the second 100 contained objects that were convex polygons. This allowed us to investigate if shape had any effect on goal relevance. All participants viewed the same 200 pairs, which were randomly generated in advance of the study. For each participant, presentation on the left or right for the two images in each pair was randomly shuffled, as was the presentation order of the image pairs. However, the rectangular-object image pairs always came prior to the convex-polygonal pairs. To increase the number of interesting image pairs (i.e., pairs in which both objects could be considered relevant), image pairs were only used if both of the additional objects intersected or lay within the circle whose diameter was the line between the start and end points.

In total, 38 undergraduate students participated in our study. Subjects had normal or corrected-to-normal vision, and were compensated with course credits. The experimental methods were approved by our university’s Institutional Review Board (IRB).

The human responses to the image pairs were compared against the predictions of several models. First, they were compared to the goal relevance model described in this paper. In addition, three Support Vector Machines (SVMs) were trained using different features to provide benchmarks for the model. SVM1 was trained using two features, representing the areas of the two objects in question; it should predict human responses very well if participants preferentially picked the largest obstacle as being more relevant. SVM2 used an additional two features, the distance from the midpoint between start and goal to the centroids of the two objects; this model thus also coarsely accounted for how close the added obstacles were to the straight line from start to goal. SVM3 used the same two distance features and also a third feature, the difference in optimal path length between the two images; thus, this model should be able to capture whether humans strongly based their decision on how adding an obstacle might affect the optimal route from start to goal. The area features were not included in SVM3 because they decreased the performance. Several other features were experimented with, such as distances from start/goal points and obstacle circumferences. The features used in SVM3 were chosen because they provided better performance than in any of our other attempts. This is discussed further in the Results section.

In all cases, the SVMs were trained and tested using a leave-one-out scheme. Each image pair was tested using an SVM trained on the other 199 pairs. This allowed us to maximize the use of our data. It also gave the maximum available amount of training data to these models, while our proposed definition of relevance used no training at all (just Eqn. (2)).

3.4. Results

Data from 3 subjects was excluded due to drastically different responses over the 200 pairs compared to the majority of all other subjects. These subjects may have been selecting the least relevant object, rather than the most. The data from the remaining 35 subjects was analyzed to produce our results.
For each image pair, the number of responses for the left and the right object were tallied. We calculated inter-subject agreement for an image pair as the fraction of subjects who agreed with the majority decision, i.e.

\[
\text{Agreement} = \frac{\max(N_L, N_R)}{N}
\]

where \(N_L\) and \(N_R\) are the number of subjects who chose the left and right objects, and \(N = 35\) is the total number of subjects. This value is 1 when all subjects agree, and 0.514 when there is a 17-18 split. A histogram of the agreement values is shown in Figure 17. For each image pair, we also computed the majority image as the image selected by the majority of subjects. This allowed us to evaluate the accuracy of each person as the number of image pairs for which they selected the majority image. The average human accuracy for our experiment was 81.83%.

![Agreement histogram over image pairs.](image)

To determine the significance of the data, we looked at the number of subjects who voted “Left” on each of the 200 image pairs. An F-test revealed a statistically significant variance of these numbers, with a p-value of 5.31e-70. There was a significant negative effect of response time on agreement (\(p = 4.34e-11\)) but no effect of rectangular vs. convex polygonal objects (\(p = 0.564\)).

As mentioned in the previous section, we also evaluated the accuracy of several models in predicting the data. The results are shown in Table 1. The best of the SVM models (SVM3) was able to achieve a 74% accuracy. By contrast, the goal relevance model actually beat the human accuracy, with an 85% correct prediction rate.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM1</td>
<td>53.00</td>
</tr>
<tr>
<td>SVM2</td>
<td>68.50</td>
</tr>
<tr>
<td>SVM3</td>
<td>74.00</td>
</tr>
<tr>
<td>Human</td>
<td>81.83</td>
</tr>
<tr>
<td>Goal Relevance</td>
<td>85.00</td>
</tr>
</tbody>
</table>

Table 1: Prediction accuracy of models
To further examine the predictions, we divided the image pairs into groups based on the human agreement for the pairs. By definition, the human accuracy will be higher on image pairs that have more agreement. Will the models follow the same pattern? This is shown in Figure 18. For the three regression lines, $R^2$ error measurements and p-values were computed. For the human regression line, an $R^2$ of 0.999 and a p-value of $1.59e-5$ were obtained. The goal relevance model had an $R^2$ of 0.935 and a p-value of 0.007. Finally, the SVM3 line had values of 0.074 and 0.0515, respectively, making it the only line that did not pass the significance threshold, although it was very close.

![Figure 18](image1.png)

**Figure 18:** Model accuracies for image pairs with different levels of human agreement, and corresponding regression lines. The number of image pairs in each category is shown on the X axis with the agreement values.

We also investigated whether the magnitude of difference computed for each object by the goal relevance model was correlated with the level of human agreement for each image pair. A scatter plot of these values is shown in Figure 19, along with a regression line. This line was also statistically significant, with $R^2$ and p values of 0.148 and $1.885e-8$, respectively.

![Figure 19](image2.png)

**Figure 19:** Scatter plot of goal relevance differences and human agreements for each image pair, and the regression line.
3.5. Conclusions on goal relevance measure

Our results show a clear advantage in using the proposed concept of goal relevance to predict human responses in this task. The model outperformed all of the SVM variants we constructed. Also, it found the same image pairs easy or challenging as did the humans, indicated by the similar slopes of the regression lines in Figure 18 and the significant slope of the line in Figure 19.

It is interesting that goal relevance was even able to outperform the average human accuracy. This may be because goal relevance, despite being an attempt to approximate the human notion of task-based relevance, might still be more precise in its’ process and calculations. Humans may utilize heuristics or other methods for determining the available solutions to problems, and for detecting changes in that space. Also, participants may have tried to avoid spending a large amount of time on any image pair, eventually selecting a random answer which would decrease performance. However, our results suggest that the key idea behind goal relevance is sound; observations are relevant to a problem when they change the set of solutions. This is demonstrated by the success of the model.

There are a few potential issues with this study. Firstly, the theory does not define how goal relevance can be computed when the prior or posterior solution set is empty. In this case the KL divergence is not defined, so a natural interpretation using Eqn. (2) is not available. None of our image pairs contained this case, so it was not dealt with in our data. Another potential problem is that in constructing the SVM models, we could have missed a very informative feature. Lastly, an issue with the implementation is that the RRT path sampling method contains the well-known Voronoi bias. We attempted to minimize this by swapping the start and goal locations for half of the samples, which eliminated the non-symmetric aspect of the bias. However, it could still have an impact on the results.

We have described a theory of object relevance in the context of tasks, which has been termed goal relevance. Also, we have shown that goal relevance is successful in predicting human responses when asked to select task-relevant objects. To our knowledge, this is the first model to capture this concept in a quantitative manner. The results of the present study support the idea of information utility discussed in [7]. Further research will hopefully show that this theory generalizes to other types of tasks.

4. Computing surprise over web pages and social media feeds

We describe two completely new applications of our general mathematical theory of surprise, in domains and data types never explored before:

A. Finding surprising web pages
B. Finding fake followers (software robots as opposed to humans) in social media

4.A. Finding surprising web pages

As mentioned in the original proposal for this work, one of the thrusts was to try to apply our surprise and relevance theories to other large-scale data streams than the video streams investigated to date. Here we describe progress on finding surprising web pages. The general workflow is as follows:

- Collect several corpora of web pages (e.g., pages in English vs in French; real pages vs. web pages generated randomly from a dictionary of words).
- Parse the pages to strip out all HTML markup and focus on the core text information.
- Compute features over the text content, here using Latent Dirichlet Allocation (LDA) to discover latent (hidden variable) “topics” that underly each page.
- Compute surprise over the distributions of features obtained for the different corpora.
Data collection: To create corpora, we downloaded pages from the web (typically, the top 100 search results for a given query). We developed a web crawler tool in java to collect html pages from different search engines (Google, Bing, Baidu, etc). By specifying keywords and number of pages we want, the tool can automatically fetch the top search results and store them in local directories named by the corresponding search keywords.

As a control, we also generated pseudo-random English and French text using a Markov chains algorithm. Our method was essentially adopted from the book “Programming Pearls”, section 15.3, Generating Text.

Parsing and stripping markup out: Before learning LDA by Gibbs Sampling, we need to perform the following preprocessing on the generated/collected raw data to focus on the text content only as opposed to markup and formatting:

• change words to lower case
• remove special characters
• remove English stop words
• stem words (do, doing, did, done are all replaced by do)
• remove URLs
• remove empty files
• remove javascript code
• remove CSS style markups

We developed some custom software to achieve this.

Computing features over each page: Surprise and relevance computation in our general mathematical frameworks operate by computing differences between prior and posterior distributions of beliefs in some feature space. Thus, an essential step in applying these theories to new data types is to find suitable features that can summarize and represent the raw data. In the web search community, many different features have been developed, which are used to rank-order search results. These start from the simplest (e.g., number of occurrences of a given word in a given page) to more complex machine-learning features (which often are proprietary). Here, we applied LDA (Latent Dirichlet Allocation) model to analyze all the files, random and meaningful, to gener-
ate topic models and learn the files’ topic distribution. In the LDA framework, each document is modeled as representing a mixture of several different topics. To avoid having to define topics manually (which can be quite tedious, subjective, and arbitrary), the algorithm discovers topics, assigns probabilities or weights to the different topics for each document, and associates words in the documents with the underlying topics.

For surprise computation, we used theta, the topic matrix, as the likelihood distribution function.

The features used for surprise computation hence essentially look as follows:

Figure 21: Example where 10 topics were discovered (numbers in square brackets) to explain a corpus of documents. Each topic is associated with some underlying concept or collection of concepts, as discovered by the LDA algorithm. For each document (the xxx.txt files above), we then obtain a probability that a given topic contributed to this particular document (the numerical entries in the table).

Computing surprise: We computed the surprise value of each document based on the LDA topic matrix obtained in the previous step. Specifically, each row of the LDA matrix serves as the likelihood distribution function when we apply the Bayesian surprise framework.

The surprise value is define in our theory (see year 1 progress report) as the KL distance between posterior belief (here, the current page i) and prior belief (here, established from all the other pages in a corpus except i). Based on how prior and posterior belief is computed, we can compute surprise in the following two ways:

1) From average LDA to Surprise:
   a. First compute the average topic distribution of all the documents except for the current page i, and use this average distribution to generate prior beliefs for page i;
   b. compute i’s posterior belief using the i th row in the LDA matrix;
   c. compute surprise of page i by comparing prior (a) and posterior (b) belief (KL distance).

2) Pairwise document surprise followed by average:
   Alternatively, we can also establish the prior for a given page by using only one other page (as opposed to all the others). We then compute surprise of file i by comparing i with each of the rest of the files iteratively and, in the end, computing the average value obtained for all the pairs.

Evaluation: At the time of this writing, thorough evaluation is still under way. Here we show some preliminary results for a preview:

Finding random pages among pages collected from the web (as search results): Here we mixed 25 randomly generated documents with 100 pages collected from the web. Total dataset size is hence 125 documents. On average over multiple runs (using different random and real pages) in our testing so far, 70% of the Top 10 sur-
prising files (7 out of 10) are random files, i.e., our algorithm was successful at pulling out random pages from real pages. In addition, 74% of Top 20 (15 out of 20) surprising files are random files, and 70% of the Top 30 surprising files (21 out of 30) are random files.

Compared to chance level, which is $25 / (100+25) = 0.2$, the probability of finding a random page among a mix of real and random pages using our surprise theory is over 350% better than chance.

In testing so far, finding French pages among a mixture of English and French pages is too easy (all of the top 25 surprising pages are the ones in French, when we mix 25 French pages with 100 English pages). Thus we are now moving to more difficult testing where all pages will be in one language, but either collected using slightly different keyword searches, or generated using slightly different word probabilities in the Markov chain model.

4.B. Finding fake followers (software robots as opposed to humans) in social media

The work aims at distinguishing real users from fake users (created by automated computer programs) in twitter-like social platforms (for testing, we used Weibo). Fake followers are accounts created to inflate the number of followers of a target account. Buying fake followers is actually a quite common commercial behavior. Many “celebrities” are followed by thousands or millions of fans, and significant profit will be gained if these “celebrities” post an advertising message or other event promotion. Many people who initially have only a small number of followers or fans intend to follow this pattern, i.e., they acquire multitudes of fake followers on the Internet. Making them more trustworthy and influential, they can easily attract more genuine followers and profits will follow. This phenomenon is common in both twitter and weibo. These platforms also perform large-scale fake fans deletion from time to time. As a result, the fake followers are produced with more care. They are hard to single out by the naked eye from their photo, nick name, or even message content.

Figure 22: Two profiles on weibo (Chinese twitter). The one on the left is a real person while the one on the right is fake (created by a software agent).

Recently the detection approaches for fake followers focus on the relationship network and some other traces. Here we have an idea to detect them simply by the content. The normal people will publish topics they are interested in. Fake followers’ content is a random copy of others’, thus shows a huge variance in topic distribution. For example, the abnormal content may be copied from a mom and a student, covering both the school life and child parenting.
Assumptions:

- Normal people only focus on some specific topics
- Fake followers simply copy content from normal people at random

Example:

Suppose there are 5 probable topics in total. [School, Child, Sales, Travel, Food]

The topic distribution of a fake follower may be [0.2, 0.2, 0.2, 0.2, 0.2] because it copied content from different people with uniformly distributed probability (i.e., covers the 5 topics each with a probability 1/5).

In contrast, the distribution of normal people, for instance, a student, may be [0.5, 0, 0.2, 0.2, 0.1] because s/he pays more attention to school life but does not yet have a child to talk about.

<table>
<thead>
<tr>
<th>Simple Instance of Topic Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>School</td>
</tr>
<tr>
<td>Student</td>
</tr>
<tr>
<td>Mom</td>
</tr>
<tr>
<td>Fake Followers</td>
</tr>
</tbody>
</table>

Dataset:

- 500 fake followers were purchased on the Internet.
- 1000 normal people are from a social network prediction competition.
- Each file is a composition of all the weibo content of one person. All the files are filtered to guarantee that each one contains 150~200 messages, around 10 thousand words.

Pre-processing:

1. Extract only nouns. We only extract noun words from the corpus because noun words are easier to pair with topics. We use the github/jieba library for tokenizing.
2. Translate into English. Although the dataset is composed of Chinese weibo, we also want to prove feasibility on Twitter. So all the files were translated into English via translation api.
3. Delete meaningless words. We deleted all the meaningless word like “the”, ”of” etc and redundant spaces.

Apply LDA to the dataset:

This part is similar to that in the project above (section A). The number of general topic in weibo content is 15-20, so we set K (the number of topics to calculate LDA) to 15.
Calculating Surprise: The approach is similar to that of Section A of this report:

a. Prior belief of Page K: average topic distribution of all the files except for Page K.
b. Compute K’s posterior belief using the ith row in the LDA matrix.
c. Compute surprise of Page K by comparing prior (a) and posterior (b) belief.
d. Sort all the files in ascending order of surprise value.

Results:

Interestingly, in our surprise ranking, the top 17 files (most surprising) belonged to the “normal people” set. We thus checked these files one by one, only to find that they are actually fake followers. Hence, the dataset from the official competition failed to filter them out as fake followers while our approach found them.

The top 500 most surprising people are almost all from fake followers, the last 1000 are almost all from normal people. Since the total number of fake followers’ files is 500, and they actually take up 450 files in the top 500 rank-ordered by surprise, the accuracy rate is 450/500*100=90%.
In addition to core basic research activities related to defining goal relevance, we have explored several application domains where attention, surprise, and goal relevance are important. Brief highlights from these studies are presented below.

We have continued to push further our understanding of human vision, to enable the next generation of vision-based algorithms for driver assistance. This year we have three main results:

**A new gaze prediction model that learns the relationship between saliency maps and fixations from examples (Zhao et al., Proc IEEE CVPR, 2015):** Predicting where humans will fixate in a scene has many practical applications. Biologically-inspired saliency models decompose visual stimuli into feature maps across multiple scales, and then integrate different feature channels, e.g., in a linear, MAX, or MAP. However, to date there is no universally accepted feature integration mechanism. Here, we propose a new a data-driven solution: We first build a “fixation bank” by mining training samples, which maintains the association between local patterns of activation, in 4 feature channels (color, intensity, orientation, motion) around a given location, and corresponding human fixation density at that location. During testing, we decompose feature maps into blobs, extract local activation patterns around each blob, match those patterns against the fixation bank by group lasso, and determine weights of blobs based on reconstruction errors. Our final saliency map is the weighted sum of all blobs. Our system thus incorporates some amount of spatial and featural context information into the location-dependent weighting mechanism.

**Enhancing bottom-up visual saliency models with higher-level features (Borji et al., J Vis, 2014; Parks et al., Vis Res 2014):** Saliency models typically analyze images along low-level feature dimensions (e.g., color contrast, oriented edges) to make predictions of what might attract the gaze of a driver. Here we investigated how higher-level features could be integrated to such models. The high-level feature we considered is gaze following, the tendency people have to follow the gaze of actors in scenes, to look towards what those actors are looking at. Indeed, previous studies have shown that gaze direction of actors in a scene influences eye movements of passive observers during free-viewing. However, no computational model has been proposed to combine bottom-up saliency with actor's head pose and gaze direction for predicting where observers look. Here, we first learn probability maps that predict fixations leaving head regions (gaze following fixations), as well as fixations on head regions (head fixations), both dependent on the actor's head size and pose angle. We then learn a combination of gaze following, head region, and bottom-up saliency maps with a Markov chain composed of head region and non-head region states. This simple structure allows us to inspect the model and make comments about the nature of eye movements originating from heads as opposed to other regions. Here, we assume perfect knowledge of actor head pose direction (from an oracle). The combined model, which we call the Dynamic Weighting of Cues model (DWOC), explains observers' fixations significantly better than each of the constituent components. Finally, in a fully automatic combined model, we replace the oracle head pose direction data with detections from a computer vision model of head pose. Using these (imperfect) automated detections, we again find that the combined model significantly outperforms its individual components. Our work extends the engineering and scientific applications of saliency models and helps better understand mechanisms of visual attention.

**Teaching and outreach activities:** We taught a course at SIGGRAPH 2014 (#1 computer graphics conference) about attention modeling and applications to computer graphics (McNamara et al., 2014).

**Applications to analysis of eye movements (Borji & Itti, J. Vision, 2014):** In a very influential yet anecdotal illustration, Yarbus suggested that human eye movement patterns are modulated top-down by different task demands. While the hypothesis that it is possible to decode the observer's task from eye movements has received some support (e.g., Iqbal & Bailey (2004); Henderson et al. (2013)), Greene et al. (2012) argued against it by reporting a failure. In this study, we perform a more systematic investigation of this problem, probing a larger number of experimental factors than previously. Our main goal is to determine the informativeness of eye movements for task and mental state decoding. We perform two experiments. In the first experiment, we re-
analyze the data from a previous study by Greene et al. (2012) and contrary to their conclusion, we report that it is possible to decode the observer's task from aggregate eye movement features slightly but significantly above chance, using a Boosting classifier (34.12% correct vs. 25% chance-level; binomial test, p=1.0722e-04). In the second experiment, we repeat and extend Yarbus' original experiment by collecting eye movements of 21 observers viewing 15 natural scenes (including Yarbus' scene) under Yarbus' seven questions. We show that task decoding is possible, also moderately but significantly above chance (24.21% vs. 14.29% chance-level; binomial test, p=2.4535e-06). We thus conclude that Yarbus' idea is supported by our data and continues to be an inspiration for future computational and experimental eye movement research. From a broader perspective, we discuss techniques, features, limitations, societal and technological impacts, and future directions in task decoding from eye movements.

**Applications to robotics navigation (Siagian et al., J Field Robotics, 2014):** We have continued to investigate how the concepts of visual attention, surprise, relevance, visual salience, bio-inspired object recognition, and rapid computation of the “gist” of a scene can provide better environmental awareness to autonomous and semi-autonomous vehicles, so as to enable better goal-oriented behavior.

This is the first time a robot that relies primarily on neuro-inspired visual processing is demonstrated to perform so well during such large-scale, real-world testing. Many more details are available in (Siagian, Chang & Itti, J Field Robotics, 2014). We are planning to more tightly integrate our new definition of relevance to the core algorithms running on this robot.

**Applications to non-visual data streams (Windau & Itti, IROS 2013):** Beyond applications of our theory and algorithm work to video data streams, we also explored how simple data streams – collected from accelerometers mounted on glasses – could be used to decode user activities and intentions. This requires that the most surprising and relevant events be first mined from within the constant stream of sensor data. With the advent of wearable computing devices like Google Glass, which integrate video camera, small display, and accelerometers to a glasses frame, this type of user monitoring may become widely available in the near future. In fact, after successful demonstration of a prototype described below, we received a small research grant from Google to implement our algorithms on Google Glass.

A paper describing our results was presented at IROS 2013 (Windau & Itti, 2013).
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