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Abstract

The use of unmanned vehicles in Reconnaissance, Surveillance, and Target Acquisition (RSTA) applications has received considerable attention recently. Cooperating land and air vehicles can support multiple sensor modalities providing pervasive and ubiquitous broad area sensor coverage. However coordination of multiple air and land vehicles serving different mission objectives in a dynamic and complex environment is a challenging problem. Swarm intelligence algorithms, inspired by the mechanisms used in natural systems to coordinate the activities of many entities, provide a promising alternative to traditional command and control approaches. This paper describes recent advances in a fully distributed digital pheromone algorithm that has demonstrated its effectiveness in managing the complexity of swarming unmanned systems. The results of a recent demonstration at NASA’s Wallops Island of multiple Aerosonde Unmanned Air Vehicles (UAVs) and Pioneer Unmanned Ground Vehicles (UGVs) cooperating in a coordinated RSTA application are discussed. The vehicles were autonomously controlled by the onboard digital pheromone responding to the needs of the automatic target recognition algorithms. UAVs and UGVs controlled by the same pheromone algorithm self-organized to perform total area surveillance, automatic target detection, sensor cueing, and automatic target recognition with no central processing or control and minimal operator input. Complete autonomy adds several safety and fault tolerance requirements which were integrated into the basic pheromone framework. The adaptive algorithms demonstrated the ability to handle some unplanned hardware failures during the demonstration without any human intervention. The paper describes lessons learned and the next steps for this promising technology.
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1. INTRODUCTION

The emergence of decentralized, asymmetric threats to global security and stability is causing the United States military to rely, more than ever, on innovative technologies for Reconnaissance, Surveillance, and Target Acquisition (RSTA). Asymmetric threats easily get lost in a high clutter environment which makes them difficult to detect. To counter this threat the military is increasingly relying on remote sensing and monitoring systems deployed on Unmanned Vehicles (UxVs) for detecting and identifying potential threats while minimizing the harm to military personnel. “Reconnaissance and Surveillance” and “Target Identification and Designation” were named the number one and two priorities for unmanned systems in the recent OSD Unmanned Systems Roadmap. Through deployment, UxVs have not only decreased risks confronted by military personnel, but have also become an indispensable weapon in the War on Terrorism, as well as an important tool for homeland security. In the near future, network-centric military operational environments will rely heavily on swarms of autonomous sensors deployed on UxVs and scattered throughout the battlefield to provide a superior intelligence gathering capability.

This sensor-enabled network-centric future will require advances in several technology areas. Current UxVs typically require multiple operators and a ground station for each vehicle. Operator to vehicle ratios greater than one are a scaling barrier that must be overcome to meet the needs of future networked sensor systems. If we are to dramatically increase...
the number of sensors in the field we need systems that can operate semi-autonomously. This requires the development of robust coordination and control technologies that can manage large numbers of networked sensor entities cooperating on a common mission objective. Automated target detection and recognition (ATR) algorithms are needed so multiple sensors can function autonomously and reliably while being monitored by a single operator thus removing the operator-to-vehicle ratio barrier. We need adaptable network technologies that can function reliably over many mobile nodes moving in and out of the same space. Finally we need Operator System Interfaces (OSIs) that can intelligibly present information being collected from the sensor swarm to allow monitoring and management of the system with minimal human intervention.

The research described in this paper was sponsored by NAVAIR under two projects. A study project researched and prototyped different technologies to address the gaps described above in coordination, ATR, communications, and OSI. A companion demonstration project engineered selected technologies from the study into an integrated RSTA system. The goal of this project was to demonstrate the feasibility of using swarm intelligence to coordinate multiple heterogeneous vehicles in a realistic application. Table 1 lists specific technology objectives identified in the OSD Roadmap that were addressed in some fashion by these projects. In this paper we touch on each of the technologies demonstrated but focus on the collaborative coordination and control strategies.

### Table 1. Aspects of OSD Unmanned Systems Roadmap Objectives Addressed by Project

<table>
<thead>
<tr>
<th>Roadmap Area</th>
<th>Objective</th>
<th>Technology Applied</th>
<th>Extent Objective Addressed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autonomy</td>
<td>Collaborative coordination</td>
<td>Pheromone-based swarming coordination plus ATR</td>
<td>High: able to coordinate multiple vehicles of different types driven by RSTA application demands</td>
</tr>
<tr>
<td>Cognitive Processes</td>
<td>Support human perception, reasoning and decision making</td>
<td>OSI: geospatial display of UxV status and combined sensor results</td>
<td>Medium: Further advances in combining sensory data for display necessary</td>
</tr>
<tr>
<td></td>
<td>Capture cognitive capabilities in ATR</td>
<td>Haar and Bessel K ATR algorithms</td>
<td>Low: focus on mathematical rather than cognitive approaches to ATR.</td>
</tr>
<tr>
<td>Common Control</td>
<td>Control of multiple vehicle types from single station</td>
<td>Operator controls all vehicle types through common swarming algorithm</td>
<td>Medium: Same algorithm controls both UGS and UAS (extendable to maritime) enabling common control of multiple vehicle types.</td>
</tr>
<tr>
<td>Communications</td>
<td>Available bandwidth, range</td>
<td>Mesh network</td>
<td>Medium: demonstrated successes with commercial not with military comm.</td>
</tr>
<tr>
<td></td>
<td>Multiple vehicles in same space</td>
<td>Mesh network</td>
<td>Medium: demonstrated multiple vehicles operating on an ad-hoc network.</td>
</tr>
<tr>
<td>Data Interfaces</td>
<td>Move from off-GIG to on-GIG</td>
<td>Network based communications</td>
<td>Medium: Each UxV a full node on the network, but not yet GIG compliant</td>
</tr>
<tr>
<td></td>
<td>Serve as relay nodes</td>
<td>Mesh network</td>
<td>High: this is an inherent capability of mesh networks</td>
</tr>
<tr>
<td>Human Systems Integration</td>
<td>Provide high level objectives, ROE, constraints, weapons authorization, mission coordination, manage launch and recovery</td>
<td>Operator enters high-level guidance sufficient to direct pheromone-based swarming coordination</td>
<td>Medium: Command function specifies high level objectives, ROE, and constraints. Weapons authorization, multi-mission coordination and launch and recovery beyond current scope.</td>
</tr>
<tr>
<td></td>
<td>Monitor, interpret, diagnose, manage resources, maintain components</td>
<td>OSI: graphical display elements and techniques to enhance operator understanding</td>
<td>Medium: operator can monitor locations, ATR results and limited status and diagnostics. New views into performance and additional diagnostic capabilities slated for next phase</td>
</tr>
</tbody>
</table>

In the following sections we summarize the approaches described in the literature to swarming control. We define the requirements that a realistic RSTA mission places on a swarm of networked UxV sensor platforms. We describe the basic mathematical framework for the swarming algorithms used for coordination and control and introduce the
technologies integrated for ATR, networking, and the Operator System Interface. Finally we show how each of the technologies came together in the final demonstration and talk about lessons learned.

2. APPROACHES TO SWARMING UXV CONTROL

There are several approaches described in the literature for distributed control of swarms of unmanned vehicles. Most of the work in distributed vehicle control involves various kinds of field-based mechanisms where a scalar field is generated by a combination of attracting and repelling elements and the agents respond to those forces to follow gradients in this field. Within this class of algorithms are particle systems based on Reynold’s model \(^1\), potential fields based on physics models \(^4,5\), and digital pheromones based on insect models \(^6-11\). Digital pheromones are similar to potential fields, but they more naturally lend themselves to decentralized computation than potential fields. Field-based methods rely on stigmergic mechanisms for coordinating and controlling swarming vehicles. “Stigmergy” is a term coined in the 1950’s by the French biologist Grassé\(^12\) to describe a broad class of multi-agent coordination mechanisms that rely on information exchange through a shared environment. Examples from natural systems show that stigmergic systems can generate robust, complex, intelligent behavior at the system level even when the individual agents are simple and individually non-intelligent. In these systems, intelligence resides not in a single distinguished agent (as in centralized control) nor in each individual agent (the intelligent agent model), but in the interactions among the agents and the shared dynamical environment.

Digital pheromones as described in \(^6,7\) are modeled on the pheromone fields that many social insects use to coordinate their behavior. Different “flavors” of pheromones convey different kinds of information. They have been used to support a variety of traditional swarming functions including path planning \(^9,13\) and coordination for unmanned vehicles \(^14,15\) positioning multi-sensor configurations \(^16\), and maintaining line of sight communications in mobile ad hoc networks \(^17\).

In vehicle control the area of operations is tiled with a grid of place agents. Each place agent maintains the level of each flavor of pheromone present at that location and performs the basic pheromone operations. These pheromone maps are like layers in a Graphical Information System (GIS). Each layer represents the spatial concentration of a single pheromone flavor over the area of operations. Unlike a GIS layer, these maps are dynamic. The place agents perform three primary pheromone operations, inspired by the dynamics of chemical pheromones.

1. Deposit (information aggregation) – A deposit of a pheromone flavor, \(\Phi_f\) is accumulated with the current amount of pheromone \(\Phi_f\) located at that place. This represents the accumulation of information (such as the evidence for a target) at that location. Deposits are normally summed with the current amount of the pheromone flavor present, but other accumulation operations are possible depending on the rules for aggregating different kinds of information.

2. Evaporate (truth maintenance) – Pheromones are evaporated over time. This serves to forget old information that is not refreshed serving a kind of truth maintenance function over the information space.

3. Propagate (information diffusion) – Pheromones propagate from a place to its neighboring places. This serves to propagate local information to a broader neighborhood affecting decisions of more remote nodes. Propagation also forms gradients that can guide swarming agents in navigating through a complex information landscape.

There are two equations governing the maintenance of the pheromone field employed by the place agents. The evolution of the strength of a single pheromone flavor at a given place agent is commonly defined by:

\[
s(\Phi_f, p, t) = E_f \left(1 - G_f \right) s(\Phi_f, p, t - 1) + d(\Phi_f, p, t) + g(\Phi_f, p, t) \tag{1}
\]

Where \(s(\Phi_f, p, t)\) is the strength of pheromone flavor \(f\) at place agent \(p\) and time \(t\), \(d(\Phi_f, p, t)\) is the accumulation of external deposits of pheromone flavor \(f\) within the interval \((t-1, t]\) at place agent \(p\), \(g(\Phi_f, p, t)\) is the propagated input of pheromone flavor \(f\) at time \(t\) to place agent \(p\), \(E_f\epsilon(0, 1)\) is the evaporation factor for flavor \(f\), and \(G_f\epsilon [0, 1]\) is the propagation factor for flavor \(f\). Each place agent applies equation (1) to each pheromone flavor once during every update cycle.

The second equation describes the propagation received from the neighboring place agents:

\[
g(\Phi_f, p, t) = \sum_{p' \in N(p)} \frac{G_f}{N(p')} s(\Phi_f, p', t - 1) + d(\Phi_f, p', t) \tag{2}
\]

Where \(N\): \(p \rightarrow p\) defines the neighbor relation between place agents. Each neighbor place agent \(p'\) propagates a portion of its pheromone to \(p\) each update cycle. The fraction propagated depends on the parameter \(G_f\) and the total number of its neighbors.
Deposits increase the amount of pheromone at a place agent, while evaporation and propagation reduces the amount present. Brueckner\textsuperscript{18} has proven certain stability theorems regarding pheromone fields. In particular the equations ensure that with regular deposits of a pheromone the amount of pheromone in a cell eventually asymptotes to a constant level.

Place agents maintain information about the geospatial area they represent. They can deposit pheromones to model information or requirements (such as a surveillance need) for that area. Avatars are agents that control the unmanned platforms. They use the pheromone fields to plan the future actions of the vehicle they are managing. They are able to sense the level of pheromones at their current location and in the immediate vicinity and they can deposit and remove pheromones of different flavors.

Previous work has described how digital pheromones were used to control multiple UAVs in a simulated surveillance and target tracking application\textsuperscript{7, 8}. A simplified target recognition algorithm was also described (requiring one sensor to cue another for image recognition). The performance of these algorithms was studied in both abstract simulations and in several realistic battlefield scenarios demonstrating superior mission effectiveness over traditional approaches. The algorithms have proven adept at handling a diverse set of requirements in dynamic environments using very simple mechanisms. This prompted the follow-on work reported in this paper to adapt these algorithms to the specific requirements for a swarming unmanned system in a realistic RSTA application using commercial platforms.

### 3. REQUIREMENTS FOR SWARMING RSTA

This section considers how the Automatic Target Recognition (ATR) algorithms and the UxV platform and sensor constraints impact the swarming algorithms. We first describe the ATR algorithms employed and the requirements they place on the swarming algorithm. We then consider the issues that arise when deploying a swarming algorithm on air and ground vehicles.

#### 3.1 ATR Algorithm

An optical sensor on a UAV captures images of varying resolution and fidelity. In the study West Virginia University (WVU) used a realistic computer simulation to create synthetic images. These images were distorted to simulate the effects of noise, focus blur, motion blur, low contrast, low light, and occlusion. The detection algorithm utilized Haar-based features trained on standard images of the targets at different angles. Regions within images where potential targets have been detected are further subjected to recognition algorithms based on Bessel K forms\textsuperscript{19}. The performance of the detection and recognition algorithms was evaluated on the images to determine the effect of optical and environmental distortions. Since swarming UAVs can produce multiple images of the same target, the improvements possible with super-resolution techniques were also studied.

#### 3.2 Swarming Algorithm Requirements from ATR

The ATR algorithm involves processing one or more images, from one or more sensors, from one or more angles, and with possibly varying resolutions. For the swarming algorithm this means directing the right sensor, to the right location, with the right attitude to the target so the sensor can collect the data necessary for the ATR algorithm to successfully complete its processing. Thus the swarming algorithm is responsible for allocating the sensor tasks among all the platforms and planning and deconflicting the paths for all the units to ensure that these requirements are met.

For any given image, the ATR algorithm generates a best estimate for what target(s) may or may not be located within the frame with a level of certainty. If the uncertainty remains high after processing the image additional images of the area may be required to confirm the presence or absence of a target. Alternatively other sensor modalities may need to be brought to bear on the area (high resolution images, infrared, Synthetic Aperture Radar, etc.). The swarming algorithm is responsible for ensuring that a sufficient number of samples are taken with the right sensors for each area to enable the ATR algorithm to perform its function.

#### 3.3 RSTA Platform and Sensor Constraints

For the purposes of the study project a RSTA application scenario was defined. The initial guidance from NAVAIR and WVU provided the following parameters for this study:

1. The UAV shall fly at an altitude between 150m and 300m (nominal 230m) at 25m/s.
2. The camera shall have zoom capability typical for commercial cameras.
3. The camera shall be gimbaled to allow it to maintain a constant orientation with respect to the ground while the aircraft makes maneuvers, or to take side glancing photos at different declination angles for 3-D target recognition.
Lightweight, inexpensive gimbal systems suitable for small UAS are becoming increasingly available. The use of a gimbal improves ATR and target location performance, but is not a hard requirement for the algorithms. A gimbal was not used for the demonstration project.

4. The swarming UAVs and sensors shall capture 64 x 64 pixels on the target. Lower resolutions are allowable for target detection with higher resolutions enabling better target recognition.

5. The swarming UAVs shall respond to specific requests from the ATR to capture images of defined resolutions from defined orientation and declination angles.

6. All targets are on the surface, immobile, and between 1m x 1m and 6m x 6m in size. The size requirement and #4 above require a pixel density on the ground between 114 and 4096 pixels/m².

7. A 35mm, 2 megapixel (1600 x 1200) sensor requires a lens with a 420mm focal length to image 4096 pixels/m² from 300m altitude. This is a fairly large lens for a small UAV payload. Alternatively sensors with higher pixel counts or lower altitudes could be used to obtain the highest pixel density required. This suggests that still images rather than video should be used. For example a 10.1 megapixel APS-C sized sensor would only require a lens with a 110mm focal length to image 4096 pixels/m² from 300m altitude.

8. A 1600 x 1200 sensor flying at 25 m/s ground speed capturing 114 pixels/m² on the ground must sample the sensor every 0.5 sec to capture at least one full image of a 6m target in the image frame. This sampling rate is well within the range of most commercial cameras once initial auto-focusing and auto-exposure compensation has occurred.

3.4 Other Requirements

While simulation studies and hardware prototypes provide valuable experience in developing new technologies, there are always numerous issues that arise when you move to an integrated hardware demonstration of the entire system in a realistic scenario. Previous experience with adapting digital pheromones to controlling real UxVs identified and resolved issues related to communications, constrained UAV turning radii, and no-go areas restricting UxV movement. For this work we also identified and addressed the following issues:

- Safety issues are critical in unmanned systems. Collision with other UxVs, and collision with non-swarm entities in the air or on the ground must be avoided. Sometimes additional safety factors must be incorporated in the design of the algorithms when hardware methods alone are insufficient.
- Hardware and software failures need to be accommodated and backup and recovery procedures put in place. The algorithms must be designed to be robust in the face of different kinds of failures.
- Errors in communication and positioning, can lead to dropped messages, missed updates, and inaccuracies in computing vehicle and target locations. This complicates the navigation, collision avoidance, and target acquisition functions requiring strategies to accommodate these errors.
- Turns and climbs consume more energy decreasing the effective range and time on station for the UxV. The swarming algorithm needs to consider the cost for such maneuvers in making its decisions.
- UAV ground speed is affected by wind speed and heading which in turn impacts ground coverage and image capture rates. Increasing the ground speed while flying downwind might induce motion blur or increase the image capture rate above the processing capability of the ATR algorithm. The swarming algorithm must be able to accommodate varying wind speeds and headings in order to provide the right sensor collection conditions for effective ATR.

4. DESCRIPTION OF THE MODIFIED SWARMING ALGORITHM

This section describes the modified swarming algorithm to accommodate the ATR algorithm and unmanned platform requirements. The flavors of pheromones used in the control of the UxVs are defined. The evaluation function for the path planning algorithm is introduced. Finally a description of how the distributed pheromone map is maintained is included.

4.1 Pheromone Flavors

Each vehicle maintains its own version of the pheromone map. There are four primary pheromones involved in the control of the UxVs:

1. $\Phi_{\Theta}$: Search pheromone that attracts UxVs to areas that have not been searched yet. This is a measure of the uncertainty about an area. High uncertainty ($\Phi_{\Theta}$) attracts sensors that can reduce the level of uncertainty about the presence or absence of targets in that area.
2. $\Phi_r$, Target Recognized pheromone deposited by the ATR algorithm that has detected a possible target. In our demonstration an ATR algorithm onboard the UAVs identified targets from images taken by the UAV’s camera. Additional ATR hits from the same or other UAVs increased the evidence for a target present at that location by depositing additional Target Recognized pheromone.

3. $\Phi_x$, No-go pheromone deposited in areas that represent no-fly zones for UAVs or no-go zones for UGVs.

4. $\Phi_v$, Vehicle path pheromone deposited along the planned path for each vehicle.

4.2 Path Planning

The UxVs plan their paths independently and broadcast their planned path to other vehicles in their vicinity. Each path consists of a set of waypoints. The length of the path is long enough so that potential collisions can be detected and corrective measures taken. The heart of every UxV planning algorithm is the evaluation function. The purpose of the function is to evaluate different paths based on the following high-level objectives:

1. Move quickly to areas where there is the most need for my sensor (highest uncertainty, or possible target detected that needs additional confirmation my sensor can provide).
2. Prefer to move in straight lines to conserve fuel (UAVs) or time (UGVs).
3. Prefer to move at optimal airspeeds (UAVs) or more slowly (UGVs) to conserve energy.
4. Prefer to fly at constant altitude or move on level ground to conserve energy.
5. Prefer to fly at optimal ground speed for ATR (UAVs). In high winds this and objective #3 leads to a preference to fly cross wind to maintain constant ground speed near the optimal airspeed.
6. Stay away from other vehicles and planned paths to avoid collisions and duplication of effort.
7. Stay away from no-go zones.

These high level objectives are implemented in the form of a benefit to cost ratio to translate them into a more precise mathematical formulation that can drive swarming decisions. A simple way to calculate the benefit for a path (objective 1) is the sum of the expected change in Search pheromone and Target Recognized pheromone in all the cells $\mathbb{N}$ within the field of view of the sensor along the path:

$$B_p = \sum_{\mathbb{N}} \left( \theta \Delta \Phi_\theta + \rho \Delta \Phi_r \right)$$

where $\theta$ and $\rho$ are tuning constants. The expected change in Search pheromone and Target Recognized pheromone depends on the sensor’s capabilities and its ability to reduce uncertainty or to improve the confidence in the identification of a target. For example, if the uncertainty remaining in an area is distinguishing whether the target recognized is friendly or hostile and the sensor onboard cannot make that distinction, then the expected change in Search pheromone would be zero and it would not be attracted to that area. For our demonstration the tuning constants $\theta$ and $\rho$ were set to 1.

While attempting to maximize the benefits, the swarming algorithm must also attempt to minimize the costs (objectives 2-7). The cost for a path has three elements: energy used, potential for collision and duplication, and proximity to no-go zones. The energy cost $C_p$ includes the energy cost for speed, heading change, change in altitude or elevation, and movement parallel or perpendicular to the wind. This is dependent on the platform. The other two costs are designed to support (but not enforce) the rules that there be no collisions and no violation of the no-go zones. The path pheromone $\Phi_v$ describes where each sensor in the area is planning on surveying in the future so that other vehicles can avoid searching those areas. It is used to calculate the cost for a potential collision and duplication of search effort and helps support the no collision rule. The pheromone $\Phi_x$ is deposited in the no-go zones and propagates a short way into the no-go zones. It is used to calculate the cost of proximity to a no-go zone and helps support the rule forbidding violation of that space. This pheromone provides a "soft" boundary so that UxVs can sense when they are nearing a no-go boundary and can begin planning maneuvers to avoid it. These two pheromones are summed along with the energy cost for each segment of the move $\mathbb{S}$ to arrive at a total cost for the path:

$$C_p = \sum_{\mathbb{S}} \left( \phi C_f + \nu \Phi_v + \chi \Phi_x \right)$$

where $\phi$, $\nu$, and $\chi$ are tuning constants. The evaluation function for a path is then:
\[
T_p = \sum_{n} \left( \theta \Delta \Phi_v + \rho \Phi_v \right) + k
\]

\[
\sum_{o} \left( \delta C_f + \nu \Phi_v + \chi \Phi_s \right) + k
\]

where \( k \) is a constant to avoid irregularities when the benefit or cost evaluate to zero.

When a new path is required, a search is performed to find the best path. Different exploration strategies can be employed. One approach repeatedly applies equation (5) to all cells reachable within a certain radius of the current waypoint in the path and either picks the best point as the next waypoint or selects one stochastically using a weighted roulette wheel. This is repeated to identify each waypoint in the path. Multiple paths are evaluated in their entirety using equation (5) to select the best path. Paths that end up leading to a collision with other UxV planned paths or that enter no-go zones are eliminated from consideration. The application of this rule is one example of how the emergent properties of these algorithms can be managed to enforce hard constraints imposed on the system.

The tuning constants in the path evaluation function can be varied to improve the mission effectiveness of the system based on key performance parameters. Tuning can be performed manually using a Design of Experiments approach and simulation studies. Preferably the constants are tuned using an optimization algorithm such as the genetic algorithm described in previous work. In this study the constants were manually modified from the tuned results of previous work. Experience has shown that the swarm performs well over a wide range of values for the tuning constants. Once the constants of equation (5) are tuned they are suitable for a number of applications.

4.3 Maintenance of Distributed Pheromone Maps

There are several methods that can be used for maintaining the pheromone maps. A centralized approach is the easiest, but requires that each node in the swarm have access to the centralized map which may not always be possible. In the demonstration we chose to implement a distributed pheromone map. Each UxV maintains its own grid of place agents defining the pheromone map over the entire area of interest. UxVs communicate events to their peers that affect the state of the pheromone map. While the events are communicated locally, they are propagated through the swarm. Distant UxVs may not receive some updates or may receive them late. This means that UxVs that are far apart may have different pheromone views of each others’ areas. However, since UxVs plan locally, the errors in the pheromone maps for events occurring far away have little impact on the performance of the swarm. For this demonstration a mesh network ensured that all nodes in the swarm received the update messages, so the impact of errors in the pheromone maps was not studied.

UxVs broadcast the following information to their peers:

- **Current location, heading, and speed** – used to locate all the other UxVs in 3D space. Receiving UxVs deposit \( \Phi_v \) vehicle path pheromone at that location.
- **Planned path** – is the current path plan as described above. Receiving UxVs deposit \( \Phi_v \) vehicle path pheromone along the entire path.
- **Uncertainty reduced** – each sensor collection event causes a reduction in the uncertainty for the cells covered by its field of view. This message updates the uncertainty for all those cells. Receiving UxVs remove \( \Phi_\theta \) search pheromone in proportion to the reduction of uncertainty reported.
- **Target detected or recognized** – the result of the onboard ATR algorithm when it detects or recognizes a target. It includes target location and level of confidence. Receiving UxVs deposit \( \Phi_r \) target recognized pheromone at the location specified in proportion to the confidence reported.

The pheromone fields of all UxVs are initialized with \( \Phi_\theta = 1 \) (except in no-go zones), \( \Phi_v = 0 \), and \( \Phi_r = 0 \). The no-go pheromone, \( \Phi_v \) is initially deposited in the no-go areas and propagated a short way into the adjacent cells. After that \( \Phi_v \) remains static unless the user makes a change in the no-go areas. The evaporation and propagation factors for \( \Phi_v \) are set to 1 and 0 respectively so it does not evaporate or propagate. Search pheromone is regularly deposited by the place agents. The deposit amount is adjusted so \( \Phi_\theta \) asymptotes within the range [0,1] depending on the current uncertainty for that place agent’s location. This level is only changed when a sensor covers that location. The evaporation factor for target recognized pheromone \( \Phi_r \) is set near 1 so it does not evaporate before confirming sensors can be attracted to the area.
5. FLIGHT AND GROUND TESTS

The next step was to demonstrate the feasibility of swarming multiple vehicle types in a RSTA application. This section describes the vehicles, the Operator System Interface, and the changes to the swarming algorithms required by the demands of the hardware and safety issues encountered. The test scenario is described along with the results from the demonstration and the lessons learned.

5.1 Description of the Vehicles

The AAI Aerosonde Mk 4.1 UAV was chosen as the air platform (Figure 1). This UAV cruises at 25 m/s, carries a maximum payload of 5 kg, can operate over 30 hours and has a minimum turning radius of roughly 140m. The nominal operating altitude for the aircraft in this test was 230m. The UAVs were equipped with a Canon PowerShot S80 or a Lumenera Lw235 color camera, but they were not gimbaled.

Modified Pioneer 3-AT robots were used for the ground vehicles (Figure 2). They can move at 3 kph, climb 45° grades, carry 30 kg of payload, operate 3-6 hours, and turn in a 40 cm radius. The UGV is equipped with 8 fore acoustic proximity sensors, GPS, digital compass, video camera, and a simulated target confirmation sensor (an RF receiver).

Both the UAV and the UGV were equipped with an Augusta Systems SensorPort payload computer utilizing a 1.4 GHz, low voltage, Pentium-M processor module running Windows XP Embedded on a 1 GB Compact Flash. A MeshNetworks WMC6300 2.4 GHz subscriber card providing a 1.5 Mbps (6 Mbps burst rate) ad-hoc mesh network supported communications of command and control and imagery data with the ground stations. A single laptop on the MeshNetwork is used as a “payload control station” for monitoring the vehicles and providing manual control in emergencies. A second laptop was used for the prototype Operator System Interface to demonstrate techniques for human systems integration.

Augusta Systems developed the software to interface the swarming algorithms with the other system components including the cameras, the MeshNetwork communications network, the autopilot, the robot microcontroller, the GPS, and the payload control station. NewVectors developed the swarming algorithms operating on the payload computer and software for visualizing the pheromones and status of the swarming algorithms on the payload control station.

Figure 3 shows the architecture of the systems and the communications links among the components.

Figure 1. Aerosonde Mk 4.1 UAV

Figure 2. Pioneer 3-AT Ground Robot

Figure 3. UAV and UGV System Configuration
5.2 Operator System Interface

The OSI was developed to evaluate techniques for enabling a single operator to monitor and manage multiple unmanned vehicles of different types in a RSTA application. The OSI displays advisories, cautions, and warnings; system status; time-stamped events; imagery from UAVs and UGVs, and a scalable bird’s-eye view of the area of interest. This bird’s-eye view includes the real-time position of all UxVs, as well as targets as they are located and identified (see Figure 4). This view also shows no-fly zones and high-priority zones for both UAVs and UGVs.

In addition to a traditional zoom-in/zoom-out feature, the OSI has a “zoom-to” feature. For example, if an operator is interested in UGV activity, he/she can use a simple pull-down menu to instantly zoom to a level that includes all UGVs. Other zoom-to options include “UAVs”, “Targets”, and “All Entities”. Another unique feature of the OSI is the ability to instantly switch between symbology sets. Current options include MIL-STD 2525, MIL-STD 1787, MIL-STD 1477, and a custom set. Other symbol libraries can be easily added and once a standard symbol set is agreed upon, this interface will be able to incorporate it.

5.3 Swarming Algorithms Meet Reality

As expected the swarming algorithms required some adjustments to meet the demands of the demonstration. The safety precautions for the range imposed some new constraints on the algorithms. The flight plans developed by the swarming algorithm were downloaded to the autopilot where a human pilot had the option of rejecting the plan if it was deemed unacceptable for any reason. If a plan was rejected the aircraft would begin a 200m orbit around the last waypoint of the previous path while the swarming algorithm planned a revised route. Since the orbit could not violate the no-go zone, the last waypoint could not be closer than 200m to a no-go zone boundary. This ended up posing a particular problem for the demonstration since the ground targets were placed next to the observation area which was part of the no-go area. For the demo the swarming algorithm kept the UAVs 200m away from all no-go zones and the camera lens was zoomed out so it could still capture targets near the edge of the no-go zone. For future tests the algorithms will generate a special waypoint at the end of the path that is guaranteed to be more than 200m away from any no-go zone.

A highway crossed the area we planned to use for the flight demonstration (see Figure 5). NASA imposed a restriction that the UAV should never fly along or loiter over the road. This was solved by making a new kind of zone we called a no loiter zone along the road which was similar to the no-go zone. Like a no-go zone it had no Search pheromone and enforced the rule of no waypoint within an orbit radius of the zone, but it did not have no-go pheromone and did allow paths to cross over the zone. This simple change resulted in paths that would jump over the road and kept the UAVs...
from spending too much time near the road. This modification proved to be an elegant way to add new functionality to the system that can be used for road crossing and other similar requirements in the future. It also demonstrated the ease with which the algorithms can be adapted to new requirements.

### 5.4 The Demonstration

The flight tests were held at NASA’s Wallops Island test range. Two Aerosonde UAVs were launched and placed under the control of the swarming algorithm along with four Pioneer UGVs. The UAVs were responsible for a 2.5km by 1km playbox, while the UGVs were responsible for a smaller 250m by 75m portion of that playbox (see Figure 5). Four targets were placed within the UGV playbox and two targets just outside that playbox but still within the UAV playbox.

Both the UAVs and UGVs executed the swarming algorithm described above except that the altitude and cross wind cost factors were not included since they were not required for the demonstration. A simplified ATR algorithm was implemented on the UAVs. When a UAV or UGV sensor viewed an area the Search pheromone was removed. When the ATR on the UAV identified a friendly target (a white circle, see Figure 6) the target location was designated with a box and the image sent to the OSI. When the UAV’s ATR detected an unknown target (a white cross) they deposited Target Recognized pheromone at the detected target’s location. This attracted the UGVs which possessed the necessary target identification sensor: an RF receiver detecting an RF transmitter embedded in the targets. UGVs needed to be within 6-8 feet of the target to pick up the RF signal to identify the target. Once a UGV identified a target it was reported to the OSI and the rest of the swarm so that further sensor hits on that target would be ignored. The UAV’s ground projection of target location was within 50 meters of the actual location, a function of GPS error and UAV avionics error. This error wasn’t a problem since the Target Recognized pheromone would propagate and the UGVs would survey around the location estimate until it found the actual target.

On the day of the demonstration the swarming algorithm had to deal with a few new surprises. All six UxVs were successfully launched, but payload communications with one of the UAVs failed. Without any human intervention the second UAV automatically adapted to the missing UAV and surveyed the area by itself. The simplified ATR on the UAV performed as expected and the images of detected friendly targets were sent to the OSI for display. The UAV was supposed to find the unknown targets within the UGV playbox as well. However, due to the size of the UAV playbox that had to be covered by the one remaining UAV and the need to stay 200m away from the targets within the UGV playbox the UAV did not have time to survey that area and missed all those targets. Still, without the expected help of the UAV, the UGVs’ normal swarming activity brought them within the requisite range of 6-8 feet to find and identify three out of the four targets placed within the 200,000 square foot playbox. Finally, prior to the demonstration, the acoustic collision detection sensors on the UGVs started generating spurious contacts. The sensors were turned off for the demonstration so the collision prevention function of the swarming algorithm was entirely responsible for guaranteeing that no two robots collided during the demonstration.

![Figure 5. UAV and UGV playboxes](image1.png)

![Figure 6. Image from UAV detecting friendly target.](image2.png)
5.5 Lessons Learned and Future Research

The swarming system was able to meet the demands of a realistic RSTA application. We demonstrated how autonomous swarming nodes with onboard swarm intelligence and ATR coupled over a mesh network successfully cooperated and self-organized to achieve the overall mission objective. While the onboard ATR and ad hoc mesh networks performed as expected, further work is still required to demonstrate reliable onboard target recognition and mobile ad hoc networking to support swarm-based RSTA applications.

As is common with prototype systems, several failures were experienced before and during the demonstration. However, despite encountering unexpected problems, the swarming software performed remarkably well and was able to adapt and accommodate a number of the failures. When a failure happens in a single large platform, it can disable the whole vehicle possibly jeopardizing the entire mission. With robust swarming algorithms, when a failure happens in the swarm it may disable a whole vehicle but the swarm itself continues to function though in a slightly degraded mode.

Future work will focus on expanding into other application areas, adding new types of sensors into the swarming system, and adding humans as additional sensory nodes in a collaborative mixed initiative scenario all guided by the swarming algorithms.

6. CONCLUSION

During previous experiments the researchers noted the ease with which the swarming algorithms were adapted to new applications and requirements. Increasing sophistication was added with very little change in the basic algorithm. During this round of experiments many new factors had to be considered. Despite some of the unusual requirements placed on the algorithms by the hardware, the application, and safety precautions, the swarming algorithms were easily modified to meet all the demands of the application. Adding special rules to encode hard constraints was easily incorporated into the planning routines of the swarm. Special behaviors (such as restricted flight over highways) were accomplished using the standard pheromone mechanisms. The OSI demonstrated how one could monitor and visualize the results of multiple diverse swarming sensors building a common operating picture over a large area. While the focus of the demonstration was on the swarming algorithms, we were also able to demonstrate the integration of an onboard ATR algorithm coupled with an ad hoc mesh network for communications. In summary the onboard digital pheromone swarming algorithms successfully coordinated the behaviors of multiple air and ground vehicles in a realistic ATR application.
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