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Abstract

This final report concerns the results obtained in the project titled: “Towards natural transition in compressible boundary layers”, with Grant number FA9550-11-1-0354-P00002, in the period 30-09-2011 to 29-03-2016, with Dr. James M. Fillerup serving as program manager.

In this project, a DNS code was developed to investigate problems on transition in compressible boundary layer on a flat plate. Code validation test were performed for linear and nonlinear stages of transition, in incompressible and compressible regimes. The focus of the present work is to investigate natural transition in compressible subsonic boundary layer modeled by wave packets; and perform a preliminary study of transition generated by white noise.

Three main problems were considered, namely, numerical simulation of the experiment [54] on incompressible boundary layer, the influence of compressibility on wave packet evolution at subsonic Mach numbers and finally, a preliminary study of the evolution of a white noise perturbation in the boundary layer at Mach 0.2 and 0.9.

Comparison between numerical and experimental results [54] are in remarkably good agreement in the linear and nonlinear stages, in both, spatial and Fourier spaces. Simulation of this experiment and the analysis carried out for wave packets in the incompressible boundary layer is not available in the literature. The nonlinear modal analysis performed established definitely the existence of tuned fundamental and subharmonic resonance of H-type and K-type in the packet.

Influence of compressibility in wave packet evolution was here investigated in the boundary layer at Mach 0.7 and Mach 0.9. There are no works reported in the literature on wave packets in compressible subsonic boundary layer. In the linear regime, the oblique modes were the most unstable at Mach 0.9. In the nonlinear regime, strong streaks were observed, associated with low frequency modes that eventually decay downstream. An isolated wave packet at Mach 0.9 presents nonlinear amplification only in the subharmonic band, which may be associated to H-type or detuned resonance. However this packet has a relatively stable character. On the other hand, at Mach 0.9 spanwise interaction of wave packet pairs is more unstable than the isolated case. This scenario evidenced the presence of oblique transition.

Finally, the nonlinear evolution of the same white noise disturbance at Mach 0.2 and Mach 0.9 were observed to be completely different. In the incompressible boundary layer localized lambda vortex structures were observed, that could be associated to the local presence of H-type and/or K-type resonance. In the compressible regime, longitudinal vortex structures distributed across the entire domain seemed to be linked to oblique transition. In the white noise evolution, compressibility seems to have a stronger effect than in the wave packet evolution. In the conditions considered, the wave packet interaction appear to be a better representation of white noise compressible transition scenario.
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Chapter 1

Introduction

Natural transition is the term coined in literature [34, 16] to refer the transition to turbulence process as it occurs in real (uncontrolled) conditions, generated by perturbations with random spectral content and moderate amplitudes of the order of 1% of the free-stream velocity. Transition to turbulence in boundary layers is triggered by infinitesimal perturbations, that begin to be amplified by the flow from the critical Reynolds number up to the transition point, which indicates the turbulence onset. In the transition region, the flow acts as an band-pass filter, amplifying through linear and nonlinear mechanisms unstable bands of modes. Temporal and three-dimensional complex variations on the flow are observed, as was firstly evidenced in the pioneer experiment [63]. In real conditions, disturbances can not be completely removed, and are always present affecting the flow in the form of thermal, mechanical and acoustic perturbations, surface irregularities, free stream turbulence among others. Natural transition is very sensitive to flow characteristics and disturbance parameters, such as, amplitude, spectrum and source of perturbation, [78]. It is a very intermittent phenomenon, difficult to measure and reproduce.

Due to complexity of the problem, investigations on natural transition considers several simplified approaches, for example, two-dimensional waves interacting with a low amplitude band of three-dimensional modes [81, 23, 8], transition induced by free-stream turbulence [10, 65], white noise [95, 77] and wave packet, which is the focus of this work.

Use of wave packet as a model for natural transition is justified by its broadband spectrum and experimental observations, where wave packets can be identified in the time-velocity signals induced by free stream turbulence [73, 30] and by artificially excited white noise [77]. Through Fourier analysis, separated modes in the wave packet can be monitored to identify linear and nonlinear interactions, and relate results with observations in natural transition.

1.1 Relevance

In many practical situations control of the transition point is crucial, as well as the determination of flow properties in the transition regime. In some cases, it is needed to promote turbulence as in chemical mixing, combustion or to avoid separation. Delay of turbulence onset is important for extension of laminar flow, because it is related with lower skin-drag and higher lift coefficients. Investigations on a Airbus A320, [47], evidence that skin friction drag is responsible for about 50% of total drag, from this percentage 25% is generated on the wings. Depending on the specific part of the airplane, is possible to achieve different levels of drag reduction. An extreme case is the drag of the fin, that can be reduced in 38% resulting in a saving of 1.3% in fuel consumption. In subsonic aircraft, fuel represents around 27% of DOC (Direct Operational Cost), in supersonic aircraft represents 35%.

Extension of laminar region can be done with control systems or by wing shape optimizations. Cost and
technical requirements of control systems, suggest that drag reduction based on laminar wings would give more benefits, however their design is a challenge, because limitations in understanding the transition process difficult refined optimizations. Accurate drag estimations depend on practical and accurate methods, to reduce time in design cycles. The dimensionless drag count coefficient is a measure of drag. At cruise, drag count varies between 200 to 400. For subsonic cruise 1 drag count is equivalent to 100kg, for supersonic cruise 1 drag count is equivalent to 5% of the payload. The accuracy desired for drag calculation is 10 drag counts for subsonic, 4 for transonic cruise and 1 for supersonic cruise, [83]. Methods used in aircraft industry can have errors on estimations on drag on the order of 10%. Transonic cruise presents even higher deviations [83]. The formulation of accurate and practical methods is based on a detailed understanding of the transition process, that remains as an open problem. Usually engineering problems are solved by means of empirical correlations or semi-empirical methods [18], as for example $e^N$ method [88], that is one of the most employed. This solutions produces acceptable results on engineering applications but does not explains the transition phenomenon.

1.2 Transition routes

Depending mostly on perturbation amplitude there are two main routes of transition to turbulence, bypass transition and modal amplification [24]. Bypass transition occurs at high perturbation amplitudes and the flow changes abruptly from laminar to turbulent, this route will not be considered in this work. In modal route, the flow pass through several stages, changing flow properties and developing complex vortical structures gradually in controlled experiments, as sketched in figure 1.1.

![Figure 1.1: Paths to turbulence in boundary layers. (Reproduced from [24]).](image)
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The simplest case of hydrodynamic instability on a boundary layer is considering a monochromatic perturbation with infinitesimal amplitude, in relation to the free-stream velocity. This stage is also known as primary instability and is described by the Linear Stability Theory (LST). It occupies around 80% of the transition region, generating 2D structures for Mach numbers < 0.7 or 3D structures for higher Mach numbers. This theory is derived from the linearization of Navier-Stokes equations, and arrives on the Orr-Sommerfeld equation [15, 70], this equation is in terms of disturbance \( u' \), which results from subtract the perturbed flow \( \bar{u} \) from the base flow:

\[
\ u' = \bar{u} - u_{\text{base}}
\]

(1.1)

The ansatz for the solution of the Orr-Sommerfeld equation is a harmonic wave described by:

\[
\ u' = \exp(-i\omega t + \alpha_x x + \beta z)
\]

(1.2)

In the spatial approach, \( \alpha = \alpha_x + i\alpha_i \), the frequency \( \omega \) and spanwise wave number \( \beta = \frac{2\pi}{\lambda_z} \) are real and considered as parameters, then, \( \alpha \) comes from the flow response. Theoretical results of linear instability for boundary layer can be summarized in the instability diagram (figure 1.2). The flow acts as a band-pass filter, amplifying the unstable band of frequencies, defined by the inner region of the diagram. This amplification generates the so called Tollmien-Schlichting waves (TS-wave), which amplitude increases in downstream up to the end of the unstable region, as sketched in figure 1.2. The points where disturbance start to grow and to decay are know as first and second branch respectively. This waves were predicted theoretically at the beginning of 1930 decade [85, 68] and confirmed experimentally in the classic experiment of [73] in the first low turbulence wind tunnel. Previous attempts to detect TS-waves failed due to relative high noise level in the wind tunnels. Results only were published after the Second World War. Tollmien-Schlichting waves have a bi-dimensional wave front, are characterized by the growth rate \( \alpha_i \), streamwise wave number \( \alpha_x \). Oblique waves with spanwise number \( \beta \) have a same behavior and propagates with an angle \( \psi \) with phase velocity \( c_p \).

From DNS variables, this parameters can be calculated as:

\[
\psi = \tan^{-1} \frac{\beta}{\alpha_x}, \quad \alpha_x = \frac{d\theta(x)}{dx}, \quad \alpha_i = -\frac{d[\ln(A(x))]}{dx}, \quad c_p = \frac{\omega}{\alpha_x}
\]

(1.3)

For an oblique wave with spanwise wave number \( \beta \), the phase speed is given by [36]:

\[
\ c_p = \frac{\omega\alpha_x}{\alpha_x^2 + \beta^2}
\]

(1.4)

A mode can be identified by the parameters \( (\omega, \beta) \) or in terms of the harmonics \( (n, k) \) of a given fundamental mode \( (\omega_0, \beta_0) \).
At higher disturbance amplitudes, around 0.06% – 0.1% of the free stream velocity, moderate nonlinear effects rise, strong amplification in a short spatial region by growth rates increase substantially with respect to linear growth rates. Three-dimensional vortical structures are generated, with a defined spatial and temporal periodicity. Also skin drag coefficient increases and velocity profiles suffers deformation. Under controlled disturbances, three nonlinear mechanisms have been discovered, fundamental or K-type [39, 33], subharmonic or H-type [35, 36], both identified in experimental observations and oblique resonance (O-type) discovered numerically, initially for compressible boundary layer at Mach 1.6 by [7] and for incompressible boundary layer by [71]. They were reported in 1962, 1977 and 1992 respectively. Another kind of nonlinear amplification is proposed by [94, 93], which establishes that nonlinear resonance occurs when waves have same phase velocity. This kinds of nonlinear amplification are known as secondary instability. These mechanisms separately can lead to a complete breakdown to turbulence [67, 79]. An isolated bi-dimensional TS-wave can not promote transition, at least low amplitude oblique waves are needed. It is not clear if this mechanisms are present in natural transition, how they coexist and interact or if there are unknown nonlinear mechanisms. This mechanisms are important because in more complex cases, as wave packets and natural transition, they have been identified. For disturbance amplitude larger than %5 of the free-stream velocity, strong nonlinear effects are dominant and turbulent spots are generated, interact to achieve fully turbulent regime.

Subharmonic breakdown is triggered by a threshold amplitude of the mode \((1, 0)\), which resonates with the mode \((1/2, \pm 1)\). In this mechanism, vortical structures with staggered pattern are generated. Velocity amplitude varies in the range 0.2% to 0.6%, and depending on its specific value, spatial vortex periodicity changes.

Fundamental resonance is initiated by the interaction of a primary wave \((1, 0)\) and a pair of oblique waves \((1, \pm 1)\) at a low amplitude. The primary mode has a catalytic role, because energy transferred to the oblique waves comes from the flow, not from the 2D mode, which keeps its energy almost without variation. In this mechanism are generated vortical structures aligned, it develops in a short region and generates peaks in velocity signal, during the process harmonics also are generated and amplified. It is
more explosive than subharmonic resonance. During resonance process, both modes reach the same phase velocity, this is known as phase locking. For this kind of resonance there are only a few results in literature for incompressible boundary layer.

In the subharmonic resonance, threshold amplitude and phase locking have analog behavior than in fundamental resonance.

Oblique transition is generated by the nonlinear interaction of the pair of oblique waves (1, ±1). In this resonance, there is not threshold amplitude. Modes grows linearly and when reach high amplitudes they transfer energy to a steady mode (0, ±2), also harmonics (0, 2k) are generated. Linear and nonlinear behavior are difficult to separate. Several works, [51, 50] shows that oblique breakdown is a viable path to turbulence on supersonic boundary layers.

Compressibility can change stability properties of a given flow. Research of transition in compressible boundary layer is delayed of its incompressible counterpart, due mainly to experimental difficulties and the problem complexity by the increase of variables and parameters. There are only a few experiments of controlled transition on supersonic boundary layers, experiment of [74] for Mach 2 is commonly used as main reference for low supersonic Mach numbers. Investigations on nonlinear transition in compressible boundary layers starts at the ends of the 1980s, with studies on secondary instability. This coincides with a noticeable improvement in the calculation capacity and the cost reduction of the computational resources. Since then, the amount of numerical investigations is increasing. Also in these years, numerical approaches are formulated, capable of reproducing moderate nonlinear behavior of the Navier-Stokes equations, like the PSE theory, (Parabolized Stability Equations) [6]. This methods were applied to compressible boundary layers to investigate the initial stages of nonlinear regime of transition [12]. In subsequent years, several systematic studies were performed on secondary instability at subsonic [19, 49], and supersonic boundary layers [57]. Also, [84] calculated secondary instability for compressible boundary layer at several Mach numbers. In recent theoretical works, spatial modes are investigated [86], the effect of heat transfer on Klebanoff modes [64], and more recently, a new mode was discovered for compressible boundary layer [87]. Compressibility alters stability properties of a given flow. According to LST [45, 27, 46, 60], at subsonic Mach numbers the unstable region is similar to the incompressible case. The main differences are in a reduction of the growth rates and of the critical Reynolds numbers [60]. In contrast to incompressible boundary layers, for Mach ≥ 0.7 the 3D disturbances with angle of propagation 45° < ψ < 60° are more unstable than 2D waves [92], the effect is strongest in the range 2 < Mach < 3.

At subsonic Mach numbers compressibility has the overall effect of stabilizing and as a direct consequence, the transition region is longer [48]. However, the set of most unstable modes can change, depending on the specific value of the Mach number, due to several effects, some of them, described below.

Results on secondary instability mechanisms [19], shows that for subsonic Mach number subharmonic resonance is importantly reduced with increasing Mach number and decreasing Reynolds number i.e. it is need a longer region to develop than the incompressible counterpart. Fundamental resonance is stronger than subharmonic, and more intense with angle [84].

At fixed Reynolds number and depending on the amplitude of the fundamental wave and the spanwise wave number, compressibility may appear stabilizes or destabilizes [19], however this is a particular case of the value of Mach number. In subharmonic resonance there is a preferred band in spanwise wave numbers [57]. In subsonic boundary layers heat transfer has a stronger effect on linear instability than in supersonic ones [69, pag. 467]. By adding heat into the boundary layer, unstable region increases, heat removal has stabilizing effect [38].
Methods for transition prediction used in industry are mainly based on linear amplification and only limited nonlinear effects are included, for example, by coupling Navier-Stokes equations to the $e^N$ method \cite{97}, or using nonlinear models of natural transition, \cite{41}. Sometimes additional effects, such as the compressibility \cite{37} are also taken into account.

1.3 Wave packets and natural transition

In research on natural transition, the wave packets have been used as a model, because their broadband spectral composition can represent the spectrum of an uncontrolled disturbance. Also wave packet format is observed in the time-velocity signal in experiments on natural transition, induced by free stream turbulence \cite{73, 30} and by artificially excited white noise \cite{77}. Early works on wave packets were experimental, establishing the main characteristics of packet evolution. \cite{89} reveals selective nonlinear amplification in the streamwise direction. Next experiments focused on linear evolution \cite{29} to compare results with a linear model \cite{28}. Later, \cite{14} perform measurements of the complete transition process, from linear amplification up to formation of turbulent spots. In \cite{13} analysis for separated modes is applied, to identify nonlinear amplification. Subsequent experiments focuses in several aspects of moderate nonlinear regime, \cite{54} investigates the origin of modes generated nonlinearly, the phase effect of the perturbation \cite{53} and the effect of magnitude of the modulation \cite{52}. Results of \cite{3} shows that the pressure gradient has a large influence on evolution that packet format. In these works, bands of nonlinearly amplified modes suggest presence of secondary instability mechanisms, both, fundamental and subharmonic. Usually, in the experiments and simulations of wave packets, frequency spectrum of the perturbation is carefully controlled, less attention is given to the spanwise spectrum.

In the literature, the growth of these waves has been attributed to subharmonic instability of the C or H type. Nevertheless, the conclusion is generally based only on the fact that these waves fall close to the subharmonic band, and that the dominant spanwise wave number is close to that obtained for subharmonic resonance for controlled (unmodulated wave) transition \cite{14, 54, 79}. It is clear in the literature that the dominant subharmonic mode in the packet does not have exactly half the frequency of the dominant primary fundamental mode in the packet. The frequency ratio is closer to 2/3 and is often associated with detuned subharmonic resonance \cite{9}, but such resonance would normally be associated with two modes symmetric with respect to the actual subharmonic frequency. This state of affairs led to suggestions that a difference mechanism could be at play \cite{96}, namely phase locking mechanism \cite{94}. It is apparent that the issue is not yet settled. It would appear that comparison of actual growth rates would be a much more definite evidence for conclusion, but this was never shown in the literature, except in the experiments of \cite{16}, which performed such an analysis for waves modulated only in the streamwise direction. \cite{16} produced the streamwise modulation by combining 2 or 3 waves of different frequency and the subharmonic waves were also artificially excited. With this strategy, the problem of identification of detuned resonance in the modulated wave system was circumvented because the degree of detuning was established by the excitation, not by the evolution. Although being an important step into modulated waves, the analysis carried out in \cite{16} is still limited relative to the wave packet composed by a continuous spectrum.

1.3.1 DNS simulations of wave packets

Probably \cite{20} is the first direct numerical simulation (DNS) for transitional boundary layers, focused on explore quality of numerical solutions by comparison with results of linear theory and related experimental observations. \cite{22} quantifies the effect of assumptions used for derivation of LST, as non-parallelism. Due to computational limitations, \cite{21} performed first simulations of two-dimensional wave packets. Early three-dimensional DNS simulations of transition in compressible boundary layers, performed along the decade
of 1990s, were focused on exploring the potential of numerical approach. Also into developing accurate numerical methods for this kind of problem and improving computational performance, using parallelization [31].

In the literature, there are three main reference experiments of wave packets in incompressible boundary layer, [29], [14] and [52]. The first two experiments were reproduced using DNS simulations, by [40, 76] and [96] respectively, for numerical investigation. A numerical analysis of the experiment [52] is not found in literature.

Some observations at Mach 0.5, considering white noise [58], nonlinear growth [91], transition on an airfoil [44] and secondary instability mechanisms [17] suggest that up to Mach 0.5 there are no remarkable differences in initial nonlinear stages of transition on compressible boundary layer. Then for Mach > 0.5, compressibility effects rise on the transition process.

A remarkable fact of the DNS simulations is the prediction of the oblique transition mechanism, not observed previously in experiments. In the last fifteen years DNS simulations concentrated on initial nonlinear stages and fully developed turbulence [17]. More recently focus is on determination of details in the transition process at several Mach numbers, considering changes in the three dimensional structures and the effect of a selected parameter, such as wall temperature and geometry.

Initial works of wave packets on compressible boundary layers are for hypersonic flows [25], and DNS simulations at Mach 1.3 [61], Mach 2 [51], Mach 3 [50] and several for higher Mach numbers [26, 80].

Despite a great number of engineering applications be in high subsonic and transonic regime, lot of the investigations on wave packet evolution concentrate on either, incompressible and supersonic boundary layers. Research of wave packet evolution in subsonic boundary layer is very poor. A more general comprehensive review of DNS used as research tool in turbulence can be found in [56].

1.4 Objectives of this work

Natural transition develops through different routes, depending mainly, on specific characteristics of spectral content and amplitude of the perturbation. This routes may include secondary instability mechanisms, that could coexist interchanging dominance along transition stages depending on specific conditions. Probably unknown scenarios are also present, this could generate intermittency and formation of turbulent spots. Investigation of the aspects are the focus of actual research.

The present work has two principals objectives, to develop a DNS code focused in problems of transition in subsonic boundary layer on a flat plate and to investigate natural transition in subsonic regime, modeled by wave packets and a preliminary study considering white noise. Three main problems were considered, numerical simulation of the experiment [54] on incompressible boundary layer, the influence of compressibility on wave packet evolution at subsonic Mach numbers and finally, a preliminary study of transition induced by white noise in a boundary layer at Mach 0.2 and 0.9.

The numerical results are analyzed in the context of current nonlinear theories for monochromatic waves, to establish the nonlinear regime that the packet undergo.
1.5 Structure of the Report

Report is organized as follows. Chapter 2 describes the governing equations and boundary conditions tested and eventually used. The numerical procedure is also described, including the time and space discretization, filter, grid stretching and parallelization, among other aspects. In Chapter 3, the validation tests performed on the code are presented. This includes tests in the linear regime of TS-waves as well as nonlinear regimes. The nonlinear regimes include fundamental and subharmonic instabilities, and oblique transition. Results of incompressible and compressible subsonic boundary layers available in the literature were used for comparison.

In Chapter 4 results for DNS simulation of the experiment [54] are presented. Detailed comparison on physical and Fourier spaces is shown, a nonlinear modal analysis is performed and several relevant calculations are developed. Chapter 5 is devoted to results for wave packets at Mach 0.7 and 0.9, including interaction between packets at Mach 0.9. Chapter 6 presents results and preliminary analysis for transition generated by white noise at Mach 0.2 and 0.9. Finally, Chapter 7 is dedicated to conclusions, final remarks and suggested future work.
Chapter 2

Physical problem and computational setup

2.1 Governing equations

Navier-Stokes equations for compressible flow at subsonic Mach numbers are solved numerically in a rectangular integration domain considering the non-conservative formulation, in terms of density $\rho$, velocity components $u_i$ and internal energy $e$. All variables are non-dimensionalized by the displacement thickness $\delta_0^*$ at a reference position in streamwise direction, free-stream value of velocity $U^*_\infty$ and density $\rho^*_\infty$.

\[
\frac{\partial \rho}{\partial t} = -\rho \frac{\partial u_i}{\partial x_i} \frac{\partial \rho}{\partial x_i} u_i,
\]

\[
\frac{\partial u_j}{\partial t} = \frac{\partial u_j}{\partial x_i} u_i - 1 \frac{\partial p}{\partial x_j} + 1 \frac{\partial \tau_{ij}}{\partial x_i},
\]

\[
\frac{\partial e}{\partial t} = -\frac{\partial e}{\partial x_i} u_i - \frac{p}{\rho} \frac{\partial u_i}{\partial x_i} + 1 \frac{\tau_{ij}}{\rho} \frac{\partial u_j}{\partial x_i} - \frac{1}{\rho} \frac{\partial q_i}{\partial x_i} = 0.
\]

The viscosity tensor is defined as

\[
\tau_{ij} = \frac{\mu(T)}{Re} \left[ \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial u_k}{\partial x_k} \right]
\]

the heat flux term is given as

\[
q_i = -\frac{\mu}{(\gamma - 1)RePrM^2_\infty} \frac{\partial T}{\partial x_i}
\]

The Reynolds, Prandtl and Mach numbers are defined as:

\[
Re = \frac{\rho^*_\infty U^*_\infty \delta_0^*}{\mu^*_\infty}, \quad Pr = \frac{\mu^*_\infty c_p^*}{k^*}, \quad M_\infty = \frac{U^*_\infty}{c^*_\infty} = \frac{U^*_\infty}{\sqrt{\gamma p^*_\infty/\rho^*_\infty}}
\]

with $\mu^*_\infty$, $c_p^*$ and $\gamma$ the reference dynamic viscosity, the specific heat and the ideal gas constant.

Temperature and internal energy are related by:

\[
e = \frac{T}{(\gamma^2 - \gamma) M^2_\infty}
\]
To complete the set of equations required to solve the Navier-Stokes equations system, the ideal gas hypothesis is considered, to relate the pressure $p$ with the internal energy and density

$$p = (\gamma - 1)\rho e$$  \hspace{1cm} (2.8)

Finally viscosity is modeled considering the Sutherland’s law

$$\frac{\mu^*}{\mu_\infty} = \mu(T) = 1 + \frac{C}{T + C}T^{3/2}$$  \hspace{1cm} (2.9)

with $C = \frac{110k}{T_\infty}$, and $T_\infty = 300K$. The relation between dimensional variables denoted with (*) and nondimensional ones is:

$$\rho = \frac{\rho^*}{\rho_\infty^*}, \quad p = \frac{p^*}{p_\infty^* U_\infty^2}, \quad x_i = \frac{x_i^*}{\delta_0^*},$$

$$T = \frac{T^*}{T_\infty^*}, \quad u_i = \frac{u_i^*}{U_\infty^*}, \quad t = \frac{t^* U_\infty^*}{\delta_0^*}, \quad e = \frac{e^*}{U_\infty^2}.$$

### 2.2 Numerical Methods

A DNS code was developed focused on problems of transition in boundary layer at subsonic Mach numbers. The code is implemented in *Fortran*90 and parallelized using MPI (Message Passing Interface). Routines of LAPACK library are used to solve linear equation systems.

#### 2.2.1 Discretization

For spatial discretization a compact finite differences scheme was constructed with spectral like resolution, based on [43]. Scheme is $4^{th}$ order accuracy and is composed by a tridiagonal stencil to reduce computational cost. These schemes allow high order discretizations with a lower number of grid points than required in explicit methods. It also allows maintain a desired accuracy over a range of length scales. The time integration is performed with a standard $4^{th}$ order Runge Kutta method:

$$y_{n+1} = y_n + \frac{1}{6}(k_1 + k_2 + k_3 + k_4)$$  \hspace{1cm} (2.10)

with:

$$k_1 = \Delta tf(t_n, y_n)$$  \hspace{1cm} (2.11)

$$k_2 = \Delta tf(t_n + \frac{1}{2}\Delta t, y_n + \frac{1}{2}k_1)$$  \hspace{1cm} (2.12)

$$k_3 = \Delta tf(t_n + \frac{1}{2}\Delta t, y_n + \frac{1}{2}k_2)$$  \hspace{1cm} (2.13)

$$k_4 = \Delta tf(t_n + \Delta t, y_n + k_3)$$  \hspace{1cm} (2.14)

Uniform grid is used in streamwise and spanwise directions, grid is stretched in wall normal direction to increase resolution near the wall and resolve gradients correctly. Details can be found in [5, 4].
2.2.2 Compact finite differences

For transition to turbulence problems it is needed to calculate variations of the flow in a wide range of scales, usually in a range of 6 orders of magnitude, then, spectral-like schemes are interesting. In a uniform grid a first derivative can be approximated as (2.15)

\[
\beta f_i' - 2f_i' + \alpha f_{i+1}' + \beta f_{i+2}' = c \frac{f_{i+3} - f_{i-3}}{6h} + b \frac{f_{i+2} - f_{i-2}}{4h} + a \frac{f_{i+1} - f_{i-1}}{2h}.
\]  

The coefficients \(a, b, c, \alpha, \beta\) are chosen to set the order of stencil with respect to the truncated Taylor series.

\begin{align*}
\text{Second order:} & \quad a + b + c = 1 + 2\alpha + 2\beta, \\
\text{Fourth order:} & \quad a + 2^2b + 3^2c = \frac{3!}{2!}(\alpha^2\beta), \\
\text{Sixth order:} & \quad a + 2^4b + 3^4c = \frac{5!}{4!}(\alpha^4\beta), \\
\text{Eighth order:} & \quad a + 2^6b + 3^6c = \frac{7!}{6!}(\alpha + 2^6\beta), \\
\text{Tenth order:} & \quad a + 2^8b + 3^8c = \frac{9!}{8!}(\alpha + 2^8\beta).
\end{align*}

Relations (2.16) to (2.20) can be used to construct up to 10\(^{th}\) order stencils. By means of error analysis it is possible to calculate the modified wave number \(w'\) as a function of real wave number \(w\) for each finite difference scheme (2.21)

\[
w'(w) = \frac{a \sin(w) + (b/2) \sin(2w) + (c/3) \sin(3w)}{1 + 2\alpha \cos(w) + 2\beta \cos(2w)}.
\]

In [43] a 4\(^{th}\) order pentadiagonal schemes with spectral-like resolution are constructed, using relations (2.16) and (2.17) and imposing the condition:

\[
w'(w_1) = w_1, \quad w'(w_2) = w_2, \quad w'(w_3) = w_3.
\]

To reduce computational cost associated with a pentadiagonal systems to tridiagonal one, on the right hand side of the equation 2.15, two approximations were considered, namely, tridiagonal schemes with stencil of 5 and 7 points (\(\beta = 0\)). Both 4\(^{th}\) order and then relations (2.16) e (2.17) are used. The 5 point stencil imposing

\[
c = 0, \quad w'(w_1) = w_1.
\]

7 point stencil is:

\[
w'(w_1) = w_1, \quad w'(w_2) = w_2.
\]

The modified wave number and phase speed \(c_p = w'/w\) for schemes derived here in comparison with usual schemes are shown in figures (2.1) and (2.2) respectively.
Figure 2.1: Modified wave number for several schemes. (a) 5 points stencil for \( w_1 = 1.5; w_1 = 1.8; w_1 = 2.2 \) and \( w_1 = 2.4 \). (b) 7 points stencil to \( w_1 = 2.3, w_2 = 2.4; w_1 = 2.4, w_2 = 2.5; w_1 = 2.5, w_2 = 2.6 \). Comparison with tridiagonal sixth order scheme. (Reproduced from [5]).

Figure 2.2: Phase velocity for several schemes. (a) 5 points stencil for \( w_1 = 1.5; w_1 = 1.8; w_1 = 2.2 \) and \( w_1 = 2.4 \). (b) 7 points stencil to \( w_1 = 2.3, w_2 = 2.4; w_1 = 2.4, w_2 = 2.5; w_1 = 2.5, w_2 = 2.6 \). Comparison with tridiagonal sixth order scheme. (Reproduced from [5]).
From the modified wave number curves and phase velocity for 5-point stencil, it was chosen $\omega' = 1.8$, because have the best approximation. By substitution into restrictions (2.16, 2.17, 2.21), the resulting stencil is:

$$
\alpha = 0.364957272268410, \quad \beta = 0; \quad a = 1.57663818151227, \quad b = 0.153276363024547 \quad c = 0
$$

(2.25)

This stencil was employed in all simulations performed in the present work.

### 2.2.3 Numerical Stability

For the convective Navier-Stokes equations this integration scheme is stable up to CFL (Courant-Friedrichs-Lewy) number around 1.3. The convection and diffusion stability condition are defined as:

$$
\Delta t \leq \frac{CFL}{\left[ \frac{1}{M_x} + \frac{u_{max}}{\Delta x} + \frac{v_{max}}{\Delta y} + \frac{w_{max}}{\Delta z} \right]}
$$

(2.26)

$$
\Delta t \leq \frac{1}{6 \Re \left[ \frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} + \frac{1}{\Delta z^2} \right]}
$$

(2.27)

### 2.2.4 Filter

Spurious oscillations are generated by flow transients, numerical boundary conditions, grid stretching among others factors, this nonphysical oscillations may be amplified affecting numerical solution. To control spurious oscillations a $10^{th}$ order low pass filter [90] is applied in each time iteration at the inner points of the domain. In the spanwise direction, a periodic filter is used to be compatible with the periodic boundary condition. The filtering level is controlled with the parameter $-0.5 \leq \alpha_f \leq 0.5$, low values of $\alpha_f$ correspond to higher filtering. In all simulations presented here $\alpha_f = 0.49$ was considered in all directions, which means almost no filter. The linear filter is defined by:

$$
\alpha_f \phi_{i-1} + \phi_i \alpha_f \phi_{i+1} = \sum_{n=0}^{N} \frac{a_n}{2} \phi_{i+n} + \phi_{i-n}
$$

(2.28)

Coefficients for a tenth order filter are:

$$
a_0 = \frac{193 + 126 \alpha_f}{256} \quad a_1 = \frac{105 + 302 \alpha_f}{256} \quad a_2 = \frac{15 - 1 + 2 \alpha_f}{64}
$$

$$
a_3 = \frac{45 - 2 \alpha_f}{512} \quad a_4 = \frac{-1 + 2 \alpha_f}{256} \quad a_5 = \frac{1 - 2 \alpha_f}{512}
$$

(2.29)
2.2.5 Grid stretching

For the simulations performed in this work, two grids in y-direction were considered. First with \( y_{\text{max}} = 20 \), \( ny = 51 \) and a more refined grid, \( y_{\text{max}} = 60 \), \( ny = 151 \), both, shown figure 2.3.

![Figure 2.3: (a) Grid stretching in computational domain and (b) grid definition.](image)

2.2.6 Boundary Conditions

Initially characteristic boundary conditions were considered to be used in the boundary layer simulations. As a code test, two types of characteristic boundary conditions [62] were applied to the Poiseuille flow, imposing reflecting and non-reflecting outflow boundary conditions. Results shown in figures 2.4, 2.5 reveals a good agreement, including details in the contour levels at the outflow. This approach calculates the numerical boundary conditions based on considerations and approximations of Navier-Stokes equations. This kind of boundary conditions was not used in the boundary layer, because have parameters strongly dependent of the problem that could influence simulations of transition to turbulence.
Figure 2.4: Comparison with DNS simulation of characteristic boundary conditions, using reflecting outflow, applied to Poiseuille flow. Reference figures (not colored), are reproduced from [62].

iterations: 100000
Figure 2.5: Comparison with DNS simulation of characteristic boundary conditions, using non-reflecting outflow, applied to Poiseuille flow. Reference figures (not colored), are reproduced from [62].

The base flow is obtained with a two-dimensional DNS simulation of the entire flat plate. At the inflow, uniform flow condition is imposed. At the outflow pressure is fixed, and the other flow variables are extrapolated using null second derivative. Also a buffer zone is included to avoid reflections into the integration domain. On the wall, a no-slip condition is applied to the velocity components, isothermal wall is used for the temperature, density is calculated with a compatibility condition for the pressure. Finally at the upper boundary, Neumann condition is applied to the velocity components and the pressure is fixed. In three dimensional simulations, periodic boundary condition is used in the spanwise direction.
The simulation is run until variations of the integrated variables are of order $10^{-12}$. To represent free flow condition at the leading edge of the plate, a domain extension upstream the plate is included with free-slip condition at the wall, as sketched in figure 2.6. With this set up, some undesired and nonphysical pressure gradient which results in small velocity profiles deformations are avoided.

Figure 2.6: Boundary layer profiles generation. Upstream the leading edge of the plate a wall is included with free-slip condition to avoid nonphysical gradients. Figure is stretched in y direction to facilitate visualization.

2.2.7 Moving Frame 3D

To reduce computational domain and hence, the number of grid points a three dimensional moving frame was implemented. During simulation the domain is increased in downstream and spanwise, and reduced upstream, to perform calculation only in the region occupied by the wave packet. In figure 2.7 are shown three different physical domains superposed to evidence differences. Several tests performed show that there are no significant differences in the packet region or at the boundaries, in physical and Fourier spaces, between the simulation with and without moving frame.
2.3 Parallelization

The code was parallelized employing domain decomposition by using library [1]. This implementation allows to divide the computational domain into \( N \times 1 \) or \( N \times M \) blocks, sometimes named as slab and pencil decomposition respectively, as sketched in figure 2.8. In this kind of decomposition each processor stores a sub-domain, that contains all axis points in one direction, so that all derivatives in this direction can be calculated in parallel.

To calculate the derivatives in the other directions, orientation of the decomposition is changed. The orientation change is performed by transposition operations which involves communication between process, using \texttt{mpi_alltoall} routine, which is the principal source of overhead in this kind of parallelization. Depending on the computer architecture employed, an optimal decomposition exists, that minimizes the communication time. The parallelization used in this work do not introduce any additional error at the sub-domain boundaries, as occurs for other parallelization approaches [75], however the overhead in communication operations increase with the number of processors.

Figure 2.7: Moving frame 3D.
2.3.1 Perform analysis

There are two kinds of tools to determine program performance, profiling and tracing. Profiling tools allows to collect global data from statistical sampling of events during execution of the program, gprof is an open-source tool of this kind. Tracing tools, as for example Vampir-trace, collect detailed data during execution. This kind of tools are more precise, but larger data files than in profiling tools are generated and can produce substantial computing overhead. To determine the computational performance of the current DNS simulations were used gprof for the sequential execution and Vampire-Trace for parallel execution.

Sequential execution

Using gprof, the code structure can be decomposed into blocks, as shown in figures 2.9,2.10. Each box corresponds to a function of the code. Inside the boxes there are 3 numbers indicating percentage of total computational time employed by a particular function. Second number, between parentheses, indicates the amount of work done by the function and the third number is the number of calls of the function. Numbers outside the boxes are the percentage of work passed to the next function and number of calls. From this diagram can be concluded that 50% of the computational time is employed into spatial derivatives calculation and the most expensive function is dgtsv of [42] used to solve the tridiagonal system of the finite differences method, due to intensive calls. Time per/iteration per/grid point is of order of 5µs.
Figure 2.9: Execution diagram and computational cost obtained with gprof.
Figure 2.10: Execution diagram and computational cost obtained with *gprof*.

**Parallel execution**

By using *vampir* detailed diagrams (figure 2.12) of the communication between processors can be obtained, they allow to find errors, bottlenecks and plan optimizations. However this tasks require detailed work, only preliminary tests were performed for illustration. To evaluate performance of a parallelized program there are several metrics, for the DNS code, the most relevant metric is the speedup. Speedup measures efficiency of time reduction by increasing number of processors. Ideally, if \( n \) processors are used, the computational time is reduced by \( \frac{1}{n} \). Use of parallelization requires communication between processors. In figure 2.11 a test up 130 processor was carried out for the DNS code, showing a reasonable performance. However, scalability has strong dependence of the computer architecture and physical communication.
channel between processors. The study used in general less than 40 processors for which the performance is better.

![Speedup of DNS code](image1.png)

**Figure 2.11:** Speedup of DNS code.

![Diagrams of profiling](image2.png)

**Figure 2.12:** Diagrams of profiling obtained with *vampir*, showing details of communication routines.
Chapter 3

Code validation

The developed DNS code has been used successfully applied to study several hydrodynamic instability problems in cavity flow [5, 4] and boundary layer [48]. In this chapter, code validation tests are presented at several regimes of transition for subsonic boundary layer. Initially, comparisons of boundary layer profiles with theoretical results are shown. The next sections are devoted to comparisons between DNS simulations and results of the literature for primary and secondary instabilities.

3.1 Base flow generation

The base flow considered is a subsonic boundary layer over a flat plate, it is calculated with a two-dimensional DNS simulation starting from an uniform flow until stationary regime is reached with variations on integrated variables of the order go 10^{-12}.

3.1.1 Boundary layer profiles

To compare the boundary layer profiles generated with DNS simulations, the Stewartson equations, for compressible boundary layer (see [2]), were solved. The differential equation system to be solved in terms of similarity variables $F$ and $T$ is:

$$
\frac{d}{d\eta} \left( \frac{\chi}{P_r} \frac{dF}{d\eta} \right) + F \frac{dT}{d\eta} + (\gamma - 1) M^2 \chi \left( \frac{d^2 F}{d\eta^2} \right)^2 = 0 \tag{3.1}
$$

$$
\frac{d}{d\eta} (\chi \frac{d^2 F}{d\eta^2}) + F \frac{d^2 F}{d\eta^2} = 0 \tag{3.2}
$$

with $\chi = \rho' \mu'$. The boundary conditions are:

$$
T|_{\eta=0} = T_w, \quad \frac{dF}{d\eta}|_{\eta=0} = 0, \quad F|_{\eta=0} = 0 \tag{3.3}
$$

For $\eta \to \infty$:

$$
T = 1, \quad \frac{dF}{d\eta}|_{\eta \to \infty} \to 1 \tag{3.4}
$$

Flow variables are recovered using the transformation:

$$
\eta = \sqrt{\frac{Re}{2x}} \int_0^y \rho(x, \tilde{y}) d\tilde{y} \tag{3.5}
$$
\[ u = \frac{dF}{d\eta}, \quad v = T(\eta u - F)\sqrt{\frac{1}{2xRe}} \quad (3.6) \]

\[ T = T(\eta), \quad \rho = 1/T, \quad e = \frac{1}{\gamma M^2(\gamma - 1)} + \frac{1}{2}(u^2 + v^2)\rho \quad (3.7) \]

To include Sutherland’s law, \( \chi \) is given by:

\[ \chi = 1 + \frac{C}{T + C} \sqrt{T} \quad \frac{d\chi}{dT} = \chi \left\{ \frac{1}{2T} - \frac{1}{T + C} \right\} \quad (3.8) \]

Then, the system of equations 3.1 and 3.2 becomes:

\[ \frac{d^3 F}{d\eta^3} = -\frac{1}{\chi} \frac{d^2 F}{d\eta^2} \left\{ \frac{d\chi}{dT} \frac{dT}{d\eta} + F \right\} \quad (3.9) \]

\[ \frac{d^2 T}{d\eta^2} = -\frac{1}{\chi} \left\{ \frac{d\chi}{dT} \left\{ \frac{dT}{d\eta} \right\}^2 + P_r F \frac{dT}{d\eta} + P_r (\gamma - 1) M^2 \frac{d^2 F}{d\eta^2} \right\} = 0 \quad (3.10) \]

The Blasius solution [92] is the theoretical result for incompressible boundary layer. In figure 3.1 are compared the velocity profiles in terms of the similarity variable \( \eta = y \sqrt{Re \over 2x} \). Also is shown the asymptotic value of the wall-normal velocity component, \( v \), calculated with the three solutions.

The shape factor \( H = \delta^* / \theta \), calculated with the Blasius and Stewartson solutions, and DNS simulation are respectively: \( H_{Blasius} = 2.591566, H_{Stw} = 2.597096, H_{DNS} = 2.594004 \). Flow parameters used in DNS simulations were Mach 0.2 and Re=835, \( Pr = 0.71 \).

![Figure 3.1: Comparison of Blasius profiles for velocity components, u, v, with Stewartson solution and DNS.](image)

Figure 3.1: Comparison of Blasius profiles for velocity components, \( u, v \), with Stewartson solution and DNS. Comparison of asymptotic values for \( v \) are in a very good agreement.
In Figure 3.2 is shown the thermal boundary layer for adiabatic wall condition, calculated with Stewartson solution and computed with DNS. The value of the adiabatic wall temperature $T_{ad}$, [92, pag. 511], also is compared by using the theoretical relation

$$T_{ad} = T_{\infty} \left( 1 + r \frac{\gamma - 1}{2} M^2 \right)$$  \hspace{1cm} (3.11)$$

with $r$ the recovery coefficient, that for laminar boundary layer becomes $r \approx \sqrt{Pr}$.

Figure 3.2: Temperature profile for adiabatic wall and comparison of values calculated from DNS, Stewartson solution and theoretical value at Mach 0.9.

All the comparisons performed are in a very good agreement with the theoretical results.
3.2 Hydrodynamic instability tests

[40] presents results of a DNS simulation for a TS-wave, to investigate the effect of unconsidered factors in LST, as non-parallelism. In figure 3.3 is shown a comparison of amplification curve, for a TS-wave with $F = 120$. The perturbation is introduced into the flow by using a localized periodic blowing and suction disturbance, applied at the wall normal component of velocity as:

$$v_{wall} = A_{1,0} \cos(\alpha_x(x - x_0)) \cos(\omega t)$$  \tag{3.12}$$

Comparison of the amplification curves shown in figure 3.4(a) are in a very good agreement, for fundamental, oblique and harmonic mode. The vortical structures generated (figure 3.4(b)) are aligned as expected. In the spectrum shown in figure 3.4(c), can be seen the generation of harmonics, in frequency and spanwise modes.

Figure 3.3: Tollmien-Schlichting amplification curves for incompressible boundary layer. (a) Reproduced from [40, pag. 331] and (b) DNS simulation.

Results for fundamental resonance on incompressible boundary layer are scarce in the literature. For comparison with DNS, [66] was used as reference. The perturbation function is defined as

$$v_{wall} = A_{1,0} \cos(\alpha(x - x_0)) \cos(\omega t) + A_{1,1} \left[ \cos(\alpha(x - x_0) \pm \beta z) \right] \cos(\omega t)$$  \tag{3.13}$$
Figure 3.4: DNS simulation of Fundamental resonance. (a) comparison of amplification curves with [66], (b) Aligned vortical structures. (c) Amplification of harmonics.

In the subharmonic resonance, [36] was considered as reference case. The considered disturbance is:

\[ v_{wall} = A_{1,0} \cos(\alpha_x(x - x_0)) \cos(\omega t) + A_{1/2,1} \cos(\alpha(x - x_0) \pm \beta z) \cos((\omega/2)t) \]  

(3.14)

In figure 3.5(a) are compared the amplification curves for fundamental and oblique mode. Resultant vortex array (figure 3.5(b)) is organized in a staggered pattern, as expected for this mechanism. Finally in the spectrum (figure 3.5(c)), can be observed the generation of harmonics in frequency and oblique modes.
Figure 3.5: Comparison of Subharmonic resonance from [36] and DNS simulation. (a) Amplification curves, (b) staggered vortex pattern and (c) spectral content.

To test the code at nonlinear regime in compressible boundary layer, the subharmonic case at Mach 0.8 [49] was simulated successfully. Comparison of the amplification curves are shown in figure 3.6(a).
Finally, the case reported by [32], for oblique resonance was performed, using as perturbation:

\[ v_{wall} = A_{1,1} \left[ \cos(\alpha(x - x_0) \pm \beta z) \right] \cos(\omega t) \]  

(3.15)

The comparison of amplification curves for several modes, shown in figure 3.7(a) evidences a good agreement of DNS simulations with reference results. Longitudinal vortical streaks are generated (figure 3.7(b) ) and in the spectra, it is observed amplification of the modes \((0, 2)\), typical of this kind of nonlinear resonance.
Figure 3.7: Comparison of amplification curves (a) for oblique transition reported in [32] and calculated with DNS. (b) Streaks in xz plane (c) spectrum \((k\beta_0, n\omega_0)\).
Chapter 4

DNS simulation of experimental wave packet in an incompressible boundary layer

4.1 Numerical set-up

4.1.1 Choice of reference experiment

In the literature, there are three main reference experiments of wave packets in incompressible boundary layer. In these experiments, the disturbance is introduced in the flow by a defined acoustic time signal driving a loudspeaker that was located at the center of the plate and communicated to the fluid with a small hole. [29] focused in the linear evolution for comparison with the theoretical linear model [28], which is valid for low amplitudes of the packet. In that experiment, the wave packet amplitude is of the order of 0.05% of the free-stream velocity, measured close to the outer amplitude peak of the Tollmien-Schlichting wave, in \( y = 1.1\delta^*(x) \). The disturbance is a rectangular pulse in time, with amplitude and width as parameters. Initial subharmonic amplification is also observed in the last measurements points. In [14], the evolution from the linear wave packet to the formation of turbulent spots is investigated. In the evolution the packets amplitudes varies from 0.4% to 27% of the free stream velocity measured close to the inner amplitude peak of the Tollmien-Schlichting wave in \( y = 0.6\delta^*(x) \). The disturbance was produced by a single period of a sinusoidal wave of frequency 24Hz, chosen to coincide with the most linearly unstable 2D mode in the experimental arrangement. Later in [13], an analysis for individual modes is carried out on the experimental data which identifies nonlinear growth of the oblique modes. These, these modes are separated in three bands of frequencies, considering as reference the frequency of 2D linear dominant mode. The first band is centered around half the reference frequency (the subharmonic band), the second band contains modes around the reference frequency (the fundamental nonlinear band) and the third band represents higher frequency modes. Results show strong nonlinear amplification for these modes, however no attempt was made to find an explanation for the origin of the nonlinear fundamental modes.

In [54] low amplitude packets from %0.1 to 1% of the free-stream velocity measured close to the inner amplitude peak of the Tollmien-Schlichting wave are tracked to focus on subharmonic amplification, effect of phase [53] and later on amplification of modes related to fundamental resonance [52]. Disturbance is generated by the superposition of 80 Fourier modes, using \( f_0^* = 5Hz \) as fundamental frequency and covering the unstable linear band. In [54] the measurement streamwise positions are between 400mm and 1300mm, spaced by 100mm.
The parameters of the experiments of [14] and [54] are shown in table 4.1, where index 0 refers to the position where the excitation was introduced, $z_d$ indicates the spanwise domain and $\%u_{Re_{1450}}$ a percentage estimate of disturbance amplitude close to the perturbation source (an indication of the initial amplitude of the disturbance), at the experimental position with local Reynolds number $Re \sim 1450$, which corresponds to the positions $x^\ast = 1600mm$ and $x^\ast = 600mm$ on each experiment respectively. The experiments display similar non-dimensional conditions, but [53, 54] presents substantially lower excitation amplitudes. As a consequence of amplitude choice in both experiments, the last experimental measurement points have similar local Reynolds number $Re_{max}$, but, in [14] turbulent spots are observed in this position, while in [54] moderate nonlinear behavior is observed. Some of these experiments have been reproduced numerically for comparison and to extend its results. [29] experiment is simulated by [40, 76] and [14] experiment is simulated by [96]. A DNS simulation of the experiment [54] is not available in literature at present. It is expected that lower amplitude excitation are better representations of real aircraft conditions. Because of this, the experiment of [53] was chosen as a reference for the current study. Moreover the experimental data was available to this study and had more information on the weakly nonlinear regimes which was the focus of the current work.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_\infty$</td>
<td>6.65m/s</td>
<td>17.3m/s</td>
</tr>
<tr>
<td>$x_0^\ast$</td>
<td>800mm</td>
<td>203mm</td>
</tr>
<tr>
<td>$\nu^\ast$</td>
<td>$1.49 \times 10^{-5}m^2/s$</td>
<td>$1.49 \times 10^{-5}m^2/s$</td>
</tr>
<tr>
<td>$\delta_0^\ast$</td>
<td>$2.13 \times 10^{-3}m$</td>
<td>$7.195 \times 10^{-4}m$</td>
</tr>
<tr>
<td>Re</td>
<td>1035</td>
<td>835</td>
</tr>
<tr>
<td>$Re_{max}$</td>
<td>2150</td>
<td>2114</td>
</tr>
<tr>
<td>$x_{max}^\ast$</td>
<td>3500mm</td>
<td>1300mm</td>
</tr>
<tr>
<td>$z_d^\ast$</td>
<td>$\pm 40cm$</td>
<td>$\pm 18cm$</td>
</tr>
<tr>
<td>$%u_{Re_{1450}}$</td>
<td>0.4%</td>
<td>0.2%</td>
</tr>
</tbody>
</table>

4.2 Disturbance Generation

Usually, in experiments and simulations of wave packets, the frequency spectrum of the perturbation is carefully controlled, while less attention is given to the spanwise spectrum, which experimentally is also more difficult to control. In the present simulations, the perturbation is constructed with the superposition of a selected band of frequencies and spanwise modes, all with the same energy, covering the linear unstable band defined by the stability diagram.

For the simulation, 80 frequencies are considered, $N_n = 80$, and 80 symmetric spanwise wave numbers ($N_k = 40$), in addition to the corresponding two-dimensional modes. The time signal of the excitation was identical to that used by [54]. In the physical space, the resulting signal in time and spanwise direction is a function similar to $\sin(x)/x$. In the streamwise direction the disturbance had a shape of one period of the coseno function. The perturbation is applied in the wall normal velocity component. In summary, the so-called pulse excitation used in the current study is then defined as

$$v' = A_{3D} \sum_{n=1}^{N_n} \sum_{k=-N_k}^{N_k} [\cos(\alpha_0(x - x_0) \pm k\beta_0z) \cos(n\omega_0t)]$$  \hspace{1cm} (4.1)

with $A_{3D}$ the amplitude of each modes.
Using the dimensional parameters given in table 4.1 for the experiment \cite{53}, the non-dimensional flow parameters used in the DNS simulation are $Re = 835$ and $Pr = 0.71$. Although experimental the Mach number is 0.05, in the DNS simulation Mach 0.2 was used, because by increasing Mach number the numerical time steps can be increased and a lower number of iterations are needed to complete the simulation. This value has already been used in other works on transitional incompressible boundary layer (e.g \cite{67}). We also performed tests at lower Mach numbers and demonstrated that the results of $Mach = 0.2$ are essentially incompressible. Tests also performed in this study show that at Mach 0.3 some significant compressible effects arise. With the reference parameters used in the simulation, the experimental measurement domain in non-dimensional variables was defined by:

$$x_0 = 284$$

$$0 \leq x \leq 1300\text{mm}/\delta^*_0 = 1808$$

$$0 \leq y \leq 0.6\delta^*(x)$$

$$L_z = 36\text{cm}/\delta^*_0 = 250$$

$$f_0 = 5Hz \times (u_\infty/\delta^*_0) = 2.0796 \times 10^{-4}$$

$$\omega_0 = 2\pi f_0 \times (u_\infty/\delta^*_0) = 0.0013066$$

$$\beta_0 = 2\pi/(36\text{cm}/\delta^*_0) = 0.0126$$

$$y = 0.6\delta^*(x)$$

From these values the computational domain was defined considering extra size dimensions to avoid boundary condition effects into the region of interest. The integration domain is:

$$0 \leq x \leq 2000$$

$$0 \leq y \leq 20 \approx 2.5 \times \delta_{99}(x = 2000)$$

$$-1.75 \frac{2\pi}{\delta^*_0} \leq z < 1.75 \frac{2\pi}{\delta^*_0}$$

The boundary layer thickness $\delta^*_{99}$ can be written in terms of $\delta^*_0$ as $\delta^*_{99} = 5\sqrt{Re/\delta^*_0}$. Test were performed to ensure that this domain was sufficiently large to represent a semi-infinite flat plate immersed in the a uniform flow. In the experiment, the time signal perturbation was composed by a superposition of 80 Fourier modes with fundamental frequency $f_0 = 5Hz$. In the non-dimensional variables of the DNS simulation, the perturbation frequency band is: $0 \leq \omega \leq 80\omega_0 = 0.10453$ The spanwise wave number band is $-40\beta_0 \leq \beta \leq 40\beta_0$, equivalent to $-0.504 \leq \beta \leq 0.504$.

In the computational domain in the streamwise direction, the perturbation has a format given by one period of the coseno function, $\cos(\alpha_0(x - x_0))$, with $x_0 = 284$ the center of the perturbation in non-dimensional variables. $\alpha_0 = 2\pi/32$ was chosen to be a representative streamwise wave number of the most linearly unstable mode in the Reynolds number range studied. Figure 4.1 shows the perturbation in physical and Fourier space.

Some important relations are

$$Re_{\delta^*(x)} = 1.7208\sqrt{xRe}, \quad F = 10^4 \frac{\omega}{Re}, \quad Re_x = xRe$$

\[4.2\]
Figure 4.1: Perturbation composition, (a) two-dimensional spectrum, (b) format in streamwise direction, (c) and (d) time signal and spectral composition. Spanwise perturbation (e) and spectrum (f).

In the x-z plane the perturbation has the format:

Figure 4.2: Perturbation format in x-z plane.
4.2.1 Grid independence tests

Grid resolution in x and z direction are more demanding for nonlinear than for linear regime of transition in boundary layer [82]. In the streamwise direction three grid resolutions were tested for wave packet simulations, namely, \( dx = 4 \), \( dx = 2 \) and \( dx = 1 \). For wave packet, however, tests performed show substantial grid dependence in the nonlinear regime for \( dx = 4 \). In the figure 4.3 results are shown along the streamwise direction for a fixed spanwise position as well as along the spanwise direction for a fixed streamwise position. The comparison of results for the two grids show that for \( dx = 2 \) the results are fairly grid independent up to later stages of the weakly nonlinear regime, which is the focus of the current work. In the following simulations, a grid with \( dx = 1 \) was employed for the calculations. A more refined grid was not possible to simulate with our current computational resources, due to high computational and storage cost. In the wall normal direction tests were performed for TS-waves in the defined computational domain (see figure 4.4), and can be concluded that for \( y_{\text{max}} = 20 \) the grid \( ny = 51 \) is converged. In spanwise direction, the resolution of 4 points per-wavelength was sufficient for grid independence (figure 4.5). The grid employed in the wave packet simulations was \( nx = 2001 \), \( ny = 51 \), \( nz = 280 \). The value of \( nz \) was chosen to have resolution of four points per wave length in the mode \( 40\beta_0 = 0.504 \), which is the higher spanwise wave number considered in the experiment.

![Figure 4.3: Test for grid independence in wave packet simulations.](image-url)
Figure 4.4: Test for grid independence in y-direction for a TS-wave, $\omega = 0.075$ in computational setup for experiment simulation.

Figure 4.5: Grid independence tests in spanwise direction for an oblique wave with $\omega = 0.0847$ and $\beta = 0.2$. 
4.3 DNS results

This section is organized as follows. First a small amplitude packet was simulated to produce a linear evolution of a packet to serve as a reference for the nonlinear studies that followed. This constitutes the next subsection. Then the experiments of [53] were reproduced numerically to demonstrate that the simulations were a good representation of the actual physical observations. Next, the numerical results were analyzed in detail to try to establish firm conclusions regarding the nature of the nonlinear regime observed and the possible differences from the here-called controlled transition. Finally possible causes for some small differences between the numerical and experimental results were investigated.

4.3.1 Linear wave packet

A low amplitude (linear) packet evolution is shown in figure 4.6. Perturbation amplitude is below $10^{-5}$. In incompressible boundary layer the packet displays the characteristic crescent shape with a weak modulation in spanwise and streamwise directions. Results in the spectral space can also be obtained, and are discussed in the next section (figure 4.11 (a)), together with results for the nonlinear wave packet, for which the linear one serves as reference. In the global nondimensional variables, the frequency of most amplified mode decays in downstream, as can be seen in figure 4.7.

4.3.2 Comparison of numerical with experimental wave packet

For numerically reproducing experimental results of hydrodynamic instability it is crucial to reproduce the same excitation amplitude. Here this was achieved by adjusting the numerical excitation amplitude to match the experimental results at some position in the linear regime. In the experiment, the linear stages of the packet evolution are observed up to 600mm. For the nonlinear simulation, the excitation amplitude was adjusted to match the experimental results at x=600mm.

In figure 4.10, at the experimental measurements points, the streamwise velocity time signal at the center-line is compared for experimental and numerical results. The agreement is remarkable, in particular in view of the very small amplitudes of the signals, about 0.1% of the free stream velocity. Significant differences are found only in the last positions, where strong nonlinear action is present. Yet, even at these stations the agreement can be considered good in general.

Figure 4.8, shows nonlinear evolution in physical space on planes parallel to the wall. A weak three-dimensional structure becomes stronger as the nonlinear effects increase downstream. Differences between linear and nonlinear regimes are clearly shown in figure 4.9.
Figure 4.6: Linear wave packet at Mach 0.2, in $y = 0.6\delta^*$. Contour levels at 90% (—), 50% (–.–), 30% (...) and 10% (—–) of the amplitude peaks in the packet.
Figure 4.7: Spectrum evolution of linear wave packet. In global dimension... frequency of the most amplified mode decays in downstream.
Figure 4.8: Nonlinear wave packet evolution at Mach 0.2, at $y = 0.6\delta^*$. Contour levels at 90% (—), 50% (—.–), 30% (...) and 10% (– –) of the amplitude peaks in the packet.

Figure 4.9: Comparison of linear (a) and nonlinear (b) wave packet at advanced position at $y = 0.6\delta^*$. Contour levels at 90% (—), 50% (—.–), 30% (...) and 10% (– –) of the amplitude peaks in the packet.
In figure 4.11 the spectral evolution is compared for DNS linear, DNS nonlinear and experimental wave packet, considering local nondimensional variables, using as reference length $\delta^*(x)$. Better comparisons are also provided in figure 4.12 for $x^* = 1200 mm$. Comparison of DNS simulation with experiment in spectral domain also shows, in general, a good agreement. However, there are some significant differences, namely, experimental asymmetry and nonlinear fundamental and low frequency modes that are weaker in the simulations. These differences will be addressed later in the analysis.

An important aspect in performing the analysis is that for direct comparison with experimental results, in the post process of DNS results, the u component of the velocity was interpolated using a spline method into the experimental measurement points, defined in section 4.2.

The computational domain has an larger size and higher spatial resolution in the three coordinates. The interpolation was done only for comparison with experiments, for other analysis DNS domain and resolution was used.

Figure 4.10: Comparison of velocity time signal at the centerline, at all experimental measurement points [53] with DNS simulation.
Figure 4.11: Comparison of spectral evolution at several measurement points for (a) linear DNS (b) non-linear DNS and (c) experimental wave packet.
Figure 4.12: Comparison of contour levels of linear, DNS and experimental spectrum in the nonlinear position, $x^* = 1200\text{mm}$.

Moreover, interpolation of numerical results into the experimental physical domain (figure 4.13), suggests that the experimental domain might have been a little small in the spanwise direction.

Figure 4.13: Comparison in the experimental domain at $x^* = 1300\text{mm}$.
4.4 Nonlinear modal analysis of DNS results

In the nonlinear case it is possible to distinguish four important types of modes, here called linear, subharmonic, nonlinear fundamental and low frequency modes, as illustrated in figure 4.14. The subsequent analysis investigates the subharmonic and nonlinear fundamental band separately.

![Figure 4.14: (1) linear (2) fundamental (3) subharmonic and (4) low frequency bands.](image)

4.4.1 Subharmonic bands

In figure 4.15, the frames on the left column display amplitude evolution of isolated modes in the packet. The subharmonic modes displayed are indicated by the circles in the contour plots of the wave packet spectrum at position $x^* = 1200mm$. A mode maintain a constant dimensional frequency along the evolution, while results of hydrodynamic instability in the boundary layer are normally plotted in non-dimensional variables based on local boundary layer parameters, which, hence, change along the evolution of a mode. To emphasize that the evolution shown holds for modes, the modes are identified by their spanwise wave number index $k$ and frequency index $n$, which, for the signal processing used, remain the same along the evolution. The selected subharmonic modes are shown in two groups, one displayed in the top frames the other in the bottom frames. In the frames showing the amplitude curves, the thick continuous blue line represents the fundamental 2D mode with twice the frequency of the subharmonic band. This would be the linearly unstable mode driving a possible subharmonic resonance that is investigated. The red dashed lines correspond to the nonlinear evolution of the subharmonic modes. The dashed green lines correspond to the linear evolution of the same subharmonic modes, obtained from the above discussed linear simulation that was performed for reference. Clearly, the subharmonic modes display a nonlinear behavior that renders them substantially more unstable with respect to the linear evolution. Several modes that are linearly stable display nonlinear instability.
As discussed in the literature review, the subharmonic instability in a wave packet is an issue not entirely settled, with several aspects deserving more definite conclusions. What follows in an attempt to fill this gap. Nonlinear behavior becomes evident with phase locking (figure 4.16), when this occurs both modes, fundamental and subharmonic reach same phase speed. However in this case, this is not shown clear because from beginning both modes have same phase speed.

Figure 4.16: (a) Phase, (b) streamwise wave number, (c) phase velocity for subharmonic resonance, (d) zoom of (c), for the mode $\omega/2 = 0.059260, \beta = -0.2218$, chosen from experimental spectrum at $x^* = 1300\text{mm}$. 
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One important aspect in subharmonic instability is that there is an amplitude threshold for the primary driving wave for which instability sets in. In boundary layers, as the primary waves grow, the subharmonic growth rates increase. If the primary wave is not too large, it crosses the second branch, reaching its maximum amplitude and then decaying, while the subharmonic wave keeps growing. The subharmonic wave reaches its maximum amplitude where the primary wave reaches the threshold amplitude again, but in its decaying arm. Hence the maximum amplitude of the subharmonic wave occurs downstream from the maximum amplitude of the primary driving wave.

Figure 4.17 helps to illustrate this concept in the wave packet. The top frame indicates the subharmonic mode tracked. For a packet in the boundary layer, the linearly unstable frequency band changes with the packet evolution. Its frequency reduces as the Reynolds number based on global parameters increases (see figure 4.7). A similar pattern may be observed for the subharmonic waves, although not so clearly.

For the analysis in figure 4.17, the subharmonic mode chosen was a subharmonic band peak at position $x = 1200mm$, which is a neighbor mode of the modes examined in figure 4.16. This streamwise position was chosen for clarity. Figure 4.17, bottom frame, shows the evolution of the subharmonic mode in the nonlinear packet (red dashed line). It also shows the primary driving wave obtained from the nonlinear simulation (continuous read line) and the same wave obtained from a linear simulation (continuous blue line). The dashed blue line is the linear evolution of the subharmonic wave, which is shown with two lines shifted in the vertical direction. The first aspect to discuss in the figure is that the primary wave is virtually unaffected by the nonlinearity. The picture indicates further that the nonlinear subharmonic wave departs from its linear behavior at a position about $x = 0.25m$. The picture also shows that at some position downstream the nonlinear subharmonic wave settles back to its linear behavior. The amplitude of the primary wave at which the subharmonic departs from linear behavior and returns to it are also indicated in the figure, and they are virtually identical. Overall the results convey the idea of a nonlinear process of a subharmonic wave which is governed by the amplitude of the primary wave and has a well defined threshold amplitude. Moreover the primary wave remains unaffected by the nonlinearity. The observations are consistent with a subharmonic instability driven by a small amplitude primary wave. It is interesting to mention in passing that the nonlinear subharmonic wave departs from its linear behavior at a position about $x = 0.25m$. The picture also shows that at some position downstream the nonlinear subharmonic wave settles back to its linear behavior. The amplitude of the primary wave at which the subharmonic departs from linear behavior and returns to it are also indicated in the figure, and they are virtually identical. Overall the results convey the idea of a nonlinear process of a subharmonic wave which is governed by the amplitude of the primary wave and has a well defined threshold amplitude. Moreover the primary wave remains unaffected by the nonlinearity. The observations are consistent with a subharmonic instability driven by a small amplitude primary wave. It is interesting to mention in passing that the nonlinear subharmonic wave does not reach its maximum amplitude at the decaying threshold point, owing to the fact that at that x location the nominally subharmonic waves have already become linearly unstable. The results is shown for a selected mode, but it is representative of a large portion of the modes belonging to the subharmonic band.

Yet, further evidence of subharmonic instability can be offered, figure 4.18. The figure shows the amplitude evolution of the modes indicated in the two-dimensional spectral contour plot. The amplitude evolution are given for experimental (read lines) and nonlinear numerical (blue lines) results, and agree very well with one another. Results are also given for the corresponding linear evolution (black line). Once more, the primary wave is unaffected by nonlinearity while the subharmonic wave becomes nonlinear very early in its evolution. The green lines represent a control case, meaning, a two dimensional wave with the frequency of the other primary waves shown in the plots and a pair of subharmonic waves with the same frequency and spanwise wave numbers of the other subharmonic waves displayed in the plot. The amplitude of the primary wave in the controlled case was chosen to match the nonlinear subharmonic wave growth rate in the packet. Indeed the matching is fairly good, and indicates that the phenomenon observed in the packet corresponds to subharmonic resonance of a primary wave at some amplitude. The amplitude of such primary wave is not that of the 2D fundamental wave composing the packet.
Figure 4.17: (a) Selected mode in the subharmonic band. (b) Effect of threshold amplitude of the driving mode \((1,0)\) (indicated by the gray dashed lines) on the subharmonic resonance. Nonlinear growth rate for the mode \((1/2, 1)\) calculated by H-type controlled transition, matches with the growth rate for the selected mode in the packet.
Figure 4.18: Growth rate of selected modes in subharmonic band (a) and fundamental band (b).

Figure 4.19 shows the envelope of the primary wave used in the controlled transition case studied in figure 4.18. It also shows the envelope of the wave packet along the centerline at a region where the primary wave in the control case reaches a maximum. The bottom figure shows results for the nonlinear packet. The top figure shows results for a linear packet scaled to the amplitude of the nonlinear packet at some position where the nonlinear packet displays linear behavior. Since, as shows previously, the primary waves are virtually unaffected by nonlinearity, the linear results shown are a representation of the linear part contained in the nonlinear packet. The results show that the amplitude of the primary wave in the controlled transition case is about 80% of the maximum amplitude in the packet. In other words it can be said that the effective amplitude of the packet in what concerns the subharmonic secondary instability is a little smaller than the maximum amplitude in the packet. The concept of effective amplitude was presented by [16] in the context of streamwise-modulated-only waves, and also used by [55] in the context of spanwise-modulate-only waves. In both cases the effective amplitude was the maximum amplitude in the packet. For modulation in both directions, the amplitude is a little lower.

[79] investigated the phase-locking of subharmonic waves and its respective primary wave in the Mach=6 wave packet. In their results, phase locking was observed only in the nonlinear regime and was used as an indication of subharmonic instability. In figure 4.16 a similar analysis is presented for the current results. Figure (a) shows the phase variation of a number of modes along the x direction. Dashed lines and solid lines correspond respectively to the primary and subharmonic waves already discussed in figure 4.15. Numerical results are shown for linear packet, nonlinear packet and controlled transition, all with perfect agreement. It shows clearly that no significant phase adjustment is caused by nonlinerity. That is expected for subharmonic instability of the Craik type where the waves that resonate already match the phase speed required for resonance. Indeed, this secondary instability is a limiting case of H-type instability as the driving wave amplitude decays.

Conclusions are further supported by the distribution of streamwise wave number of these modes along the streamwise direction, figure 4.15(b). Some irregularities are observed at the earlier and later stages, but the bulk of the distribution is also not affected by nonlinearity. Figures 4.15(c) and 4.15(d) show the actual phase speeds, with figure 4.15(d) showing that, for a large portion of the evolution, the phase speeds of the resonant modes match each other only a little better under resonance. Once more the results are consistent with subharmonic instability of a small amplitude driving wave.
Figure 4.19: Effective amplitude for H-type breakdown.

The asymmetry of the nonlinear effect with respect to packet maximum amplitude

From the amplification curves it is clear than subharmonic modes grow nonlinearly from a position down- 
stream near the disturbance source. However in the time signal velocity their effect is not visible due to 
subharmonic low levels. When subharmonic component in the packet is aligned with its correspondent 
fundamental mode (2D), their amplification is optimized, and deformation of the wave packet is observed 
in downstream, as can be seen in figure 4.20.
4.4.2 Fundamental bands

In the fundamental band it were selected two bands, indicated by yellow circles in figure 4.21. The first band, shown in the top frames, has the same frequency of the dominant 2D mode, that could amplify as K-type breakdown. The second band, shown in the bottom frames, has higher frequencies, maintaining the same spanwise wave numbers of the first band. The modes are identified by their indices \((n,k)\) in the spectrum. These bands are interesting because [13] shows strong nonlinear amplification in these bands, also, [54] report similar amplification for lower amplitudes of the wave packet. Amplification curves reveals that nonlinear growth dominates from in positions around \(x = 800\,mm\) and \(x = 700\,mm\) for the first and the second group respectively.

On each group it was selected a mode, to verify if exists fundamental resonance condition. In figures 4.22 and 4.23 can be observed locking between 2D fundamental wave and oblique mode, for both bands. In the second band, locking occurs first than in the first one, because the 2D wave reach threshold amplitude before, because linear amplification is triggered early for higher frequencies (see figure 4.7).
Figure 4.21: Amplification curves for fundamental bands of linear (green lines), nonlinear (red lines) and fundamental (blue lines) modes.

Figure 4.22: Mode of the first band, \( n = 32, k = 25 \), (a) Phase, (b) streamwise wave number, (c) locking in phase velocity for fundamental resonance.
Figure 4.23: Mode of the second band $2$, $n = 40$, $k = 25$, (a) Phase, (b) streamwise wave number, (c) locking in phase velocity for fundamental resonance.

Figure 4.24: Amplification curves of selected modes in the fundamental band.

**Effective amplitude for fundamental resonance**

To reproduce nonlinear growth rates for modes oblique modes $(1, 1)$ by controlled transition of K-type breakdown, the threshold amplitude of the 2D wave must be higher than the wave packet amplitude. In the experiment and simulations this kind of instability rises in the last measurement points with higher growth rates than H-type resonance.
4.5 Effective experimental conditions

In previous sections was shown that main difference between DNS and experimental results was in the modes associated with K-type breakdown. Nonlinear growth rates for low frequency modes and fundamental ones, calculated from DNS are in accordance with experimental growth rates, however, these modes have lower levels in DNS than observed experimentally. To attempt identify the cause of the levels mismatch in the experiment, some effective experimental imperfections were investigated.

4.5.1 Pressure gradient

The experimental pressure coefficient $C_p$ shown in figure 4.26, was included into pressure distribution at the outerflow boundary as $p_{yf} = p_\infty + C_p$. Amplification curves were calculated for a wave packet with the experimental pressure gradient, a subharmonic (figure 4.27(a) ) and a fundamental mode (figure 4.27(b) ). From the amplitude curves can be concluded that experimental pressure gradient has no affect on fundamentals modes level, because difference in levels of the mode (1,1) between DNS result and experiment remains almost equal as in previous case.

Figure 4.25: Effective amplitude for K-type breakdown.
Figure 4.26: Experimental pressure gradient curve. (Reproduced from [54].)

Figure 4.27: Amplification curves and spectrum at $x^* = 1200 mm$, for a wave packet with the experimental pressure gradient, (a) subharmonic and (b) fundamental mode.
4.5.2 Amplitude calibration

The experiment displayed some asymmetries in relation to the center of the plate, not present in DNS simulations due to idealization of the problem. Also [11] shows that spectra of the ensemble-averaged is different from the ensemble average of the individual spectra. It is not clear DNS result to which can be associated. For the present analysis results are compared directly, but in future works this detail deserve more attention. To evaluate the effect of these factors in the fundamental mode amplification, a modal calibration in Fourier space was done, in a linear region without affect nonlinear evolution. This strategy was used successfully in [51] to compare numerical and experimental data. It is based on weighting each mode, to have the same amplitude of the experimental spectrum in a linear position.

Calibration was done in the linear position at \( x^* = 600\text{mm} \). Also the experimental pressure gradient was considered. In the spectrum at position \( x^* = 1300\text{mm} \), from calibrated spectrum (figure 4.28) can be observed that fundamental modes remains underestimated. Moreover the subharmonic bands present a higher deviation from experimental, than obtained for the simulation with plane spectra.

![Amplitude calibration](image)

Figure 4.28: Amplification curves and spectrum at \( x^* = 1200\text{mm} \), for wave packet with experimental pressure gradient and spectrum calibration at position \( x = 600\text{mm} \). (a) Subharmonic and (b) fundamental mode.
4.5.3 Amplitude effect

Experimental [59] and numerical works [81] relate high levels of fundamental modes with disturbance amplitude. To investigate the amplitude effect, a wave packet generated with an amplitude higher than in previous case was simulated. In figure 4.29 it can be seen that the resulting spectra have levels in fundamental band that are similar to the experimental ones, however, low frequency modes present higher amplification. Also, subharmonic mode is overestimated.

Figure 4.29: Amplification curves and spectrum for a wave packet with disturbance amplitude increased 20%. (a) subharmonic and (b) fundamental mode.
4.6 Seed

To investigate the origin of subharmonic modes they were removed from the perturbation spectrum as can be seen in figure 4.30, as was done by experimentally [54].

In the resulting spectra (figure 4.32), subharmonic modes develop almost equal than in the previous case (see figures 4.18, 4.31), with the complete band at the perturbation. Then, subharmonic modes are generated by nonlinear interaction, however the responsible mechanism is not known. Preliminary observations suggest that it also occurs for modes in the fundamental band, that are amplified nonlinearly, but must be confirmed by complete mode removal from the perturbation spectra of these modes.

Figure 4.30: Spectrum of the perturbation with subharmonic band removed.

Figure 4.31: Comparison of spectrum levels at x=1300mm, to investigate subharmonic seeding.
Figure 4.32: Amplification curves and spectrum of the wave packet generated by removing subharmonic band in the perturbation spectra.
Chapter 5

Wave packet in subsonic boundary layer

Some observations at Mach 0.5, considering white noise [58], nonlinear growth [91], transition on an airfoil [44] and secondary instability mechanisms [17] suggest that up to Mach 0.5 there are no remarkable differences on the initial nonlinear stages of transition on compressible boundary layer. Then for Mach > 0.5, compressibility effects rises on the transition process.

This section is organized as follows. Initially the numerical set-up is defined. Next, the evolution of linear and nonlinear wave packet is investigated by DNS simulation, considering boundary layer on a flat plate at Mach 0.7 and 0.9. Main differences with wave packet on incompressible boundary layer are established and early nonlinear stage is investigated from the spectral evolution. Finally, to consider a closer scenario to natural transition, results for interaction at Mach 0.9 of two wave packets are presented, in physical and Fourier spaces.

5.1 Numerical set-up

To reduce computational time needed to perform the simulations, it was considered as reference case the experimental parameters of [14], for incompressible boundary layer. This experiment introduces relative high level of disturbances amplitude which induces develop of transition in a smaller region of the boundary layer in streamwise. The disturbance was the same considered for the incompressible case, covering the same bands and controlling the perturbation spectrum as shown in section 4.2. The perturbation was located at the position $x_0 = 200$. From the experimental parameters defined in the table 4.1 the computational domain is:

$0 \leq x \leq 1200$

$0 \leq y \leq 20 \approx 3.5 \times \delta_{99}(x = 1200)$

$\frac{-2\pi}{\beta_0} \leq z < \frac{2\pi}{\beta_0}$

It was employed the same grid resolution as in the incompressible boundary layer, the resultant number of grid points in each direction is $nx = 601$, $ny = 51$, $nz = 161$. Some tests, not shown here, reveals grid independence for this computational arrangement. The flow parameters for DNS simulation are $Re = 1035$, $Pr = 0.71$, and the considered Mach numbers, $M_\infty = 0.7$ and $M_\infty = 0.9$. In all simulations isothermal wall was considered.
5.2 Wave packet in a boundary layer at Mach 0.7

At Mach 0.7 three wave packets were simulated, a low amplitude packet (linear) to be used as reference case and two nonlinear packets with amplitudes $a_1 = 3.5 \times 10^{-5}$ and $a_2 = 2.5 \times 10^{-5}$. The perturbation amplitude was chosen to guarantee a linear amplification during a short distance from the perturbation location.

5.2.1 Linear wave packet

The N-factor allows to identify the most amplified mode at a fixed spanwise wave number. Empirically have been established that transition occurs at $N \sim 9$, (see [88]). The N-factor is defined as:

$$N = \ln \left\{ \frac{A(x)}{A_{ref}} \right\}$$

(5.1)

As illustration, for Mach 0.7, the resultant N-factor curves are shown in figure 5.1. The most unstable mode has the highest N, it is indicated by the red line. From current DNS simulations for linear wave packets at several Mach numbers, it was found that the most amplified mode 2D decays with Mach number, as can be observed in figure 5.2. These modes were found from N-factor curves. As a consequence, the modes influenced by the nonlinear amplification in downstream may change by Mach number.

![Figure 5.1: N-factor curves for Mach 0.7. Red line indicates the mode 2D most amplified., in this case corresponds to the mode $\omega = 0.048$.](image)

Figure 5.1: N-factor curves for Mach 0.7. Red line indicates the mode 2D most amplified., in this case corresponds to the mode $\omega = 0.048$. 
5.2.2 Nonlinear wave packet

For the amplitude $a_1$, the linear and nonlinear wave packet are compared at advanced downstream position in figure 5.3. The linear wave packet has regular and smooth distribution of amplitude with no strong modulation in spanwise. The nonlinear packet presents well defined three-dimensional structures, higher amplitudes are concentrated at the center of the packet. In figure 5.4 is shown the spectral evolution for linear and nonlinear wave packet in global nondimensional variables. The linear amplification concentrates energy in the 2D modes in downstream, and as occurs in the incompressible boundary layer, the frequency of the dominant mode decays when local $Re_x$ increases.

In the nonlinear wave packet the spectrum gains energy in downstream positions, mainly in the subharmonic band and low frequency modes, a similar behavior was observed in the incompressible case (figure 4.29). For a more quantitative analysis it was selected the spectrum at the nonlinear position $x = 972$. Figure 5.5 allows to separate clearly the linear from nonlinear bands, by comparison of spectrum levels. From this spectrum it was chosen a mode representative on each band, to compare its amplification curve with the linear wave packet (figure 5.6).

Each mode is identified in the figure by the color and the indexes $(n, k)$ in the legend of the figure. Near the perturbation location, at $x = 200$, the amplification curves are as the linear ones, because the amplitude disturbance was chosen to satisfy this condition. In downstream positions all selected modes grows with higher growth rates than linear ones. For the considered computational domain, low frequency modes and subharmonic band, denoted by the red circle, are the nonlinear dominant modes.
Figure 5.3: Nonlinear wave packet at Mach 0.7, in $y = 0.6\delta^*$. Contour levels at 90% (–), 50% (––), 30% (...) and 10% (– –) of the amplitude peaks in the packet.
Figure 5.4: Spectral evolution at Mach 0.7, for linear and nonlinear wave packet.
Figure 5.5: Spectrum levels for Mach 0.7 at x=972.

Figure 5.6: Amplification curves for Mach 0.7 for selected modes in the spectrum at the position \( x = 972 \). All bands show strong nonlinear amplification.
5.2.3 Amplitude effect

To test effect of disturbance amplitude it was simulated a packet with a lower amplitude than in previous case \( a_2 \). It was not considered an higher amplitude because it would be nonlinear from the source. Now, spectrum evolution (figure 5.7) and amplification curves (figure 5.8) reveal that in contrast to the case with higher amplitude, only two bands have nonlinear amplification. The subharmonic and low frequency modes, that remain growing in the considered domain.

Signals of for both nonlinear wave packets at the centerline are shown in figure 5.9. The packet with higher amplitude have strong amplification and deformation in relation to the linear. Amplitude has an important role in the nonlinear mechanisms that are triggered in the transition region.

Figure 5.7: Spectral evolution for Mach 0.7, for nonlinear wave packet with disturbance amplitude \( a_2 = 2.5 \times 10^{-5} \).
Figure 5.8: Amplification curves for disturbance $a_2 = 2.5 \times 10^{-5}$.

Figure 5.9: $u$ component of velocity at the centerline. Amplitude effect on the nonlinear wave packet evolution at Mach 0.7, (a) linear wave packet, (b) $a_2 = 2.5 \times 10^{-5}$ and (c) $a_1 = 3.5 \times 10^{-5}$.
5.2.4 Phase locking

To verify if subharmonic band has a similar behavior as observed in the incompressible boundary layer, explained in section 4.4.1, it were selected two modes from the spectrum at the position $x = 972$, as shown in figure 5.10. The amplification curves for the selected mode in figure 5.10(a) reveals a strong deviation from linear growth rate at the position $x \sim 280$, that remains decaying. The oblique mode $(1/2, 1)$ is amplified nonlinearly up to position $x \sim 800$, here it recovers the linear growth rate. Changes in the growth rates for the oblique mode are driven by the threshold amplitude of the 2D wave, as indicated by dashed lines. The mode shown in figure 5.10(b) also presents nonlinear amplification, but not recovers the linear growth rate when the correspondent fundamental wave reach the threshold amplitude, even it remains growing. This fact suggest the presence of detuned amplification mechanism.

In the fundamental band the same condition was investigated by a pair of modes (figure 5.11) to verify the presence of K-type mechanism. Threshold amplitudes of the driving 2D wave shows that amplification not corresponds with this mode. Amplification could be subharmonic o detuned type.

Figure 5.10: Spectrum at the position $x = 972$, for the wave packet generated with amplitude $a_1 = 3.5 \times 10^{-5}$. (a) Mode amplified by subharmonic resonance (b) non identified resonance, could be a detuned resonance.
5.3 Wave packet in a boundary layer at Mach 0.9

As in the previous case, a linear and nonlinear wave packet were simulated, with isothermal wall, $T_{wall} = 1$, at Mach 0.9. This Mach number is interesting because it is typical on passenger aircraft at cruise.

5.3.1 Linear wave packet

From DNS simulations, it was found that at Mach 0.9, the linear growth rates are around 10 times lower than growth rates for incompressible boundary layer, then it is expected that the boundary layer is more stable, and present a longer transition region. Comparison at the centerline (figure 5.12) for linear wave packet at Mach 0.2 and Mach 0.9 shows that while on the incompressible boundary layer the wave packet amplifies, in the compressible case the packet decays.

In the physical space (figure 5.13), the wave packet have low modulation in spanwise, but more intense than in the incompressible case as can be observed in figure 5.16. In the linear evolution (figure 5.13) energy is distributed uniformly in the packet.

The spectral evolution of the linear wave packet in global nondimensional variables (figure 5.14), reveals that in contrast with all the previous cases, the most linear unstable modes are oblique, centered around the mode $\omega = 0.41$ and $\beta = 0.1$, which generates modulation of the wave packet in spanwise direction.
Figure 5.12: Comparison at centerline of linear wave packet for (a) Mach 0.2 and (b) Mach 0.9.
Figure 5.13: Nonlinear wavepacket at Mach 0.9, in $y = 0.6\delta^*$. Contour levels at 90% (—), 50% (–.–), 30% (...) and 10% (– –) of the amplitude peaks in the packet.
Figure 5.14: Comparison of linear and nonlinear spectrum evolution at Mach 0.9
5.3.2 Nonlinear wave packet

Evolution in the physical space (figure 5.15) shows three-dimensional structures, with strong streaks located at the center of the packet and secondary oblique waves, as was observed in the nonlinear case for Mach 0.7. In figure 5.16 are compared linear and nonlinear wave packets, and can be identified a group of oblique waves with a propagation angle $\psi \sim 45^0$.

In the spectral evolution (figure 5.14) only two bands presents nonlinear amplification, subharmonic and low frequency modes. From the spectrum at the position $x = 1132$ it were selected representative modes to be tracked in downstream. From figure 5.17 the linear and nonlinear bands can be separated easily. A more precise quantitative analysis can be done from the amplification curves shown in figure 5.18. Amplitude of nonlinear wave packet was chosen to be linear in a region next to the perturbation region. There are two bands of modes that amplifies nonlinearly, low frequency modes, responsible for strong streaks and subharmonic band. Low frequency modes, are strong near the perturbation source, but eventually decays, with the linear growth rate, as can be observed in the figure. Only subharmonic modes amplifies nonlinearly and in a self-sustained manner. From the spectral evolution it seems that global behavior is to decay. To investigate this respect, the domain of the simulation was extended in spanwise and streamwise, up to $x = 2500$. Resultant spectral evolution is shown in figure 5.19, and the previous behavior remains, also from the position $Re/x \sim 1100$ the subharmonic modes begin to dominate the transition process, as can be seen in the amplification curves for the extended domain, (see figure 5.20).

Finally the phase locking condition is shown in figure 5.21, for the selected mode Craik condition is satisfied, the nonlinear locking is unclear.

Figure 5.15: Nonlinear wavepacket at Mach 0.9, in $y = 0.68^\circ$. Contour levels at 90% (—) , 50% (—.—), 30% (...) and 10% (——) of the amplitude peaks in the packet.
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Figure 5.16: Linear wave packet on incompressible boundary layer (a) and at Mach 0.9 (b). (c) Nonlinear wavepacket at Mach 0.9, in $y = 0.6\delta^*$. Contour levels at 90% (—), 50% (--), 30% (…) and 10% (–) of the amplitude peaks in the packet.
Figure 5.17: Comparison of spectrum levels at Mach 0.9 in x=1132.

Figure 5.18: Amplification curves at x=1132. Streaks are dominant from the beginning, but eventually decay with the linear growth rate. Subharmonic mode remain amplifying nonlinearly.
Figure 5.19: Spectrum evolution of nonlinear wave packet at Mach 0.9 in extended in streamwise, x=2500.
Figure 5.20: Amplification curve at x=2412. Streaks are dominant but are decaying.

Figure 5.21: Phase locking for subharmonic mode.
5.4 Interaction between wavepackets in a boundary layer at Mach 0.9

In compressible boundary layer the nonlinear stage of the wave packet, occupies a larger region than in the incompressible boundary layer, then, the wave packet spreads along the domain, which is favorable for wave packet interaction. An isolated packet may represent a rare scenario in natural transition, spanwise interaction of packets could be more realistic model. Interaction between wave packets may be a relevant scenario in compressible boundary layers, could be a destabilizing factor. At the knowledge of the authors there are no works considering wave packet interaction.

For the wave packet interaction, two cases were considered, a pair of wave packets with two different separations, to represent 50% of overlap in linear region and 50% in the nonlinear region. The considered distances between center packets were $d = 30$ and $d = 60$ respectively. The computational domain and flow parameters were maintained. For each case a low amplitude wave packet were simulated, to be used as reference case.

5.4.1 Pair of wave packets separated by $d = 30$

In physical space, evolution for the linear pair of wave packets is shown in figure 5.22, and in the figure 5.23) for the nonlinear pair. At the initial positions the two packets can be identified easily, in downstream, they are joined in a unique structure, with a stronger modulation in spanwise than the isolated packet. The nonlinear pair of wave packets develops strong streaks, with higher amplitude than in isolated wave packet.

The spectral evolution for linear and nonlinear cases (figure 5.24) shows amplification for bands centered around specific modes. In nonlinear case, strong steady streaks are amplified.

In particular, the mode $(\omega = 0.045, \beta = 0.16)$, could be generating the harmonic $(0,0.32)$, that corresponds to the amplification of the mode, $(0,2\beta)$, as occurs in the oblique transition.

From comparison of spectrum levels at the nonlinear position $x = 1132$, linear and nonlinear bands can be identified (figure 5.25) easily. The amplification curves were calculated for selected modes (figure 5.26) in several bands. Steady streaks display sustained growth in downstream. In general, it is observed a destabilizing effect by the pair of wave packet interaction, because modes in the others bands have nonlinear amplification, in contrast to observations on the isolated wave packet.
Figure 5.22: Linear evolution of a pair of wave packets separated by $d = 30$.

Figure 5.23: Nonlinear evolution of a pair of wave packets separated by $d = 30$.  
Figure 5.24: Comparison of spectral evolution for two packets separated 30.
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Figure 5.25: Comparison of spectrum contour levels at position $x = 1132$.

Figure 5.26: Amplification curves for a pair of wave packets separated 30 units.
5.4.2 Pair of wave packets separated by $d = 60$

In physical space, the evolution for the linear and nonlinear pair of wave packets are shown in figures 5.27, 5.28 respectively. At the initial positions the two packets can be identified easily, in downstream, they can be identified separately yet. The nonlinear evolution in the last frame in figure 5.28, resembles two isolated packets with a small interaction region at the center of the domain. The steady streaks have similar amplitudes than the isolated packet, but the overlap region, presents stronger amplitude, but weaker than in the separation $d = 30$. For better comparison in the physical space, the three cases considered, isolated packet and the two pair interaction, are shown in figure 5.29.

The spectral evolution for linear and nonlinear cases (figure 5.30) shows amplification for bands centered around specific modes. In nonlinear case, strong steady streaks are amplified.

The mode $(\omega = 0.045, \beta = 0.06)$, could be generating the harmonic $(0,0.12)$, that corresponds to amplification of the mode, $(0,2\beta)$. Also amplification of the mode $(0,4\beta)$ is observed, as occurs in the oblique transition. There is also a modification on the dominant stationary spanwise mode, in relation to the previous case.

From comparison of spectrum levels at the nonlinear position $x = 1132$, linear and nonlinear bands can be identified (figure 5.31) easily. The amplification curves were calculated for selected modes (figure 5.32) in several bands. Steady streaks display sustained growth in downstream. In general, it is observed a destabilizing effect by the pair of wave packet interaction. However the effect is weaker than observed in closer pair fo packets but stronger than for the isolated packet.
Figure 5.27: Linear evolution of a pair of wave packets separated by $d = 60$.

Figure 5.28: Nonlinear evolution of a pair of wave packets separated by $d = 60$. 
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Figure 5.29: Wave packet interaction, with distances between center packet (a) $d = 30$, (b) $d = 60$, (c) isolated packet.
Figure 5.30: Linear and nonlinear spectral evolution for a pair of wave packets separated $d = 60$. 
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Figure 5.31: Comparison of spectrum levels for a pair of linear and nonlinear wave packets separated \( d = 60 \) at \( x=1132 \).

Figure 5.32: Amplification curves for a pair of wave packets separated \( d = 60 \).
Chapter 6

Transition generated by white noise

In subsonic and supersonic boundary layers, noise has a strong effect in the transition process, by changing spectral sensitivity of the disturbances [72]. A more realistic and hence, complicated scenario for natural transition, is transition generated by white noise. In this chapter are presented results of DNS simulations at Mach 0.2 and Mach 0.9. In both cases, a low amplitude case (linear) to be used as reference and a nonlinear evolution are considered. Also a preliminary analysis is presented. Focus of this chapter is to evidence main differences and influence of compressibility on this kind of problem, to plan future detailed works. [79, 80] investigated link between secondary instability mechanisms, wave packet evolution and natural transition for Mach 6. At subsonic Mach numbers there are no works with this approach. The objective of these simulations is to identify main characteristics of transition induced by white noise and establish the differences with wave packet evolution. This information could help to plan future detailed analysis.

6.1 Generation of white noise disturbance

It was generated a time periodic random signal, with period $T = 2\pi/\omega_0$. Phase randomization was applied in frequency and spanwise modes, keeping the energy equal for all modes, as can be seen in perturbation spectra (figure 6.1). The perturbation function employed was:

$$v' = A_{3D} \sum_{n=1}^{N_n} \sum_{k=-N_k}^{N_k} \left[ \cos(\alpha_0(x - x_0) \pm (k\beta_0 z + \phi_k)) \cos(n\omega_0 t + \phi_n) \right]$$  \hspace{1cm} (6.1)

where $-\pi \leq \phi_n < \pi$ was generated by using Fortran’s rand function. For white noise simulations, the computational domain and parameters used in the Chapter 5 were maintained.
6.2 White noise evolution at Mach 0.2

In figure 6.2 are compared linear and white noise evolution in the physical space. Linear case presents smooth distribution of amplitude across entire domain with low amplitude variations $\sim 10^{-5}$. The amplitude of the nonlinear case was chosen to have a linear region after perturbation region, but also to induce nonlinear growth in some downstream position. To observe nonlinear amplification it was needed amplitudes $\sim 4$ times larger than used for isolated wave packet.

In nonlinear case, lambda vortex structures are observed in a localized region, which have the higher amplitudes. This observation suggest the local presence of fundamental and/or subharmonic mechanisms. This vortex appear and disappear in time. Remembering that time signal at the perturbation source, is a time periodic random signal.

After initial transient go out of the computational domain, Fourier analysis was applied in spanwise and time. The spectrum evolution for linear and nonlinear case, is shown figure (6.3). The linear evolution is identical to an isolated packet, because linear regime is independent of the phase, and the modes do not interact. In the nonlinear evolution linear band remains strong, but now, low frequency modes are amplified (figure 6.4). The linear and nonlinear bands can be identified in figure 6.5, from the superposition of spectrum levels.
Figure 6.2: (a) Linear and (b) nonlinear evolution at Mach 0.2 for white noise disturbance. Lambda vortex are visible in nonlinear case.
Figure 6.3: Linear and nonlinear evolution of spectral content for white noise perturbation at Mach 0.2.
Figure 6.4: Low frequency modes (most amplified) in white noise transition at Mach 0.2.

Figure 6.5: Comparison of spectral levels at x=1192. Low frequency modes are amplified nonlinearly.
6.3 White noise evolution at Mach 0.9

In figure 6.6 are compared linear and white noise evolution in the physical space. Linear case presents smooth distribution of amplitude across entire domain with low amplitude variations \( \sim 10^{-5} \). The amplitude of the nonlinear case was chosen to have a linear region after perturbation region, but also to induce nonlinear growth in some downstream position. To observe nonlinear amplification it was needed amplitudes \( \sim 4 \) times larger than used for isolated wave packet.

The nonlinear case result is totally different from incompressible white noise evolution. Now, from a position around \( x \sim 0.6 \), longitudinal streaks are observed along the entire domain, that could be linked to oblique transition. After initial transient go out of the computational domain, Fourier analysis was applied in spanwise and time. The spectrum evolution for linear and nonlinear case, is shown in figure (6.7). The linear evolution is identical to an isolated packet, because linear regime is independent of the phase, and the modes do not interact. In the nonlinear evolution, the linear band, is now very weak, in contrast to incompressible case. Low frequency modes are amplified strongly (figure 6.8). The linear and nonlinear bands can be identified separately by superposition of the spectrum levels (see figure 6.9). A preliminary localized analysis was performed, by applying a Gaussian windowing in the time domain, as shown in figure 6.10. Low frequency modes are the strongest. Also, in this figure, the format of a wave packet can be observed.

An interesting aspect to note here, is that the wave packet interaction seems to reproduce better aspects of the white noise transition, because in the nonlinear pair packet interaction, streaks modes were amplified. A more realistic model for natural transition could be constructed considering wave packet interaction, justified by the previous observations.

![Figure 6.6](image)

Figure 6.6: (a) Linear and (b) nonlinear evolution of white noise at Mach 0.9.
Figure 6.7: Evolution of a white noise perturbation at Mach 0.9.
Figure 6.8: Most amplified modes in nonlinear amplification for white noise perturbation at Mach 0.9.

Figure 6.9: Comparison of spectral levels at x=796.
Figure 6.10: Gaussian windowing
Chapter 7

Conclusions and suggested work

7.1 Conclusions

A DNS code was developed, to investigate problems on transition in compressible boundary layer on a flat plate. Code validation tests were performed, on linear and nonlinear stages of transition, on incompressible and compressible regime. The focus of the work is to investigate natural transition in subsonic boundary layer, modeled by wave packets and perform a preliminary study of transition induced by white noise. Three main problems were considered, numerical simulation of the experiment [54] on incompressible boundary layer, the influence of compressibility on wave packet evolution at subsonic Mach numbers and finally, a preliminary study of white noise evolution in a boundary layer at Mach 0.2 and 0.9.

Comparison between numerical and experimental results [54] are in a very good agreement in the linear and nonlinear stages, in both, spatial and Fourier spaces. Considering the higher grid resolution of the computational domain it was performed a nonlinear modal analysis in two bands, subharmonic and fundamental. A detailed analysis of this kind is not found in the literature for wave packets in the incompressible boundary layer. In the subharmonic band, nonlinear amplification was compared with the controlled case of H-type breakdown, several variables of selected modes were calculated. The growth rates, phase locking and threshold amplitude of the 2D wave of selected modes in wave packet, corresponds with this mechanism.

In the fundamental band it were selected two groups of modes, with the same spanwise wave number and varying their frequency. As reported by [13], both bands have strong nonlinear amplification. The effective amplitude of the 2D mode in the case of controlled transition is of the order of the amplitude of the wave packet. Finally, to investigate the origin of subharmonic modes, they were removed from the perturbation spectra. The resultant wave packet from this disturbance, presents almost an identical subharmonic band as in previous case, then, subharmonic modes are generated by nonlinear interaction.

Also, phase locking process is observed between the primary and secondary waves, evidencing the presence of K-type and H-type breakdown. Comparison of the amplification curves for modes with high spanwise wave numbers in the experimental domain, shows good agreement in the growth rates, but the intensity level is underestimated in the the DNS simulation. To attempt determine the cause of this discrepancy, in the DNS simulation it were included two effective experimental conditions. The experimental pressure gradient and experimental asymmetry, last one, added by performing a calibration on each mode in an experimental linear position, in the Fourier space.

Results of these simulations show no influence of these factors on the intensity levels of the modes in the fundamental band. Finally disturbance amplitude was increased in 20% to study amplitude effect on the wave packet. In relation with the previous case, main differences are in the fundamental modes, which have
higher levels, similar to the observed experimentally, however subharmonic growth rates now are overestimated. Amplitude have a stronger effect on the fundamental modes.

Influence of compressibility in wave packet evolution was investigated in the boundary layer at Mach 0.7 and Mach 0.9. In the linear regime, in both cases were observed lower growth rates, than in the incompressible boundary layer, DNS simulations shows that linear growth rates at Mach 0.9 are 10 times lower than for Mach 0.2. The frequency of the mode 2D most linearly unstable, decays with Mach number. At Mach 0.9 the most amplified linearly mode is oblique, as is evidenced in the spectral evolution. At Mach 0.7 two disturbance amplitude were considered, at the highest amplitude, all the selected modes in separated bands have nonlinear amplification. With the lower disturbance amplitude, only modes in the subharmonic band have nonlinear growth. Results suggest that nonlinear mechanisms triggered in the transition process, depends on the disturbance amplitude. Wave packet at Mach 0.9 shows a more stable character, only have amplification in the subharmonic bands. No higher amplitude could be considered because the resultant wave packet was nonlinear from the source.

To represent a closer scenario to natural transition, wave packet interaction of a pair of wave packets were considered at Mach 0.9. This value of Mach number was chosen to be typical of aircraft passenger at cruise. For the wave packet interaction, two pairs of wave packets were simulated, varying the relative distance between them. In contrast to the isolated wave packet case, both packet pair have strong nonlinear amplification in several bands. The stationary modes non linearly amplified, suggest the presence of oblique resonance. Closer packets have a strong nonlinear behavior than the packets more distant. In general, it was found that packet interaction have a more unstable character than isolated wave packet.

Finally evolution of a disturbance generated by white noise was performed, by phase randomization. In the linear regime spectral evolution is identical to the linear wave packet, as expected, because the phase has no influence in this regime. Nonlinear results for Mach 0.2 and Mach 0.9 are completely different. In the incompressible boundary layer are observed localized lambda vortex structures, that could be associated to the local presence of H-type and/or K-type resonance. In the compressible boundary layer, from a position in downstream, longitudinal vortex are generated, they are distributed across the entire domain. By comparison of the results at Mach 0.9, for isolated wave packet, the packet pair interaction and the transition generated by white noise, the wave packet interaction is a better representation of white noise transition, because has an destabilizing effect and develops longitudinal vortex, as occurs for the the transition induced by white noise. However, it is needed a localized analysis to investigate in detail this kind of transition. As a general conclusion, in white noise evolution, compressibility has a stronger effect that in wave packet evolution.

### 7.2 Suggested work

In the wave packet evolution there are several parameters that deserve a systematic investigation, to identify their role separately in the transition process. From the results of the present work, some factors seem to be interesting, as the disturbance amplitude and disturbance spectra. It is known that the wall temperature have an important influence on the stability in the compressible boundary layer, at subsonic Mach numbers there are no works of this kind for wave packets. In Chapter 6, it were presented preliminary results for transition generated by white noise, a more deep investigation can be done for this problem, considering several random perturbations and performing some local analysis techniques. Also, the impact of low level white noise disturbance on the wave packet evolution may help to link features of nonlinear stages observed in wave packet with natural transition.
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