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ABSTRACT

The maximum likelihood probabilistic multi-hypothesis tracker (ML-PMHT) is applied to a benchmark multistatic active sonar scenario with multiple targets, multiple sources, and multiple receivers. We first compare the performance of the tracker on this scenario when it is applied in Cartesian measurement space, a typical implementation for many trackers, against its performance in delay-bearing measurement space, where the measurement uncertainty is more accurately represented. ML-PMHT is a batch tracker, and the motion of a target being tracked must be given a parameterization that describes the motion of the target throughout the batch. In the scenario in which we apply the tracker, the majority of target returns have low amplitudes (i.e., the targets are low-observable), which makes the choice of a batch tracker very appropriate. In prior work, ML-PMHT was implemented with a straight-line parameterization to describe target motion. However, in order to track maneuvering targets, the tracker was implemented in a sliding-batch fashion under the assumption that a maneuvering track could be approximated as a series of short straight lines. Here, we augment the straight-line parameterization by a maneuver—a single course change within the batch—that allows ML-PMHT to follow even sharply maneuvering targets, and we apply it in both Cartesian and delay-bearing measurement space. We also implement this maneuvering-model parameterization with both a fixed batch-length implementation as well as a variable batch-length implementation. Finally, we develop an expression for the Cramér-Rao lower bound (CRLB) for the maneuvering-model parameterization and show that the ML-PMHT tracker with the maneuvering-model parameterization is an efficient estimator.
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1. INTRODUCTION

The maximum likelihood probabilistic multi-hypothesis (ML-PMHT) tracker is an algorithm that has performed well in a multistatic active sonar framework [13, 14, 21, 22]. The ML-PMHT tracker is closely related to a similar and better-known algorithm, the maximum likelihood probabilistic data association (ML-PDA) tracker. ML-PDA was originally developed in [9] and was subsequently expanded in [10], [4], [21], and [3]. As the “maximum-likelihood” in the name suggests, both ML-PMHT and ML-PDA are non-Bayesian estimators—they assume the target’s motion is deterministic and can be parameterized by some unknown constant vector to be estimated. This, along with some assumptions about clutter and the environment lead to the development of a log-likelihood ratio (LLR). These assumptions were first developed for ML-PDA [2, 10] and are as follows:

1) A single target is present in each frame with known detection probability \( P_d \). Detections are independent across frames.

2) The number of measurements per frame from the target is zero or one.

3) The kinematics of the target are deterministic. The motion is usually parameterized as a straight line, although any other parameterizations (e.g. an exoatmospheric ballistic trajectory or a maneuvering model) can be used.

4) The number of false detections (clutter) is Poisson distributed with known (fixed) spatial density and, consequently, their locations are uniformly distributed in the search volume.

5) Amplitudes of target and false detections are Rayleigh distributed. The parameter of each Rayleigh distribution is known (although the signal-to-noise ratio (SNR) may be tracked [4] in the case that it is not known; then \( P_d \) becomes time varying, which is easy to accommodate).

6) Target measurements are corrupted by additive zero-mean Gaussian noise with known variance.

7) Measurements at different times, conditioned on the parameterized state, are independent.

ML-PMHT is derived by combining these assumptions with the work of [1], [17], [18], and [19]. The one significant difference in assumptions between ML-PDA and ML-PMHT involves the target assignment model; ML-PMHT, instead of allowing only zero or one measurement per frame from the target, allows any number of target-originated measurements in a single frame. This target model may be unappealing to some, but work in [16] showed that in the case of a single target, the performances of ML-PDA and ML-PMHT are virtually identical, and when the actual target measurement generation
model matches the ML-PDA model (i.e., at most one measurement in a scan/frame is generated by the target), the ML-PMHT LLR converges to the ML-PDA LLR. (For convenience, these and all other acronyms used in this paper are spelled out in Table I.)

From the above assumptions, the ML-PMHT LLR (for a single target) is expressed as [21]

\[
\Lambda(x, Z) = \sum_{i=1}^{N_w} \sum_{j=1}^{m_i} \ln \left\{ p_{0} + p_{1} \lambda(z_j(i) | x) \rho_j(i) \right\}. \tag{1}
\]

In this equation, \(N_w\) is the number of scans/frames in the batch, \(m_i\) is the number of measurements in the \(i\)th scan, \(p_{0}\) is the probability that any given measurement is from clutter, \(p_{1}\) is the probability that any given measurement is from the target, and \(V\) is the search volume. Finally, \(\rho_j(i)\) is the amplitude likelihood ratio for the \(i\)th measurement in the \(j\)th scan, \(x\) is the target parameter vector, and the probability density function (pdf) of the measurement, \(p[z_j(i) | x]\), is a target-centered Gaussian. Values for \(p_{0}\) and \(p_{1}\) are obtained from the probability of target detection \(P_{d}\), the search volume, the spatial clutter density, and the number of targets [16].

The ML-PMHT is a batch algorithm, and we apply it to a scenario where all the targets are low-observable—the majority of target returns have an SNR of less than 9 dB. This makes the choice of a batch algorithm very appropriate, since recursive (nonbatch) trackers have difficulty operating in this regime [2].

There are two advantages to the ML-PMHT LLR formulation in comparison with the ML-PDA LLR formulation. First, the ML-PMHT LLR has a natural extension to multiple targets (ML-PDA does not), which leads to good performance when tracking multiple targets [16]. Secondly, in [10] and [4] an expression for the Cramér-Rao lower bound (CRLB) for ML-PDA was developed; due to the nature of the ML-PDA LLR, calculating this CRLB involved an integral of high dimensionality that needed to be done off-line with Monte-Carlo integration. In contrast, the ML-PMHT CRLB, developed in [16], can be evaluated in real-time with simple numerical integration. Results on the CRLB for the maneuvering-model ML-PMHT are discussed below.

This paper addresses three main topics. In Section II we compare the performance of ML-PMHT for a multistatic system implemented in Cartesian measurement space to that of ML-PMHT implemented in delay-bearing measurement space (this is an extension of work done in [15]). Many other (Kalman-based) trackers operate in Cartesian space in order to achieve a linear state transition. (Often in this space the measurement relationship is still nonlinear and must be linearized.) Such trackers can also operate in delay-bearing space via methods such as the extended Kalman filter (EKF) or the unscented Kalman filter (UKF)—an example of this is found in [7]—but this involves approximations to both the state transition and measurement equations. In contrast, it is possible to implement ML-PMHT (or ML-PDA) without any linearizing approximations in either measurement space. In a multistatic active framework, the measurement covariance is more accurately represented in delay-bearing space, so it should be advantageous to operate in this space. We verify this, and quantify the difference, by comparing the performance of the two implementations via Monte-Carlo simulation.

In Section III, we develop and test a maneuvering-model parameterization for ML-PMHT. As stated above, ML-PMHT must make an assumption about a target’s motion; it parameterizes this motion over a batch of measurements with some vector (which includes the maneuver parameterization). In previous work, the target motion was always parameterized as a straight line, but obviously, not all targets move in straight lines. Because of this, the ML-PMHT tracker was implemented with a sliding batch/window, with the assumption that a maneuvering target trajectory could be reasonably approximated with a series of line segments. This allowed ML-PMHT to track moderately maneuvering targets, but not sharply maneuvering targets. To overcome this, we add a maneuver time \(t_m\) and a maneuver angle \(\theta_m\) to the parameter set describing the target, which allows for a maneuver within the batch.

Finally, in Section IV, we extend the work in [16] that developed an expression for the Fisher information matrix (FIM) for the ML-PMHT tracker. This work covered straight-line target parameterizations; we expand this to cover the maneuvering-model parameterization developed in Section III. With the FIM, we can obtain the CRLB for ML-PMHT, and we show that, as in the case of straight-line parameterization, ML-PMHT with the maneuvering-model parameterization is an efficient estimator. As a result, the CRLB can be used in an
ML-PMHT tracking implementation to provide an estimate for the covariance of any output tracks.

II. CARTESIAN MEASUREMENT SPACE VERSUS DELAY-BEARING MEASUREMENT SPACE

In previous work (see [8], [12], [13], and [14]), the ML-PMHT algorithm was implemented in Cartesian measurement space. Measurements of time-delay and azimuth were converted to \((x, y)\) Cartesian coordinates using the bistatic equations of [6]. The Gaussian-distributed measurement errors in time-delay and azimuth space were converted to (approximate) Gaussian distributions in Cartesian space following the work of [5]. This approach worked reasonably well as long as the actual measurement errors were relatively small. However, as the errors (especially the azimuthal error) grow, the accuracy of the Gaussian assumption for the converted measurements starts to break down. This becomes a problem not only for ML-PMHT, but for all trackers operating in Cartesian measurement space. Fortunately, ML-PMHT can operate without any linearizing approximations in the delay-bearing measurement space. In contrast, many Kalman-filter based trackers stay in Cartesian measurement space in order to maintain at least a linear state transition.

To get a feel for the errors caused by converting measurements and their associated covariances to Cartesian space, consider the following simple example of a target at a range of 10,000 distance units (all distances in this work have arbitrary units) with a true bearing of 030° relative to north (assume that both the source and the receiver are at the origin in this case). Measurement errors are simulated for \(\sigma_t = 0.1\) s and \(\sigma_\theta = 1^\circ\). These simulated points are plotted (after conversion into Cartesian coordinates) in Fig. 1. The ellipse in this figure is the Gaussian-based 95% probability region. In this situation, this approximation fits the data very well. Now consider the same geometry and time error, but with an azimuthal error of \(\sigma_\theta = 10^\circ\). Again, simulated measurements with the equivalent Gaussian-based ellipse are shown in Fig. 2. It is apparent in this case that the Gaussian is no longer a good approximation to the actual distribution of the measurement data: the Gaussian-based ellipse cannot cover the “crescent-shaped” uncertainty region.1

Another way to think about this is in terms of data fusion. The ML-PMHT likelihood ratio (1) implicitly fuses measurements that are close together. If the uncertainty regions of a given set of measurements overlap, then these measurements are effectively fused together and used in the determination of the target solution. Figure 3 illustrates this. Two target-originated measurements (from two different source-receiver pairs) are plotted in relation to the

---

1This is the so-called “contact lens problem” discussed in [20] where recursive estimators were considered. Here we use a batch estimator for low-SNR targets.
target. Their approximate Gaussian-based ellipses do not overlap each other (or the target location), so it is unlikely that these measurements will be associated together—the chances are good that both will be ignored in the solution determination. In contrast, the correct “crescent” uncertainty regions do overlap, so with this representation, cross-sensor data association and fusion are possible and the measurements will (correctly) be used in the determination of the target solution $x$.  

Consider now a target moving in a straight line and a tracker operating in delay-bearing measurement space. Here, the measurement equation is highly nonlinear. The target motion (assumed to be deterministic over the relatively short time interval covered by a batch of measurements) is parameterized by the vector 

$$
x = (x_0 \quad \dot{x} \quad y_0 \quad \dot{y})^T. \tag{2}
$$

The Cartesian measurement matrix $H$ is given by 

$$
H = \begin{bmatrix}
1 & t & 0 & 0 \\
0 & 0 & 1 & t
\end{bmatrix}, \tag{3}
$$

so the predicted Cartesian measurements at time $t$ for this state vector are given by 

$$
\begin{pmatrix}
\hat{x} \\
\hat{y}
\end{pmatrix} = Hx. \tag{4}
$$

We can now use these predicted Cartesian measurements to get the predicted time-delay 

$$
\tau = \frac{r_{TS} + r_{TR}}{c}, \tag{5}
$$

where $r_{TS}$ is the distance from the predicted measurement to the source, $r_{TR}$ is the distance from the predicted measurement to the receiver, and $c$ is the speed of sound. The azimuth is given by 

$$
\theta = \tan^{-1} \left( \frac{y - y_R}{x - x_R} \right). \tag{6}
$$

Here, $x_R$ and $y_R$ are the (known) Cartesian positions of the receiver. This state-to-measurement conversion is highly nonlinear, making it difficult to use Kalman-based estimation techniques. In contrast, the ML-PMHT algorithm can operate without any linearization in Cartesian space or in delay-bearing measurement space. For a given set of measurements, it finds the parameterization of the target motion producing predicted measurements that maximize the ML-PMHT LLR (1). In delay-bearing space, these predicted measurements are produced by taking an initial target state (2) and propagating the target forward to the time of the measurement according to (4). Then, given the target’s assumed $(x, y)$ position, the predicted delay time and azimuth measurements $\tau$ and $\theta$ are calculated via (5) and (6).

A. Data Set Description

A data scenario was created to compare the performance of the Cartesian versus delay-bearing implementation of ML-PMHT. This data scenario was set up to match the first scenario in the Metron 2009 dataset [11], which was a simulated benchmark multistatic data set put out for use by the Multistatic Tracking Working Group (MSTWG). The scenario (shown in Fig. 4) features four targets, with 25 receivers and four transmitters, set out over an approximate 60,000-by-60,000 distance unit square grid. Each target does a single revolution in a rectangular pattern. The simulation features two types of pings—a CW ping with a delay-time error of $\sigma_t = 0.1$ s, and an FM ping with $\sigma_t = 0.01$ s. On average, there are approximately 35 clutter returns per scan, and the majority of the target returns have an SNR between 4.95 dB (the detector threshold) and 9 dB. The average target probability of detection in a given scan is $P_d = 0.11$. These produce typical values of $\pi_0 \approx 0.99$ and $\pi_1 \approx 0.01$ in the LLR (1). Under such conditions the EKF or other recursive algorithms may encounter difficulties. Finally, what makes this dataset interesting from the point of view of delay-bearing processing is the azimuthal uncertainty of the receivers—this uncertainty is set at $\sigma_\theta = 8^\circ$, which will produce an uncertainty region similar to that shown in Fig. 2.

B. Monte-Carlo Results

For the scenario shown in Fig. 4, 200 runs were performed with Cartesian processing and delay-bearing processing. For each run, the following metrics were evaluated: target in-track percentage, root mean-square error (RMSE), track fragmentation, number of duplicate tracks, number of false tracks, and mean false track length. Briefly, the metrics are defined as follows. In-track percentage was calculated by taking (for each target) the ratio of target truth points that had a track associated with them to the
Metrics from Straight-Line and Maneuver-Model Monte-Carlo Testing from Metron Scenario 1

<table>
<thead>
<tr>
<th></th>
<th>Discrete</th>
<th>Delay-Bearing</th>
<th>Cartesian</th>
<th>DB MMFL</th>
<th>DB MMVL</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Target In-Track Percentage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tgt 1</td>
<td>73.3</td>
<td>[70.6, 76.0]</td>
<td>72.5</td>
<td>[69.2, 75.9]</td>
<td>76.0</td>
</tr>
<tr>
<td>Tgt 2</td>
<td>58.1</td>
<td>[54.6, 61.8]</td>
<td>67.1</td>
<td>[64.5, 69.8]</td>
<td>68.1</td>
</tr>
<tr>
<td>Tgt 3</td>
<td>78.6</td>
<td>[75.6, 81.7]</td>
<td>99.7</td>
<td>[99.6, 99.9]</td>
<td>82.7</td>
</tr>
<tr>
<td>Tgt 4</td>
<td>81.3</td>
<td>[78.6, 84.0]</td>
<td>99.5</td>
<td>[99.2, 99.9]</td>
<td>82.7</td>
</tr>
<tr>
<td><strong>RMSE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Track Fragmentation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tgt 1</td>
<td>1.70</td>
<td>[1.58, 1.83]</td>
<td>0.63</td>
<td>[0.55, 0.70]</td>
<td>1.44</td>
</tr>
<tr>
<td>Tgt 2</td>
<td>2.01</td>
<td>[1.88, 2.13]</td>
<td>0.48</td>
<td>[0.39, 0.57]</td>
<td>1.66</td>
</tr>
<tr>
<td>Tgt 3</td>
<td>1.68</td>
<td>[1.55, 1.80]</td>
<td>0.07</td>
<td>[0.03, 0.12]</td>
<td>1.37</td>
</tr>
<tr>
<td>Tgt 4</td>
<td>1.58</td>
<td>[1.45, 1.72]</td>
<td>0.05</td>
<td>[0.02, 0.08]</td>
<td>1.42</td>
</tr>
<tr>
<td><strong>Number Duplicate Tracks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tgt 1</td>
<td>0.68</td>
<td>[0.58, 0.79]</td>
<td>0.87</td>
<td>[0.75, 0.99]</td>
<td>0.14</td>
</tr>
<tr>
<td>Tgt 2</td>
<td>0.62</td>
<td>[0.50, 0.75]</td>
<td>0.98</td>
<td>[0.88, 1.09]</td>
<td>0.15</td>
</tr>
<tr>
<td>Tgt 3</td>
<td>0.67</td>
<td>[0.56, 0.74]</td>
<td>1.09</td>
<td>[0.97, 1.20]</td>
<td>0.09</td>
</tr>
<tr>
<td>Tgt 4</td>
<td>0.65</td>
<td>[0.54, 0.76]</td>
<td>1.51</td>
<td>[1.40, 1.62]</td>
<td>0.20</td>
</tr>
<tr>
<td><strong>Number False Tracks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.84</td>
<td>[3.57, 4.11]</td>
<td>3.50</td>
<td>[3.33, 3.66]</td>
<td>1.92</td>
</tr>
<tr>
<td><strong>Mean False Track Length</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.53</td>
<td>[4.33, 4.73]</td>
<td>7.02</td>
<td>[6.81, 7.23]</td>
<td>4.67</td>
</tr>
</tbody>
</table>

Total number of target truth points. Target duplicate tracks were calculated by counting (again for each target) the number of tracks that were assigned to a target that had at least some overlap with another track assigned to the same target (i.e., at least one target truth point had more than one track assigned to it). Track fragmentation was determined by counting the number of breaks in track for a target. Finally, the overall number of false tracks was the number of tracks not associated with a target, and mean false track length was the average number of updates for which a false track was active. (These metrics are described in more detail in [13].) All results are presented in Table II.

Overall, the delay-bearing implementation clearly outperformed the Cartesian implementation. In particular, two metrics stand out. First, the delay-bearing implementation was nearly 20 points better in some cases in terms of in-track percentage. The delay-bearing implementation also performed much better—in all cases by a factor of almost two—in terms of track fragmentation. This is a measure of the algorithm's ability to maintain a continuous (unbroken) track. The number of duplicate tracks was slightly higher for the delay-bearing implementation, but this turned out to be somewhat of a unique case that was due to how the duplicate track metric is calculated. Overall, the more accurate measurement covariance for the delay-bearing implementation allows ML-PMHT to better initiate and maintain track on a target.

An example result for the scenario using the ML-PMHT Cartesian implementation is shown in

---

2 As is stated above, a duplicate track is counted if there is any overlap (even just one point) between two tracks on the same target. In the Cartesian case, there were large gaps between track segments. In the delay-bearing case, the track segments were on average much closer to each other (as is seen by the higher \( P_d \) values). In many cases a track would go all the way to the end of a leg. It would be unable to “turn the corner” with the target, and a new track would be started at the corner on the new leg. There would be one point of overlap for the two tracks at the corner, generating a duplicate track. In contrast, for the Cartesian implementation, usually the first track would not make it all the way to the corner, or a second track would not start up right away on the second leg. Thus, the poorer \( P_d \) results for the Cartesian implementation are “suppressing” the duplicate track results.
Fig. 5. Example plot with Cartesian straight-line parameterization. Measurements from first batch shown.

Fig. 6. Example plot with delay-bearing straight-line parameterization. Measurements from first batch shown.

Fig. 7. Sliding window implementation for ML-PMHT in case of moderately-maneuvering target. For measurements in each sliding batch (denoted by blue squares), ML-PMHT straight-line solutions are shown.

Fig. 8. Sliding window straight-line parameterization for ML-PMHT cannot follow sharply maneuvering target. Track is lost on target.

Fig. 5. A result from the same scenario using the ML-PMHT delay-bearing implementation is shown in Fig. 6. There is a noticeable difference between these results—the delay-bearing processing shows cleaner, more accurate tracks, with higher in-track percentage, which is consistent with the results seen in Table II.

III. MANEUVERING-MODEL PARAMETERIZATION

We now introduce a maneuvering-model parameterization that allows ML-PMHT to track sharply maneuvering targets. Up to this point, the ML-PMHT tracker was implemented in a sliding-batch manner, and within a single batch, the target motion was assumed to be a straight line that could be completely described by the parameter vector in (2). As long as the target was not maneuvering severely, this sliding-batch straight-line parameterization was sufficient to track through maneuvers, as is illustrated with a simple example in Fig. 7.3 However, when the target maneuvers more severely, the straight-line parameterization causes ML-PMHT to track off the target, which is shown with another simple example in Fig. 8. This

3This figure is merely illustrative for how the sliding batch works. In the actual tracker implementation, each batch is 1800 s (10 time updates) long. At the end of each tracker update, the batch is slid forward by 360 s. For a given existing track, as its batch is slid forward, the solution from the previous update is projected forward and used as an initialization point for the optimization to find the solution for the current batch, which obviates the need to do track-to-track association between subsequent batches.
can also be seen in actual tracking examples in the previous section, in Figs. 5 and 6. In these examples, for some of the targets ML-PMHT has a good track initially; then the target maneuvers suddenly by 90°. The tracker is not able to follow the target; the best straight-line solution it can come up with misses the maneuver, and the track ends up being dead-reckoned off on the original path until it is dropped. (New tracks are initialized after the maneuvers, but this is still at best a break in the track.) In order to enable ML-PMHT to track targets performing these more severe maneuvers, we now add two components to the maneuvering model parameterization.

With this maneuvering model, obtaining the predicted location of a measurement at any time during the batch is only slightly more difficult. If the time of the predicted measurement is prior to the (assumed) maneuver time, then nothing changes—the position of this predicted measurement is that given by (4) (or (5) and (6) if we are operating in delay-bearing mode). If the predicted measurement is after the maneuver time, its location is calculated by first defining a new 4-component state $x_m$ directly after the maneuver has occurred

$$x_m = H_m x$$

where $H_m$ is given by

$$H_m = \begin{bmatrix}
1 & t_m & 0 & 0 \\
0 & R_{00} & 0 & R_{01} \\
0 & 0 & 1 & t_m \\
0 & R_{10} & 0 & R_{11}
\end{bmatrix}.$$  

Here, we have introduced the notation of $R_{ij}$ being the $(i,j)$th component of a standard 2-by-2 rotation matrix with $\theta_m$ as the rotation angle. Now, to get the projected Cartesian postmeasurement point, we simply project forward from the maneuver point with the (rotated) velocity vector

$$\begin{bmatrix}
x_{pm} \\
y_{pm}
\end{bmatrix} = \begin{bmatrix}
1 & t-t_m & 0 & 0 \\
0 & 0 & 1 & t-t_m
\end{bmatrix} x_m.$$  

We combine (7)–(9) to obtain a final expression for the projection point at any time after the maneuver:

$$\begin{bmatrix}
x_{pm} \\
y_{pm}
\end{bmatrix} = \bar{H}x_0$$

where

$$\bar{H} = \begin{bmatrix}
1 & S_{00} & 0 & T_{01} \\
0 & T_{10} & 1 & S_{11}
\end{bmatrix},$$

Here, we have introduced the notation of $S_{ij} = t_m + (t-t_m)R_{ij}$ and $T_{ij} = (t-t_m)R_{ij}$. Again, if we are operating in delay-bearing space, we simply take the results of (11) and apply them to (5) and (6).

A. Implementing the Maneuvering Model

The overall logic for implementing the maneuvering-model parameterization is shown in Fig. 10. The idea is to cycle through each existing track and check the track’s maneuver status. If a maneuver is in progress, we optimize over the 4-dimensional parameter vector (2), holding the maneuver time and the maneuver angle constant. If no maneuver is in progress, we check for a new maneuver by optimizing over the parameters in (2) as well as the maneuver time and maneuver angle. If we find a maneuver time and angle that produce a better solution (in terms of a larger LLR value) than the straight-line parameterization (subject to some checks described below), we declare a new maneuver.

When checking for a new maneuver (by optimizing over the six parameters), we implement some constraints to limit the declaration of “spurious” maneuvers. First, we constrain the maneuver time $t_m$ to be close to the middle of the batch. If the entire batch length is $T$ seconds long, the only allowable maneuver times fall between $5T/12$ and $7T/3$ seconds. (A series of different window sizes was tried during development; this time window was found empirically to work the best.) Additionally, only maneuvers greater than a certain angle are allowed. Consider Fig. 11—this shows an example of a “maneuver” that is just caused by measurement noise; we want to avoid declaring this a maneuver. Let $d$ be the distance a target moves in a batch of length $T$, and $\Delta h$ be the “cross-range” component of a “typical” measurement covariance. For this typical measurement covariance, we select a geometry where the range from target to receiver ($r_{TR}$) is small, giving a high probability of target detection. If $\sigma_\theta$ is the receiver’s angular measurement uncertainty, then to a good approximation

$$\Delta h \approx r_{TR}\sigma_\theta.$$
From the geometry of Fig. 11, it easy to see that

$$\theta_{\text{min}} = 2 \tan^{-1} \left( \frac{2 \Delta h}{d} \right).$$

(13)

For example, for a value of $d = 2000$ units (a typical value for a slow speed target during a batch of data) and $r_{TS} = 2000$ units with $\sigma_\theta = 8^\circ$, we end up with a value of $\theta_{\text{min}} = 30^\circ$. (Previous work [16] has shown that the original straight-line parameterization can handle gradually maneuvering targets with a maneuver angle less than this value.)

The maneuvering-model parameterization was implemented in two different ways. First, it was done with a fixed-length batch size (in this work the length was ten sampling times), regardless of whether the target was in straight-line mode or in maneuvering mode. The maneuvering-model parameterization was also implemented with a variable-length batch, following the work of [4]. In this implementation, when searching for an initial maneuver, the back end of the batch was fixed, and the front end of the batch was allowed to expand out to a maximum of twice the initial batch size. For each different batch size, a search was performed for the maneuver parameters $t_m$ and $\theta_m$—this is shown in Fig. 12. The maneuver parameters that produced the largest ML-PMHT LLR (along with their corresponding batch size) were selected as a potential maneuver. If the LLR produced
by this maneuver was larger than the LLR from the simple straight-line parameterization, a maneuver was declared. At this point the maneuver parameters and the front end of the batch were fixed, while the back of the batch was advanced at each time update. When the back of the batch passed the maneuver point, the maneuver was declared over, and the process was started again.

The idea behind this variable-batch length implementation was to avoid finding maneuvers “too early.” With the fixed-length batch size implementation, if a maneuver was declared with the minimum allowed amount of measurements after the maneuver time $t_m$, this could cause the maneuver angle to be inaccurately determined. Since the maneuver angle is fixed once a maneuver is declared, this would often lead to ML-PMHT losing track on subsequent updates—an example of this is shown in Fig. 13.

For Cartesian processing, only the fixed-batch length method (from now on denoted MMFL) was used. For delay-bearing processing, both the fixed-batch length and variable-batch length (from now on denoted MMVL) were used.

Overall, there is a tradeoff when using the maneuver-model parameterization (both MMFL and MMVL) between finding sharp maneuvers and tracking straight-line targets. The maneuver-model parameterization can be thought of as opening the bandwidth of the tracker, which makes it possible to find sharp maneuvers within a batch, but it also allows for the possibility of overparameterizing the target motion by fitting a maneuver to the measurement noise. This was seen in the preliminary work done with the maneuver-model parameterization where there was no constraint on the maneuver angles that could be found. This resulted in the tracker almost constantly fitting small maneuvers to straight-line motion—it was overparameterizing the motion. This was fixed by recognizing that the straight-line parameterization already had acceptable performance for moderately-maneuvering targets and thus it was possible to limit “found” maneuvers to those with significant maneuver angles.

We also note (as is shown in Fig. 10) that the maneuver model logic is only applied to existing tracks. Continuing with the “bandwidth” notion, a wider passband can permit more clutter to affect the solution, which in turn can adversely affect ML-PMHT’s ability to find dim targets. As a result, the search for new tracks (which is done at every update) is only done with the straight-line parameterization.

Finally, for simplicity and consistency, we intentionally make it difficult to declare a maneuver, and once a maneuver is declared, the maneuver parameters (time and angle) are held constant until the target has passed through the maneuver point. By doing this we are again limiting the degree to which the bandwidth of the tracker is opened—this will limit the fitting of maneuvers to noise. (For the same reason we chose to only look for one maneuver at a time.) Additionally (and not insignificantly) there is also the consideration of computation time. The process of searching for the maneuver parameters increases the required computation time. If the straight-line parameterization processing time is taken as the baseline, the MMFL approach requires an increase of approximately twice the baseline computation time, and the MMVL approach requires an increase between four and five times the baseline. This increase in processing time is almost entirely due to searching

---

**Fig. 12.** Illustration of maneuvering-model parameterization with variable-batch length.

**Fig. 13.** Comparison of fixed-length batch (MMFL) versus variable-length batch for maneuvering-model parameter determination (MMVL). MMFL implementation calls maneuver early and inaccurately, whereas MMVL implementation accurately finds maneuver.
for maneuver parameters when a maneuver has not been found. Not fixing the maneuver parameters (i.e., searching for the maneuver parameters at every update) would greatly increase the required processing time.

The approach we have taken is a suitable compromise between opening up the bandwidth of the tracker to find maneuvers while maintaining its original straight-line performance.

B. Maneuvering Model Results

The introduction of the maneuvering-model processing greatly improved the performance of the ML-PMHT tracker. For the Cartesian implementation (using the measurements converted into Cartesian coordinates), when going from the straight-line parameterization to the maneuvering-model parameterization, the average percentage time-in-track went up slightly, between 3% and 10%, for all four targets. For the delay-bearing implementation (i.e., using the measurements in the sensor coordinates), there were more impressive performance gains; for targets 3 and 4 with MMFL, there was an increase in percentage time-in-track of nearly 30 points. For this maneuvering-model implementation, all four targets were being tracked almost 100% of the time. The MMVL parameterization did even better, tracking all targets in the scenario 100% of the time, with higher accuracy than the MMFL parameterization; the RMSE values for MMVL are approximately half that of MMFL.

The maneuvering-model processing also produced a slight decrease in the number of false tracks, which is somewhat counterintuitive, since the bandwidth of the tracker is being widened. This decrease in false tracks is due to the fact that with straight-line processing, sometimes a track initialized on a true target near a maneuver ended up wandering off immediately and being counted as a false track. This “wandering” was less likely with the maneuvering-model processing.

Three example plots are shown (see Figs. 14–16) to demonstrate the progression from the Cartesian implementation of the maneuver model parameterization to the delay-bearing MMFL to the delay-bearing MMVL. There is clearly an increase in track quality from plot to plot. It is also instructive to consider the improvement in performance between the original, straight-line-only Cartesian implementation to the best delay-bearing maneuvering-model version, MMVL. The time-in-track percentages for targets 1, 2, 3, and 4 were 73%, 58%, 79%, and 81% for the former, while the value was practically 100% for all four targets for the latter. RMSE decreased from approximately 1000 distance units to 200 distance units, and all other metrics showed great improvement as well. Overall, the maneuvering-model
parameterization in conjunction with delay-bearing processing adds significant performance improvement to the ML-PMHT tracker.

IV. MANEUVER MODEL CRAMÉR-RAO LOWER BOUND

In this section, we develop the FIM for the maneuvering-model parameterization and then check the ML-PMHT tracker for efficiency. In [16] the FIM was developed for the ML-PMHT tracker with a straight-line parameterization; we expand on this work.

We note that the bound we are computing here is actually the model CRLB—that is, the expression calculated is the lower bound given that the ML-PMHT target measurement assignment model is true.

The expression for the FIM for a batch of data (for either straight-line or maneuvering-model parameterizations) is given by

\[ J = \sum_{i=1}^{N_b} J_i \]  

and the FIM for a single scan is given by

\[ J_i = D_i^T G_i^T \int_{\tau_1}^{\tau_2} \int_{\xi_1}^{\xi_2} \frac{[\pi_1 p_i^T(a_j)]^2}{2\pi R_j} e^{-\xi_j^T \xi_j} \frac{\xi_j^T}{\sqrt{2\pi R_j}} d\xi_j d\alpha_j \]

\[ \times \frac{G_i}{[G_j]} D_i \]  

(The full derivation of this expression is in [16].) Here, \( R_j \) is the measurement covariance for the \( j \)th scan (the scan number is implied), and \( G_j \) is the Cholesky decomposition of \( R_j^{-1} \). Finally, \( \tau_1 \) is the amplitude threshold, and \( \xi_j \) is either a 2-dimensional or 3-dimensional variable of integration, depending on whether Doppler information is being processed. If the measurement covariance \( R \) is constant within a scan (which is above in the delay-bearing implementation), (15) can be simplified (note the \( j \)-subscripts are dropped), and the FIM for a scan reduces to a single 2-dimensional or 3-dimensional integration:

\[ J_i = \int_{\tau_1}^{\tau_2} \int_{\xi_1}^{\xi_2} \frac{[\pi_1 p_i^T(a_j)]^2}{2\pi R_j} e^{-\xi_j^T \xi_j} \frac{\xi_j^T}{\sqrt{2\pi R_j}} d\xi_j d\alpha_j \]

\[ \times \frac{G}{[G]} D \]  

The Jacobian is defined as

\[ D_\phi = \begin{pmatrix} \frac{\partial \phi_1}{\partial x_0} & \frac{\partial \phi_1}{\partial x} & \frac{\partial \phi_1}{\partial y_0} & \frac{\partial \phi_1}{\partial y} & \frac{\partial \phi_1}{\partial \theta_m} & \frac{\partial \phi_1}{\partial \theta_m} \\ \frac{\partial \phi_2}{\partial x_0} & \frac{\partial \phi_2}{\partial x} & \frac{\partial \phi_2}{\partial y_0} & \frac{\partial \phi_2}{\partial y} & \frac{\partial \phi_2}{\partial \theta_m} & \frac{\partial \phi_2}{\partial \theta_m} \\ \frac{\partial \phi_3}{\partial x_0} & \frac{\partial \phi_3}{\partial x} & \frac{\partial \phi_3}{\partial y_0} & \frac{\partial \phi_3}{\partial y} & \frac{\partial \phi_3}{\partial \theta_m} & \frac{\partial \phi_3}{\partial \theta_m} \end{pmatrix} \]

The expressions for the matrix entries of (18) in this case are slightly more complicated; however, they can be written as functions of the Cartesian Jacobian entries. They are also presented in the Appendix.

With these expressions we can check to see if ML-PMHT with the maneuvering-model parameterization is an efficient estimator. In [16], it was shown that the estimation error for ML-PMHT with straight-line parameterization (for a straight-line target) meets the CRLB. Now, the maneuvering-model parameterization for ML-PMHT is tested to see if it meets the maneuvering-model CRLB. To this end, 500 runs were performed on a single target making an 85° turn (close to one of the turns shown above in Fig. 4). For each run, when a maneuver was declared, the corresponding 6-parameter FIM was calculated, and the inverse of this was taken as the CRLB. With this the normalized estimation error squared (NEES) value was calculated

\[ \text{NEES} = \langle \hat{x} - x_{\text{truth}} \rangle^T C^{-1} \langle \hat{x} - x_{\text{truth}} \rangle \]

where \( C \) is the CRLB matrix, and \( C^{-1} = J \). Each NEES value is a realization of a chi-squared random variable with 6 degrees of freedom, so the average of all 500 NEES values should be 6. The 95-percent probability interval is [5.49, 6.51]; the actual average was 6.35, which falls within the interval. A subset of 20 runs is plotted in Fig. 17—here we are showing solutions overlaid on the position components of the CRLB for the initial state, the maneuver state, and
the final state. These results show that ML-PMHT with the maneuvering-model parameterization is an efficient estimator.

V. CONCLUSION

The ML-PMHT tracker was first applied to a benchmark multistatic sonar simulation implemented in both Cartesian measurement space and delay-bearing measurement space. As expected, the tracker performed far better in delay-bearing space, since in this space the measurement Gaussian distribution correctly represents the uncertainty. This shows that ML-PMHT (and any other trackers that can operate in delay-bearing space) have a significant advantage when operating on multistatic sonar data over trackers that work in Cartesian measurement space. In the low-observable target-amplitude regime of the scenario, ML-PMHT also benefited from being a batch tracker.

A maneuvering-model parameterization was developed for ML-PMHT to increase the tracker’s ability to follow rapidly-maneuvering targets. This parameterization, especially when implemented in a delay-bearing variable-batch length mode, significantly increased the tracker’s performance in almost all metric areas.

Finally, an expression previously developed for the ML-PMHT FIM/CRLB was extended for the maneuvering-model parameterization. Using this, the NEES calculated over Monte-Carlo trials showed that ML-PMHT with the maneuvering-model parameterization is an efficient estimator. This is a valuable result in and of itself, and it also allows the use of the CRLB as a consistent estimate for the state covariance in an ML-PMHT tracking framework.

Overall, each of the three portions of this work extend the capability of the ML-PMHT tracker and make the algorithm a powerful low-observable multistatic sonar tracker.

APPENDIX MANEUVER-MODEL JACOBIAN ENTRIES

Here, we present the components for the entries of the Jacobian given in (18). For Cartesian measurement space, the first entry in measurement space (Cartesian \( x \)-position) is

\[
\frac{\partial \phi_1}{\partial x_0} = 1, \quad \frac{\partial \phi_1}{\partial y_0} = T_{00}, \quad \frac{\partial \phi_1}{\partial y} = 0, \quad \frac{\partial \phi_1}{\partial y} = S_{01}.
\]

The derivatives with respect to the maneuver time and angle are

\[
\frac{\partial \phi_1}{\partial t_m} = \Delta \dot{x}, \quad \frac{\partial \phi_1}{\partial a_m} = -\Delta \dot{y}_{pm}.
\]

The maneuver time and angle derivatives are

\[
\frac{\partial \phi_2}{\partial t_m} = \Delta \dot{y}, \quad \frac{\partial \phi_2}{\partial a_m} = \Delta \dot{x}_{pm}.
\]

Finally, \( \phi_3 \), the bistatic range-rate, is given by [6], and its derivative components all take the form

\[
\frac{\partial \phi_3}{\partial a} = \frac{1}{2} \left( \frac{\partial \phi_3}{\partial \dot{x}} + \frac{\partial \phi_3}{\partial \dot{y}} \right).
\]

Here, \( a \in \{x_m, \dot{x}, y_m, \dot{y}, t_m, \theta_m\} \), and the \( S \) and \( R \) superscripts signify the source and receiver components of the expression. Letting \( \dot{r} \) represent the “generic” \( \phi_3 \) (i.e., a common expression that can be used for both the source and the receiver components)

\[
\frac{\partial \dot{r}}{\partial x_0} = \frac{y_{pm}^{\dot{x}} - x_{pm}^{\dot{x}} y_{pm}^y}{r_{pm}^3},
\]

Here, once again, \( r \) is the range from the target to the source or receiver, and the \( pm \) subscripts signify postmaneuver. Furthermore, it is understood that the positions and velocities have the source or receiver positions and velocities subtracted out (depending on the component for which the equation is being used).
The remaining derivatives are

\[ \frac{\partial \hat{r}}{\partial x} = \frac{R_0(x_{pm}^3 + y_{pm}^3)}{r_{pm}^3} + \ldots \]

\[ \frac{T_{01}(x_{pm}^2 y_{pm} - x_{pm} y_{pm}^2) + S_1(2x_{pm} y_{pm} + y_{pm} y_{pm}^2)}{r_{pm}^3} \]

(30)

\[ \frac{\partial \hat{r}}{\partial y} = \frac{x_{pm}^2 y_{pm} - x_{pm} y_{pm}^2}{r_{pm}^3} \]

\[ \frac{\partial \hat{r}}{\partial \theta_m} = \frac{(x_{pm} y_{pm})^2}{r_{pm}^3} \]

Expressions for the delay-bearing implementation can be written as functions of the above Cartesian expressions. Introducing the superscripts \( C \) and \( DB \) to differentiate between the Cartesian and delay-bearing versions, we have,

\[ \phi_{1DB} = \tan^{-1}\left( \frac{\Delta \phi_C}{\Delta \phi_1} \right) \]

(35)

where

\[ \Delta \phi_1 = \phi_1 - x_R, \quad \Delta \phi_2 = \phi_2 - y_R. \]

(36)

Here, \( x_R \) and \( y_R \) are again the Cartesian positions of the receiver. We can write a generic formula for the Jacobian entries in delay-bearing form that is a function of the derivative of the Cartesian form

\[ \frac{\partial \phi_{1DB}}{\partial a} = \frac{\Delta \phi_1 \partial \phi_2 - \Delta \phi_2 \partial \phi_1}{\partial a} \]

(37)

The predicted delay-time measurement is

\[ \phi_{2DB} = \frac{r_{TS} + r_{TR}}{c} \]

(38)

where \( c \) is the speed of sound. Again, we can write a generic formula for the delay-bearing form of the Jacobian entries from the Cartesian terms

\[ \frac{\partial \phi_{2DB}}{\partial a} = \]

\[ \left[ \frac{(x - x_S) \partial \phi_C}{\partial a} + (y - y_S) \partial \phi_C}{\partial a} \right] \frac{r_{TS}}{r_{TR}} \]

\[ + \left[ (x - x_R) \partial \phi_C}{\partial a} + (y - y_R) \partial \phi_C}{\partial a} \right] \frac{r_{TS}}{r_{TR}} \]

(39)

The Jacobian entries for \( \phi_3 \) (range-rate) are identical for the Cartesian and delay-bearing cases.

Finally, the above expressions can also be used for any premaneuver measurements with the following adjustments: \( T_{ij} \rightarrow t, S_{ij} \rightarrow 0, \) and \( \Delta t \rightarrow 0. \) All derivatives with respect to maneuver time and maneuver angle are set to zero.
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