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Abstract

The growing size of cosmological data sets is causing the current human-centric approach to cosmology to become impractical. Autonomous data analysis techniques need to be developed in order to advance the field of cosmology. This research examines the benefits of combining two signal analysis techniques, namely phase folding and wavelet denoising, into a newly-developed suite of autonomous light curve analysis tools which includes aspects of component extraction and period detection. The improvements these tools provide, with respect to autonomy and signal quality, are demonstrated using both simulated and real-world light curve data. Although applied to light curve data, the suite of tools developed in this dissertation are advantageous to the processing, modeling, or extractions to any periodic signal analysis.
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Moore’s law, and other exponential growth patterns in technology, has given rise to a quantity of data so large that standard data analysis techniques have proven inadequate. The need to develop methodologies capable of processing these vast data stores has lead to the development of a new discipline called Big Data. Scientists at the forefront of Big Data research attempt to merge statistical theory with the raw power of machine learning in order to develop tools suitable to the task. Many big data scientists specialize in a more narrow area of study, creating subdisciplines. One such subdiscipline, astrostatistics, attempts to apply big data tools to astronomical data in an effort to gain insight into the foundations of the universe.

Though a large number of astronomical data sources exist, many astrostastisticians focus on a specific data type called a light curve. A light curve is a graph of light intensity of an astronomical object, or set of objects, over time. Using light curves, it is possible to not only classify a large number of astronomical objects, but also to calculate some of their inherent properties such as size, location, and even composition. The simple nature of light curve data, coupled with its potential for deep understanding of underlying phenomenon, has lead to the creation of massive light curve repositories. These light curve repositories are often open to the public and easily accessible for analysis.

One of the most common techniques of light curve analysis is phase folding. Phase folding takes advantage of the periodic nature of many light curves by overlaying the
successive periods of a signal on top of each other. This process creates a data dense signal composed of a single period, which helps to aid in further analysis. Once folded, light curves can be studied using a large number of techniques.

A promising, but seldomly employed, light curve analysis tool is called wavelet analysis. Wavelets are mathematical tools which can be used to implement a variety of different transforms. Wavelet transforms are used to process data for the purposes of analysis, denoising, and compression in a wide range of fields. Unfortunately, much of light curve analysis is still completed by hand, albeit aided at times with mathematical tools. With the rise of big data sets, the current human centric approach is no longer efficient or effective [24].

The goal of this research is to utilize synergistic properties of phase folding and wavelet analysis, specifically wavelet denoising, with respect to light curve analysis in order to create an autonomous suite of tools to accomplish light curve analysis. Although applied to light curve data, the suite of tools developed in this dissertation are advantageous to the processing, modeling and extraction of any periodic signal. The goal is broken down into four primary objectives.

The first objective is to establish the mathematical foundations of phase folding and to prove mathematically and demonstrate empirically the benefits of combining phase folding with wavelet denoising. Objective two is to develop an automated method of signal decomposition by isolating components with phase folding and extracting these components using wavelet techniques. Objective three is to create an automated period detection algorithm using wavelets and phase folding when component periods are unknown. Lastly, objective four is to demonstrate the viability of these tools and processes in the analysis of real-world light curve data.

This dissertation has 9 chapters. Chapter 2 provides a general background on astrostatistics and an in-depth look at modern light curve analysis techniques.
Chapter 3, the mathematical theory underlying wavelets is discussed as well as the wavelet denoising process. Chapter 4 focuses on the properties of phase folding along with the current methods of period determination. The process and results of combining phase folding and wavelet denoising are discussed in Chapter 5. Component extraction and period detection are covered in Chapters 6 and 7, respectively. Chapter 8 will apply the newly developed tools to real-world light curve data and Chapter 9 will provide a summary of the work and suggest some areas of future research.
II. Astrostatistics

Historically, astronomy has been a data-driven science. Larger and more precise data sets have led to the development and refinement of more accurate cosmological models of the universe. These data sets continue to grow in size, and have been traditionally managed by astronomers. With the advent of modern data gathering methods such as the Sloan Digital Sky Survey (SDSS), the Kepler satellite, and the forthcoming Large Synoptic Survey Telescope (LSST), the human-centric approach to astronomy is becoming strained [13, 24, 25, 63]. More than ever, astronomers have been forced to look to statisticians and machine-learning experts for more efficient data analysis methods. This merging of specialties has given rise to a new scientific discipline called Astrostatistics.

The role of astrostatistics is to test and refine cosmological theories using the raw data gathered by astronomers [50]. When presented with raw data, astrostatisticians first attempt to detect and classify known astronomical objects as well as flag unknown phenomenon for further investigation. Once objects are identified, object specific information such as various orbital parameters are calculated. This information is then combined with that of similar objects to develop canonical parameters, which are parameters devoted to summarizing a set of data (similar to the concept of a sufficient statistic). These canonical parameters can then be used to refine and test various cosmological theories.

One of the most public examples of astrostatistics is the recent rapid identification of exoplanets, that is, planets orbiting distant stars. The discovery of these new exoplanets is due largely to the analysis of data provided by the Kepler spacecraft, which was launched in 2009 [25]. Kepler was designed to record the brightness of more than 145,000 stars over an extended period of time. The plot of this brightness over time, called a light curve, is then analyzed in order to detect periodic dimming
of the star. Such dimming could indicate a potential planet. Through this transit method of detection, scientists using Kepler data have been able to identify over 1,000 confirmed exoplanets [38].

This chapter will present the relevant background and motivation for an improvement in light curve classification methodology. The roll of astrostatistics in modern cosmology will be discussed first. Next will be an overview of light curves and their impact on astrostatistics. Concluding the chapter will be a discussion of the shortcomings of light curve analysis and an investigation into how such analysis can be improved.

2.1 Cosmological Foundations

The primary motivation for improved automated classification methods for astronomical phenomenon is their use in astrostatistics for testing different cosmological models [50]. In order to understand the impact improved methods would have on cosmology, a basic understanding of cosmological models is important. Once a cosmological foundation has been established, the ability of astrostatistics to both refine and test these models will be discussed individually.

Modern Cosmological Models.

In 1916 Albert Einstein published his seminal paper, “The Foundations of the General Theory of Relativity” which fundamentally changed how cosmologist viewed the universe [11]. Einstein was able to develop what are now known as Einstein’s Field Equations, which describe the geometric effects that matter and radiation have on spacetime and how the curvature of spacetime effects matter and radiation. These field equations are nonlinear and extremely difficult to solve, but have provided the mathematical foundations to some of the most well know cosmological phenomenon.
For example, the first nontrivial solution to the field equations was derived by Karl Schwarzschild in 1916 [52]. This solution was the first step in our modern understanding of black holes.

Einstein went on to apply his field equations to the universe as a whole, where he first described his cosmological constant term denoted by \( \Lambda \) [12]. This term was included in the new iteration of his equations as a result of his assumption of a static universe. Five years later, Alexander Friedmann would go on to publish another exact solution to Einstein’s original field equations, without the use of the cosmological constant, which described an expanding universe [16, 17]. In 1929, Edwin Hubble would publish his work indicating that the universe is, in fact, expanding, giving credit to Friedmann’s solution [22].

Friedmann’s field equation solution would not gain notoriety until it was independently derived by Georges Lematre in 1927, two years before Hubble’s paper [31]. Though Friedmann was the first to derive the solution allowing for an expanding universe, Lematre was the first to propose that it was actually occurring, in what is now known as the Big Bang Theory. This model of the universe would continue to be used until the late 90s when it was discovered that the expansion of the universe is actually accelerating [48]. This discovery, along with the discovery of the cosmic microwave background radiation, necessitated the re-inclusion of the cosmological constant into Friedmann and Lematre’s equation [3, 43, 44].

The Friedmann-Lematre equation with the cosmological constant is now widely accepted as the most accurate cosmological model to date, and has been dubbed the \( \Lambda \) Cold Dark Matter (\( \Lambda \)CDM) model [50]. The cold dark matter portion of the name comes from the hypothetical matter which is believed to be responsible for the formation of galaxies in a sparse universe [4]. The cosmological constant was redefined to refer to the dark energy believed to exist in all of space [42, 48]. There are several
versions of the ΛCDM model. One of the most commonly referenced models is the seven parameter model, detailed in Table 1. In this model, the underlying structure of the universe can be described using only seven values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>MLE</th>
<th>68% Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ω_b</td>
<td>Baryonic matter density</td>
<td>0.0490</td>
<td>0.0490±0.0073</td>
</tr>
<tr>
<td>Ω_m</td>
<td>Total matter density</td>
<td>0.3175</td>
<td>0.314±0.020</td>
</tr>
<tr>
<td>Ω_Λ</td>
<td>Dark energy density</td>
<td>0.6825</td>
<td>0.686±0.020</td>
</tr>
<tr>
<td>H_0</td>
<td>Rate of expansion (km/s/Mpc)</td>
<td>67.11</td>
<td>67.4±1.4</td>
</tr>
<tr>
<td>τ</td>
<td>The optical depth</td>
<td>0.0925</td>
<td>0.097±0.038</td>
</tr>
<tr>
<td>A_s</td>
<td>Amplitude of initial spectrum (×10^9)</td>
<td>2.215</td>
<td>2.23±0.16</td>
</tr>
<tr>
<td>n_s</td>
<td>Spectral index of initial spectrum</td>
<td>0.9624</td>
<td>0.9616±0.0094</td>
</tr>
</tbody>
</table>

The parameters provided in Table 1 do not constitute the entire set of parameters for all versions of the ΛCDM model. One possible modification to the ΛCDM model was proposed in 1981 by Alan Guth [19]. In an attempt to resolve several long standing problems associated with the standard model, Guth suggested that the universe underwent a period of exponential growth shortly after the big bang. The exponential growth of the universe can be accounted for in the model by modifying the assumptions on entropy in the early universe, causing a small change in the ΛCDM model.

Although the ΛCDM model and its many variations appear to be the most promising, there are a wide variety of other cosmological models that have been proposed [15]. Alternative solutions to Einstein’s field equations have been developed into models, along with variations on Newtonian gravity called Modified Newtonian Dynamics (MOND). Some modern models even reject the concept of a big bang, such as the
steady state model [21]. Each model must be tested and refined in order to determine which model best represents reality. Thus, there are two primary objectives of astrostatistics. The first objective is to test different models of the universe. The second objective of astrostatistics is to refine the parameters of the various cosmological models, such as those in Table 1, to improve the model’s accuracy.

Refinement of Cosmological Parameters.

One of the primary objectives of astrostatistics is to refine the estimates of the cosmological parameters that shape the universe [50]. In order to accomplish this lofty goal, the raw data from individual objects are used to derive their object specific parameters. Once the object specific parameters for a large enough sample are collected, they are summarized by various canonical parameters. Finally, the canonical parameters are incorporated into a cosmological model in order to provide an estimate for the cosmological parameters. The framework described in [50] uses statistical analysis to create a direct link between the raw data and the testing of cosmological models.

The raw observables for a given astronomical phenomenon are generally recordings of the intensity of different wavelengths of the electromagnetic spectrum at a given time or over a set period. These intensity recordings can be broken down into spectroscopic and photometric data. The recording of spectroscopic data is time consuming and cost prohibitive, making it not as common as photometric data, even though spectroscopic data can be richer in information [13]. The photometric data is often recorded over a set spectral range for a period of time and can be used to create light curve data. Both types of data may be used in the estimation process of parameters either individually or jointly [26].

In the conversion process from raw observables to object specific parameters, first, data must be preprocessed. In the case of a spectroscopic measurement, preprocessing
the data requires removal of the red shift and other noise producing variables that may be included in the spectrum. For light curves, some detrending process is usually necessary. The detrending process is used to remove the gradual changes over time of the detection system’s position relative to the object of interest. The effects of detrending on the light curve can be seen in the notional (Figure 1a) and the detrended light curve (Figure 1b).

![Detrending Example](image)
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Figure 1. Detrending Example.

The derivation of object specific parameters includes a detection and classification component. For example, a light curve with a periodic changing of intensity could be any number of complex astronomical systems including a star with a single planet, a pulsar, or an EB system [5, 9, 65]. Without accurate classification, the derived object parameters will be meaningless and even potentially harmful to future analysis if they are assumed accurate. Once the object’s specific classification has been determined, its parameters can be derived using a variety of different techniques such as the Wilson-Devinney approach discussed later [66].

When the object specific parameters for a sufficient number of related objects have been determined, they can be summarized into canonical parameters. This summary
is similar in concept to a sufficient statistic in that all of the gathered information on a parameter is condensed into the smallest set of data points. A key example of this summary process is the relationship between absolute magnitude of quasars to their redshift, as seen in Figure 2.

![Figure 2. Distribution of Quasars vs Red Shift [62].](image)

This information can be condensed into a distribution modeling the relationship between quasar brightness and redshift which can provide insight into the expansion rate of the universe.

To create better estimates for the cosmological parameters, the relationship between the various canonical parameters is described using a cosmological model. Estimates of the cosmological parameters can be produced through detailed analysis of the canonical parameters. This hierarchical process of converting raw data into
Bayesian methodology places probability distributions on each cosmological parameter, as opposed to defining each parameter with a single value. The cosmological parameters are then refined using information derived from the canonical and object specific parameters; information which may be expressed either as specific values or distributions themselves.

**Testing of Cosmological Models.**

The second primary objective of astrostatistics is to test different cosmological models. As discussed previously, a wide variety of models describing the physical universe exists in the literature, all of which need to be compared to determine which most accurately describes the universe. Cosmological models are commonly tested by generating various predictions based on the mathematical foundations of each model [64]. These predictions are then compared to the observable universe and evaluated based on their similarities.

One of the most basic examples of this testing procedure is in the evaluation of Einstein’s original model of the universe. Einstein’s original model assumed that the universe existed in a steady state, that is, the universe had always been the way it is now [42]. When Hubble observed that the universe was expanding, Einstein’s model no longer accurately represented the universe and a revised model gained popularity. Revolutionary discoveries, such as Hubble’s discovery of an expanding universe, are not sufficient to test all possible cosmological models due to the scarcity of such groundbreaking discoveries and plethora of potential models. Therefore, more refined methods are necessary for testing models with similar predictions.

High performance computers provide another way to test cosmological models that was unavailable before such computers gained prevalence [23, 64]. Cosmological
models can now be simulated at various levels and complexities to determine more specific predictions which can then be analyzed. A common approach is to simulate the universe’s evolution based on a given model on a large scale from its beginning to its current state. Based on the sophistication of the simulation, any number of different astronomical predictions can be tested. One such example is the testing of inflation, which is the leading candidate to explain why the universe is expanding.

Another test compares the predicted distribution of galaxies to what is observed in the cosmos. For example, the ΛCDM model predicts that galaxies formed in the early universe because dark matter was prevalent along the edges of large gas clouds [54]. These large gas clouds would then combine leaving a halo of dark matter around the edges. This dark matter would then cause the gas clouds to rotate at an accelerated pace causing the formation of thin disk like galaxies. Cosmologists can then use this theory to analyze the universe for the prevalence of such galaxy structures as a test for accuracy of the ΛCDM model.

Analyzing the composition of different galaxies (such as star density, black hole density, and luminous matter) is another test commonly applied to cosmological models. One of the most commonly used phenomenon are eclipsing binary (EB) stars [26]. EBs make for excellent testing systems because of the wide variety of testable attributes which can be accurately determined including age, luminosity, composition, distance, and even their prevalence in a galaxy [56, 40].

The fundamental attributes of individual stars described above serve as the foundational elements for calculating galactic properties, such as the distance between galaxies. Galactic properties can then be used to test various predictions of stellar evolutionary models. Our sun is the only star for which methods exist to determine its various parameters directly [56]. While methods have been developed to determine other parameters of stars from light curves and other data sources, no means of
determining a star’s mass to a sufficiently small confidence level has been found for systems containing only a single star. Usually, the presence of a second observable body with other derivable parameters, such as its composition, allows for smaller confidence intervals to be placed on each star’s mass [26]. The determination of a star’s mass serves a critical role in the determination of stellar properties such as its distance, and can therefore be used to discern galactic distances. As such, EBs fill an important roll in the testing of stellar evolutionary models.

2.2 Light Curve Analysis

A light curve is the recording of a cosmological object’s, or group of objects’, brightness over time. Using light curves a large variety of cosmological objects, such as EBs, can be detected, classified, and studied. This section discusses the role of light curves in astrostatistics and provides a brief overview of their analysis process.

Role of Light Curves.

Light curves are a powerful tool in astrostatistics due largely to their abundance and far reaching applications. The abundance of light curves is due to the ease in which they are gathered and the low costs associated with thier attainment. The American Association of Variable Star Observers (AAVSO), a non-profit association of both professional and amateur astronomers who create and study light curves, have people gathering light curve data with tools as simple as a watch and binoculars [53]. More advance and precise systems also exist for capturing light curve data, the most well known is the Kepler satellite [25].

Kepler was launched on March 6, 2009 and began gathering data on May 13th of that same year with the primary mission of detecting earth-sized planets in the habitable zone of other stars. To accomplish this goal, Kepler gathers brightness
measurements of ≈ 156,000 stars every 29.4 minuets over three month intervals. These data are then used to create light curves which can be used to detect exoplanets.

Scientists search for light curves which show a periodic dip in brightness over time. In the case of an exoplanet, this dip in brightness is caused by the planet passing in front of, or eclipsing, its host star relative to Kepler. Once detected, the planet’s orbit and size can be determined from the frequency and intensity of these dips when combined with other information on the system. To date, Kepler data has been used to detected and confirm the existence of over 2,300 planets.

The detection and study of exoplanets is not the lone use of light curves. In [58] the light curves of 32 types of variable stars are discussed, broken down into 6 different classes. The classes of variable stars include cataclysmic, or exploding, stars such as supernove, pulsating stars which periodically expand and contract, and EB systems which are composed of two stars which orbit each other. The stars/systems with potentially the largest impact on modern cosmology are supernove and EB systems.

Supernove and eclipsing binary systems can act, as what astronomers refer to, as standard candles. This means that the actual brightness of the systems can be empirically determined. With a known brightness, the inverse square law can be then used to determine the distance to the system in question. This information can then be used to derive canonical parameters such as the distribution of matter in the universe which can then be used to test and refine cosmological models.

In order to be of use, light curves typically go through a rigorous preprocessing. Light curve preprocessing generally consists of three key steps: detrending, filtering, and smoothing. Once preprocessed, light curves are then classified using a wide variety of techniques. The remainder of this section will discuss each of these steps.
Detrending.

Detrending is the process used by cosmologists to remove the error caused by velocity aberration [61]. For ground based systems, such as SDSS or the Catalina Sky Survey (CSS), this error is a combination of the earth’s rotation on its axis as well as the earth’s rotation around the sun. For space based systems, such as Kepler, the error is related to Kepler’s specific orbit. When looking at a light curve, this error is readily apparent (see Figure 1a) as a gradual change in the overall intensity, or flux, over time. Figure 1b shows the same light curve after detrending, where the effects of velocity aberration have been removed. Once this error is removed, classification algorithms may be more effective because the algorithms are operating on a more accurate representation of the phenomenon.
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Figure 1. Detrending Example.

The actual detrending process varies according to the gathering mechanism, the object of interest, and the cosmologist performing the detrending. One of the easiest methods in which to remove the error trend is through the subtraction of the best fit linear regression model [7]. In this instance, the experimenter will perform a basic linear regression analysis to find the slope ($b$) and the intercept ($a$) of the best fitting
line for the data as a whole, using flux as the dependent variable ($Y$) and time as the independent variable ($X$). The fitted function, $\hat{Y} = a + bX$, is then subtracted from the original data. Although this method can be effective at removing the error trend, it is not commonly used because the linear model of the error is a poor representation of the phenomenon causing such error.

An alternative approach to detrending employed by the National Aeronautics and Space Administration’s (NASA) team working on the Kepler data is the systematic removal of Cotrending Basis Vectors (CBVs) [28]. The CBVs are the 16 best-fit vectors which represent the most common features in a large set of targets over a given period of time. A Bayesian method called Maximum A Posteriori (MAP) is used to calculate the CBVs in lieu of a least squares approach in order to prevent overfitting. The CBVs are ranked on their overall error contribution, and subsequently subtracted from the target light curves.

Unfortunately, as discussed in [35], the detrending process used by NASA’s Kepler team may remove pertinent data. Specifically, in the search for variable astronomical phenomenon, where an object’s flux changes over time, NASA’s detrended data may not include periodic signals whose thresholds are not met, and are hence excluded. Therefore, in the search for EBs which are considered variable phenomenon, another detrending process may be necessary. An alternative detrending process commonly used in the search for EBs is the sigma-clipping algorithm derived [55].

[55]’s sigma-clipping algorithm uses the light curve and associated uncertainty for the time-series flux data points in order to fit a Legendre polynomial of order $l$ to the flux using the generating function of:

$$P_l(x) = \frac{1}{2^l l!} \frac{d^l}{dx^l} \left[(x^2 - 1)^l\right]. \quad (1)$$

Data points which reside outside one standard deviation of the fit are iteratively
removed until no more remain. The function then returns a normalized flux value with a new uncertainty level for each input point. This approach to detrending allows for fitting a wide variation of functions by changing the order of the Legendre polynomial \( (l) \) and by setting the threshold of the clipping function \( (\sigma) \). For example, when searching for EBs, \([40]\) selected a 10\(^{th}\) order Legendre polynomial, seen in Equation 2, with a sigma-clipping threshold of \((-1\sigma, 3\sigma)\).

\[
P_{10}(x) = \frac{1}{256} \left( 46,189x^{10} - 109,395x^8 + 90,090x^6 - 30,030x^4 - 3,465x^2 - 63 \right). \quad (2)
\]

**Preliminary Filter.**

Once the detrending process has been completed, the light curves are often filtered to remove errors or objects which do not appear significant. Depending on the application and its implementation, filtering can significantly reduce the overall computation time of the system. Although there are a wide variety of filtering methods, only a few of the most common will be discussed after describing uses of the filtering process.

One use of the filtering process is to remove artifacts from the data set. In the context of time domain astronomy, an artifact is an error in the data provided by the collection mechanism. There are a large variety of possible instrument errors, many of which are difficult to identify. The causes of these errors can include such things as cosmic rays, dust accumulation, or simply the movement of the device \([61]\). For the Kepler satellite, confidence levels for each object over each collection interval are provided. This information aids in the removal of artifacts, but may not be sufficient to remove all artifacts \([28]\).

Another common use of the filtering process is the removal of known erroneous
entities from a data set. For example, this can include variations in light curves caused by natural and unnatural satellites passing in front of the collection apparatus during its collection period. These data points can be removed based on information provided by NASA, which catalogs the various objects in the solar system [39]. Another example of filtering objects may occur during the search for supernovae, where an astronomer may remove potential supernovae candidates which do not appear to be originating from a known galaxy [41].

Filtering entire light curves from the database strictly due to the level of noise in their signal is also a common practice. When searching for slight variations in flux to indicate the presence of an exoplanet, an astronomer may not consider light curves with excessive noise since the small variations of interest may be unrecognizable. The most commonly used method of filtering noisy light curves is by setting a signal to noise ratio (SNR) threshold. Light curves with SNRs below a given value are discarded [1].

Finally, specific filters may be used for specific applications. In [40], a filter is used to identify systems conforming to certain periodic characteristics. The periodic signals are detected by a folding function devised in [51]. The periodic filter eliminates light curves which do not exhibit significant non-random periodicity, the periodic characteristic of interest.

**Smoothers and Splines.**

Smoothers and data reduction techniques are common filtering methods used to describe patterns in phenomenon and reduce computation time in many classification systems. In statistics, smoothers are functions which may be used to remove excess noise from a signal in order to get a cleaner representation of the underlying function or pattern. One of the simplest implementations of a smoother is a moving average.
The most basic moving average smoother uses the average of an equal number of values on either side of a data point in order to calculate a new value. A moving average will lower the impact of high frequency variation over the entire data set.

Curve fitting is similar to smoothing in that it is an attempt to describe the underlying function for data, however, it may or may not make assumptions as to the underlying structure of the data. For instance, curve fitting may refer to fitting a simple regression model or it may model the data as complex polynomial functions in order to account for a certain level of variability. As with all curve fitting, it is assumed that the data is easily represented by the fitted function, which might not always be the case.

To overcome some of the weaknesses in curve fitting, many practitioners incorporate splines. Splines are used to model a data set as a piecewise sequence of polynomials connected by knots [46, 40]. These knots are the transition points from one polynomial to another. Determining the knot points can itself be a difficult problem and has inherent issues, such as the function not being differentiable where the polynomials connect.

These smoothing methods can be used independently or in conjunction with each other, and with various data reduction techniques. Data reduction can be a very important process for data sets used in most astronomical classification systems because it can significantly impact the computational time and accuracy of the classification function. Although many techniques exist for reducing data, one of the simplest is called binning. One implementation of binning is to represent every \( n \) data points as a single number, such as their average, in order to produce an \( n \)-fold reduction in the data size. The shortfalls of binning are similar to those for the functional form methods or smoothers over a large range in that a significant and potentially important amount of data may be lost in the process.
Classification Procedure.

One of the greatest challenges in light curve analysis is accurate classification of the represented system. This difficulty, combined with the growing number of light curves, led to the increasing adoption of autonomous classification systems. These systems are often concerned with classifying light curves in a very small category. For example, [40] is concerned only with classifying three types of EB systems and is not concerned with any other type of variable star.

In [34] light curves were phase folded, which means that data from each period are overlayed to create a single period with denser sampling, and fitted using a program called polyfit. polyfit creates $m$ piece wise polynomial segments of order $n$ which best fit the data. Once fit, the models are then sampled at 1000 equidistant points, and analyzed using Locally Linear Embedding (LLE). LLE is similar to Principal Component Analysis (PCA) in that LLE is a dimensionaly reduction technique, however it determines relationships between points as opposed to global properties. In effect, this technique creates a lower dimensional space in which to perform a nearest neighbor classification. Though able to accurately classify the majority of the light curves, this approach requires the pruning of over a quarter of its dataset due to the classification mechanism, mainly the inability of polyfit to accurately fit the light curve.

A more far-reaching scheme was developed in [2]. Armstrong et al. attempted to classify 68,910 light curves into 7 different classes of variable stars to include $\delta$ Scuti, $\lambda$ Doradus, RR Lyrae, two types of EBs, noise, and other periodic variables. To accomplish this, the light curves were each phase folded, then several features were derived to include period, amplitude, and standard deviation. Each feature set was then added to a self organizing map as a means of dimensionality reduction, thereby creating hybrid features. The light curves were then classified using these hybrid
features using a random forest classification process. The random forest algorithm then returned a probability of class membership for each light curve from a set of decision trees. Overall the system had a successful classification rate of 92%, however one class was only accurately classified 76% of the time.
III. Wavelets

In linear algebra, a basis for a linear space can be used to represent any vector in the space using an unique linear combination of these basis vectors. The selection of such a basis can have a significant impact on the tools and techniques available when analyzing a given signal in the linear space of signals. Representing a signal using a specific set of basis vectors can provide greater insight into the signal’s behavior and composition. One of the most frequently used set of basis vectors are those employed by Fourier analysis, that is, the sine and cosine. Using these basis vectors as a means of transformation, a function in the time domain is converted into a function in the frequency domain.

The Fourier basis, while very powerful, is only capable of analyzing a signal in the frequency domain. This means that time specific information of a signal, when represented using the Fourier basis, is essentially lost. Wavelets seek to fill the gap between a purely time-based and frequency-based analysis by representing a signal using a basis which incorporates both time and scale, which can be related to frequency, information simultaneously. This combined representation incurs the same loss as that of the Fourier basis, but distributed across both the time and frequency domain. These losses can be tuned in order to optimize the signal representation for a given application.

This hybrid domain grants the wavelet transform many advantages over that of the different Fourier transforms. One of the most important advantages is the ability to locate signal features in both time and frequency. This ability allows the analysis of non-stationary signals, signals which change their component frequencies over time. Coupled with the ability to perfectly reconstruct a signal from its wavelet coefficients, the wavelet transform is a powerful tool in both compression and denoising applications.
This chapter will cover the basic foundations of wavelet theory and the wavelet tools used throughout the rest of this dissertation. The Fourier series and transforms, as well as their relevant strengths and weaknesses, will be discussed first. Following this will be an in-depth look at wavelet theory and the advantages wavelet analysis has over Fourier analysis. Concluding this chapter will be an overview of several wavelet tools, with a special emphasis on the denoising applications of wavelets.

3.1 Wavelet Foundations

Wavelets were first created in 1910 by Haar and popularized in 1992 by Daubechies with roots in the Fourier transform [6, 20]. Wavelets can be used to create a basis for signals which can be used in applications as diverse as classification, compression, and denoising, yet have rarely, if ever, been applied to the study of light curves. This section discusses the underlying theory of wavelets with special emphasis placed on the foundations needed to understand wavelet denoising.

**Fourier Transform.**

The Fourier transform converts signals from the time domain into the frequency domain. This conversion is accomplished by breaking a signal down into its component frequencies and their respective amplitudes. The new signal representation allows the detection of frequency changes that would be difficult to detect using the original domain. Given a signal defined over all time, \( t \in \mathbb{R} \), that has finite energy, \( f(t) \), the Fourier transform produces the frequency representation of the signal, \( \hat{f}(\omega) \) by

\[
\hat{f}(\omega) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(t) e^{-i\omega t} dt.
\]

The Continuous Fourier Transform (CFT) is used for continuous signals, however real-world signal analysis is more often concerned with discrete time signals. This
process can then be easily reversed using the inverse Fourier transform given as

\[ f(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \hat{f}(\omega) e^{i\omega t} d\omega. \quad (4) \]

To perform a Fourier transform on a discrete signal requires the use of a discrete version of the Fourier transform, called the Discrete Fourier Transform (DFT). The formula for calculating the DFT for a signal \( f \) of length \( N \), where \( n \) is the sample and \( k \) is the current frequency under consideration (0 hertz up to \( N - 1 \) hertz), is given by

\[ \hat{f}[k] = \sum_{n=0}^{N-1} f[n] e^{-i2\pi kn/N}, \quad (5) \]

and its inverse transform is given by

\[ f[n] = \frac{1}{N} \sum_{k=0}^{N-1} \hat{f}[k] e^{i2\pi kn/N}, \quad (6) \]

where \( f[n] \) denotes \( f(t_n) \).

The Fourier transform provides useful frequency information about the signal, but at the cost of losing all time domain information. This trade off prevents the detection of frequency changes in the signal since the information returned from the Fourier transform is simply an average over the whole signal. This compromise is actually a result of the Heisenberg uncertainty principle as applied to signal processing, which is referred to as the Gabor limit [18].

The Gabor limit states that signals cannot have arbitrarily small precision in both time and frequency simultaneously. A useful tool for describing and visualizing this relationship is a Heisenberg rectangle which is of size \( \sigma_t \times \sigma_\omega \) and has an area of \( \frac{1}{4\pi} \) (called the Gabor limit). This means that when analyzing a signal, the product of the standard deviation in miliseconds, \( \sigma_t \), and the standard deviation in hertz, \( \sigma_\omega \),
must be greater than or equal to $\frac{1}{4\pi}$. An example of this relationship can be seen in Figure 3.

![Figure 3. Heisenberg Rectangles [32].](image)

The Windowed Fourier Transform (WFT) was developed to incorporate time and frequency information at the Gabor limit. In effect, a time and frequency width are chosen which conforms to the Gabor limit. These values are then used to create a grid of Heisenberg rectangles which span the time-frequency plane. The Fourier transform of each rectangle is then taken and the result stored in a matrix. Since only the relationship between $\sigma_t$ and $\sigma_\omega$ is fixed, and not the actual values, the Heisenberg rectangles can be modified based on application.

The main downside to this approach of combining time and frequency information into a single transform is that of resolution. Once set, the dimensions for Heisenberg rectangles remain constant for the WFT, however, it is often desirable to vary them throughout the transform. A wide window (in time) provides better frequency resolution while a narrow window provides better time resolution. Therefore it is often more desirable have a wide rectangle at lower frequencies, to provide more accurate
time information, which narrows as the frequency increases to improve frequency resolution. This ability to change Heisenberg rectangle dimensions is one of the biggest reasons for the popularity of wavelet transforms.

**Continuous Wavelet Transform.**

A more adaptable alternative to the Fourier transform is the Wavelet transform. Given a mother wavelet, $\psi \in L^2(\mathbb{R})$, one first creates a family of normalized wavelets through dilations and translations of the mother wavelet with scale value $a > 0$ and translation value $b \in \mathbb{R}$ that is:

$$\psi^{a,b}(x) = |a|^{-\frac{1}{2}} \psi \left( \frac{x-b}{a} \right) \quad (7)$$

where

$$||\psi^{a,b}|| = ||\psi|| = 1, \quad (8)$$

and $|| \cdot ||$ is the $L^2$-norm. The set of $\{\psi^{a,b} : a > 0, b \in \mathbb{R}\}$ is called a wavelet basis for $L^2(\mathbb{R})$. Given a mother wavelet function $\psi$, one can define a continuous wavelet transform (CWT), denoted by $\mathcal{W}_\psi$, of a function $f \in L^2(\mathbb{R})$, by

$$\mathcal{W}_\psi f(a,b) = \langle f, \psi^{a,b} \rangle = \int_{\mathbb{R}} f(x) |a|^{-\frac{1}{2}} \psi \left( \frac{x-b}{a} \right) dx. \quad (9)$$

If certain restrictions are imposed on the choice of wavelets, namely the admissibility criteria given by

$$C_\psi = \int_{\mathbb{R}} \left| \hat{\psi}(\omega) \right|^2 \frac{d\omega}{|\omega|} < \infty. \quad (10)$$

Then the inverse of the CWT can be calculated using

$$f = \frac{1}{C_\psi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathcal{W}_\psi f(a,b) \psi^{a,b} \frac{dadb}{a^2}. \quad (11)$$
The CWT can be useful in some applications, such as signal analysis, however, the
discrete wavelet transform (DWT) is more commonly employed for discrete data.

**Multiresolution Analysis.**

The DWT uses wavelets to create an orthonormal basis for the linear space of $\ell^2(\mathbb{Z})$
sequences which is used to decompose a discrete set of data into the coefficients. In
order to construct such wavelets multiresolution analysis (MRA) is used [6]. The
foundation of MRA is a sequence of nested subspaces, $\{V_j : j \in \mathbb{Z}\} \in L^2(\mathbb{R})$, which
satisfy the following four conditions.

1. 

$$\cdots \subset V_2 \subset V_1 \subset V_0 \subset V_{-1} \subset V_{-2} \cdots \subset L^2(\mathbb{R})$$  \hfill (12)

2. 

$$\bigcup_{j \in \mathbb{Z}} V_j = L^2(\mathbb{R})$$  \hfill (13)

3. 

$$\bigcap_{j \in \mathbb{Z}} V_j = \{0\}$$  \hfill (14)

4. 

$$f \in V_j \iff f(2^j \cdot) \in V_0$$  \hfill (15)

Though many subspace sequences satisfy Equations 12 - 14, the final condition
in Equation 15 requires each of the subspaces to be scaled versions of the central
subspace, $V_0$. This means that for every function $f_j \in V_j$ that there exists $f_0 \in V_0$
such that $f_j$ and $f_0$ are scaled versions of each other (same functional form but
compressed or expanded).
In order to create a wavelet basis, two additional properties are required. The first is that $V_0$ is invariant under integer translations, which is formally expressed as

$$f \in V_0 \Rightarrow f(\cdot - n) \in V_0 \quad \forall n \in \mathbb{Z}.$$  \hfill (16)

The final assumption is that there exists $\phi \in V_0$ such that

$$\{\phi_{0,n} : n \in \mathbb{Z}\}$$

is an orthonormal basis for $V_0$,  \hfill (17)

for all $j, n \in \mathbb{Z}$, and

$$\phi_{j,n}(x) = 2^{-j} \phi(2^{-j}x - n).$$  \hfill (18)

Equations 15, 17, and 18 imply that $\{\phi_{j,n} : n \in \mathbb{Z}\}$ is an orthonormal basis for $V_j \quad \forall j \in \mathbb{Z}$. In this case, $\phi$ is referred to as the scaling function. When the properties described in Equations 12-18 hold, then there exists a wavelet basis $\{\psi_{j,k} : j, k \in \mathbb{Z}\}$ of $L^2(\mathbb{R})$ where $
abla

$$P_{j-1}f = P_j f + \sum_{k \in \mathbb{Z}} \langle f, \psi_{j,k} \rangle \psi_{j,k}$$  \hfill (19)

where $P_j$ is the orthogonal projector onto $V_j$.  

To derive the wavelet $\psi$ from the scaling function, first define the orthogonal complement of $V_j$ in $V_{j-1}$ as $W_j$. Therefore

$$V_{j-1} = V_j \oplus W_j,$$  \hfill (20)

where

$$W_j \perp W_k \text{ if } j \neq k.$$  \hfill (21)
It then follows that for \( j < J \),

\[
V_j = V_j \oplus \bigoplus_{k=0}^{J-j-1} W_{J-k},
\]

which means

\[
L^2(\mathbb{R}) = \bigoplus_{j \in \mathbb{Z}} W_j.
\]

This then creates a way to decompose \( L^2(\mathbb{R}) \) into mutually orthogonal subspaces. These properties can now be used to derive \( \psi \) from the scaling function \( \phi \). Given that \( \phi \in V_0 \subset V_{-1} \) and \( \{\phi_{-1,n} : n \in \mathbb{Z}\} \) constitutes an orthonormal basis in \( V_{-1} \), then

\[
\phi(x) = \sum_{n \in \mathbb{Z}} h_n \phi_{-1,n}(x) = \sum_{n \in \mathbb{Z}} h_n \sqrt{2} \phi(2x - n),
\]

almost everywhere \( x \in \mathbb{R} \) where

\[
h_n = \langle \phi, \phi_{-1,n} \rangle
\]

and

\[
\sum_n |h_n|^2 = 1.
\]

Define \( g(x) \) such that

\[
g(x) = \sum_n g_n \phi_{-1,n}(x)
\]

where

\[
g_n = (-1)^n h_{-n+1}.
\]
So it follows that \( g \in V_{-1} \), however, \( g \notin V_0 \), therefore \( g \in W_0 \). The function \( g \) is then called the mother wavelet, making

\[
\psi = g = \sum_n (-1)^n h_{-n+1} \phi_{-1,n}
\]  

(29)

and

\[
\psi(x) = \sqrt{2} \sum_n (-1)^n h_{-n+1} \phi(2x - n).
\]

(30)

As an example of a MRA, select \( \phi \) such that

\[
\phi(x) = \begin{cases} 
1 & \text{if } 0 \leq x < 1 \\
0 & \text{otherwise.}
\end{cases}
\]

(31)

Then

\[
h_k = \langle \phi, \phi_{1,k} \rangle = \sqrt{2} \int \phi(x) \overline{\phi(2x - k)} dx = \begin{cases} 
\frac{1}{\sqrt{2}} & \text{if } k = 0, 1 \\
0 & \text{otherwise.}
\end{cases}
\]

(32)

Therefore,

\[
g_0 = (-1)^0 h_{-0+1} = h_1 = \frac{1}{\sqrt{2}}
\]

(33)

and

\[
g_1 = (-1)^1 h_{-1+1} = -h_0 = -\frac{1}{\sqrt{2}}
\]

(34)

which makes

\[
\psi = \frac{1}{\sqrt{2}} \phi_{-1,0} - \frac{1}{\sqrt{2}} \phi_{-1,1},
\]

(35)

or more simply

\[
\psi(x) = \begin{cases} 
1 & \text{if } 0 \leq x < \frac{1}{2} \\
-1 & \text{if } \frac{1}{2} \leq x < 1 \\
0 & \text{otherwise.}
\end{cases}
\]

(36)
Discrete Wavelet Transform.

Performing a DWT can be thought of as passing a function through a series of filters. These filters are the byproduct of the MRA process discussed above for a specific scaling function and mother wavelet pair. In the process of calculating the mother wavelet from a given scaling function, the original space $V_0$ is broken down into two complementary subspaces $V_1$ and $W_1$. Subspace $V_1$ can then be broken down into complementary subspaces $V_2$ and $W_2$, a process which can be continued ad infinitum in a cascading fashion.

By definition, $V_0$ can be defined by its basis vectors $\phi_{0,n}$. A function $f \in V_0$ can then be represented as coefficients for the basis vectors of $V_0$, by

$$f = \sum_n c_n \phi_{0,n}$$  \hspace{1cm} (37)

where

$$c_n = \langle f, \phi_{0,n} \rangle$$  \hspace{1cm} (38)

are the coefficients. These coefficients can then be used to calculate coefficients for the basis vectors composing the complimentary subspaces $V_1$ and $W_1$ using $\phi$ and $\psi$, respectively. Given that

$$\psi = \sum_n g_n \phi_{-1,n} = \sum_n \langle \psi, \phi_{-1,n} \rangle \phi_{-1,n} = \sum_n (-1)^n h_{-n+1} \phi_{-1,n}$$  \hspace{1cm} (39)
and

\[ \psi_{j,k}(x) = 2^{-j/2} \psi(2^{-j}x - k) \]  

\[ = 2^{-j/2} \sum_n g_n 2^{1/2} \phi(2^{1-j}x - 2k - n) \]  

\[ = \sum_n g_{n-2k} \phi_{j-1,n}(x), \]  

the coefficients for the basis vectors in \( \psi_{1,k} \) can be calculated by

\[ d_{1,k} = \langle f, \psi_{1,k} \rangle = \sum_n g_{n-2k} \langle f, \phi_{0,n} \rangle. \]  

Equation 43 can then be generalized for \( \psi_{j,k} \) by

\[ d_{j,k} = \langle f, \psi_{j,k} \rangle = \sum_n g_{n-2k} \langle f, \phi_{j-1,n} \rangle. \]  

Similarly the coefficients for the basis vectors of \( V_1 \) can be calculated. Starting with

\[ \phi_{j,k} = 2^{-j/2} \phi(2^{-j}x - k) \]  

\[ = \sum_n h_{n-2k} \phi_{j-1,n}(x), \]  

the basis coefficients can then be determined by

\[ c_{j,k} = \langle f, \phi_{j,k} \rangle = \sum_n h_{n-2k} \langle f, \phi_{j-1,n} \rangle. \]  

This process can be continued by finding the coefficients for the basis vectors of \( V_2 \) and \( W_2 \) from the coefficients in \( V_1 \), however, the number of coefficients remains constant. Therefore, the number of coefficients in \( V_2 \) is half the number of coefficients in \( V_1 \), and equal to the number of coefficients in \( W_2 \). This is accomplished by a process
called downsampling, which means that only every other coefficient value is retained. The splitting of the coefficients into two complimentary sets can be thought of as breaking the function down into detail coefficients, $d_{j,k}$, and coarse or approximation coefficients, $c_{j,k}$.

Due to the way in which these subspaces were initially defined, $h$ and $g$ above constitute what is known as a quadrature mirror filter (QMF) pair. One of the most important byproducts of this QMF relationship is the potential for perfect reconstruction of the original function from its coefficients. This ability for perfect reconstruction holds regardless of the depth of the decomposition and allows for, among many things, wavelet denoising.

### 3.2 Wavelet Denoising

Wavelet denoising is powerful regression like technique which can accurately estimate an unknown function from noisy data. This section will detail this estimation process by borrowing heavily from [8], one of the foundational works on the topic.

**Spatially Adaptive Methods.**

Define a signal $y = (y_1, y_2, \ldots, y_n) \in \mathbb{R}^n$ such that

$$y_i = f(t_i) + e_i, \quad i = 1, \ldots, n$$

(48)

where $f$ is an unknown function to be estimated, $t_i = \frac{i}{n}$ and $e = (e_1, e_2, \ldots, e_n)$ is independent and identically distributed normally as $N(0, \sigma^2)$. The estimate of $f$ is denoted $\hat{f}$ such that $f = (f(t_1), f(t_2), \ldots, f(t_n))$ and $\hat{f} = (\hat{f}(t_1), \hat{f}(t_2), \ldots, \hat{f}(t_n))$. The performance of $\hat{f}$ may be measured using the risk function $R(\hat{f}, f)$ where $E$ is the
expectation operator of the random variables and $|| \cdot ||$ denotes the $\ell^2$ norm on $\mathbb{R}^n$ by

$$R(\hat{f}, f) = \frac{E||\hat{f} - f||^2}{n}. \quad (49)$$

The best estimate of $f$ is the $\hat{f}$ which has the smallest risk value, $\min_{\hat{f}} R(\hat{f}, f)$.

In order to construct $\hat{f}$ the reconstruction formula $T(y, \delta)$ is used, which is used to represent any possible estimate function to include ordinary least squares and wavelet denoising. The reconstruction formula takes as input the noisy data $y$ and a spatial smoothing parameter $\delta$. Let $d(y)$ denote the data-adaptive choice for $\delta$. Then, the function for $\hat{f}$ is given by:

$$\hat{f} = T(y, d(y)). \quad (50)$$

As an example, consider the piecewise polynomial (PP) reconstruction, $T_{PP(D)}(y, \delta)$, which uses polynomials of degree $D$ to estimate $f$. In this instance, $\delta$ is a finite list of $L$ real numbers which defines the partitions of $f$. Let

$$1_{I_l} = \begin{cases} 
1 & \text{if } t_i \in I_l \\
0 & \text{if } t_i \notin I_l.
\end{cases} \quad (51)$$

Then $\hat{f}$ is estimated by

$$T_{PP(D)}(y, \delta)(t_i) = \sum_{l=1}^{L} \hat{p}_l(t_i) 1_{I_l}(t_i) \quad (52)$$

where $\hat{p}_l$ is the least squares polynomial estimate for the interval $l$.

Given the risk function in Equation 49, define the ideal risk given a reconstruction
formula as
\[ R(T, f) = \inf_{\delta > 0} R(T(y, \delta), f). \] (53)

This is the lowest possible risk, which in effect, is the selection of the best possible \( \delta \), denoted \( \delta^* \).

**Wavelet Reconstruction.**

Given \( y = \{y_i\}_{i=1}^n \) where \( y_i \) is defined as in Equation 48 and \( n = 2^J + 1, J \in \mathbb{Z}_+ \).

Construct an \( n \times n \) orthogonal wavelet matrix \( W \) with \( M \) vanishing moments, a support width of \( S \), and the low-resolution cut-off (the lowest level of deconstruction) as \( j_0 \). The wavelet coefficients for \( y \), denoted by \( w \), are derived as

\[ w = Wy, \] (54)

which can be inverted to yield

\[ y = W^T w. \] (55)

There are a total of \( n = 2^J + 1 \) wavelet coefficients which are indexed dyadically by

\[ w_{j,k} \quad (j = 0, \ldots, J; k = 0, \ldots, 2^J - 1) \] (56)

with the remaining element labeled as \( w_{-1,0} \). These coefficients correspond to row basis vectors of \( W \), denoted \( W_{j,k} \). This makes the inversion formula in Equation 55 equivalent to

\[ y_i = \sum_j \sum_k w_{j,k} W_{j,k}(i). \] (57)

The wavelet basis vectors, \( W_{j,k} \) are then the same vectors described in Equation 40.

Given the above derivation of the wavelet basis vectors, two important properties are known:
1. $W_{j,k}$ has vanishing moments up to order $M$ as long as $j \geq j_0$, and

2. Given that $j \geq j_0$, $W_{j,k}$ is supported in $[2^{j-j}(k-S), 2^{j-j}(k+S)]$.

Therefore, in order to determine if there is a significant change, as defined in [8], in $f$ near time $t$, one need only look at the wavelet coefficients at levels $j = j_0, \ldots, J$ and spacial indicies $k$ where $k2^{-j} \approx t$. If the absolute value of these coefficients is large, a significant change is said to have occurred at $t$.

Creating a reconstruction function using the above wavelet definition, define $\delta$ to be a set of indicies $(j,k)$, which makes

$$\hat{f} = T_{\text{Wave}}(y, \delta) = \sum_{(j,k) \in \delta} w_{j,k} W_{j,k}$$ (58)

**Ideal Risk.**

To determine the ideal risk of the wavelet reconstruction function in Equation 58, first consider the derivation of the wavelet coefficients described in Equation 54.

Since $y$ is composed of the function $f$ and normally distributed error, the expanded derivation becomes

$$w = \mathcal{W}y$$ (59)

$$= \mathcal{W}(f + e)$$ (60)

$$= \mathcal{W}f + \mathcal{W}e$$ (61)

$$= \theta + z,$$ (62)

where $\theta = \mathcal{W}f$ and $z = \mathcal{W}e$. Therefore,

$$w_{j,k} = \theta_{j,k} + z_{j,k}.$$ (63)
This means that the “white noise” from \( e \) affects all the wavelet coefficients equally, while the effect of the function’s coefficients are still limited to a small subset of coefficients.

Using Equation 63, define the \( \delta \) which achieves the ideal risk, \( \delta^* \), as the indices \((j, k)\) where the wavelet coefficients for the function are nonzero, \( \theta_{j,k} \neq 0 \). In effect, this removes all of the coefficients for \( y \) which would only contribute noise. Then, Properties 1 and 2 in Subsection 3.2 put a limit on the size of \( \delta^* \) since the coefficients \( \theta_{j,k} \) of \( f \) will all be equal to 0 except:

1. The coefficients at coarse levels, that is, where \( 0 \leq j < j_0 \), and;

2. The coefficients at levels \( j_0 \leq j \leq J \) where a breakpoint of \( f \) is contained in the associated interval \( [2^{-j}(k - S), 2^{-j}(k + S)] \).

Since there are only \( 2^{j_0} \) coefficients which could satisfy 1, and at most \((\# \text{ of breakpoints}) \times (2S + 1)\) coefficients which could satisfy 2, then

\[
|\{(j, k) : \theta_{j,k} \neq 0\}| \leq 2^{j_0} + (J + 1 - j_0)(2S + 1)L, \tag{64}
\]

where \( L \) is the number of partitions and \( |\cdot| \) is the cardinality.

Due to the orthogonality of the \( (W_j, k) \), the ideal risk for the wavelet reconstruction of \( f \) is

\[
R(T(y, \delta^*), f) = \frac{\delta^*|\sigma^2}{n} \tag{65}
\]

since \( \hat{f} = \sum_{(j,k) \in \delta^*} w_{j,k} W_{j,k} \).

**Practical Application.**

In practical applications, achieving the ideal risk using wavelet denoising is impossible since there is no way to discern what wavelet coefficients contribute to the signal
and which only contribute error. Therefore, when wavelet denoising is implemented it requires some other means of determining $\delta$. In most applications the data adaptive estimate for $\delta$, $d(y)$, is found through the use of a thresholding function.

Define a hard threshold where $w$ is a wavelet coefficient, $\lambda$ is a given threshold, and $|\cdot|$ is the absolute value by

$$\eta_H(w, \lambda) = wI_{|w|>\lambda}$$

(66)

and a soft threshold by

$$\eta_S(w, \lambda) = \text{sgn}(w)(|w|-\lambda)I_{|w|>\lambda}.$$  

(67)

The hard threshold then sets any $w$ where $|w| < \lambda$ to 0 while leaving the rest of the coefficients untouched. Soft thresholding sets any $w$ where $|w| < \lambda$ to 0 as well as subtracts $\lambda$ from all the remaining positive coefficients and adds $\lambda$ to all the remaining negative coefficients. In effect, soft thresholding shrinks the magnitude of all the wavelet coefficients by $\lambda$ or sets them to zero if they are too small.

The use of a thresholding function is motivated by the knowledge that only a small number of the wavelet coefficients, $\theta$, for $f$, are nonzero. Therefore if the threshold value, $\lambda$, is chosen such that it is larger than the magnitude of most of the noise coefficients, $z_{j,k}$, while being smaller than most signal coefficients, $\theta_{j,k}$, then thresholding can result in near-ideal risk. Much of the research in wavelet denoising is then focused on the fine tuning of $\lambda$.

One of the most popular choices for $\lambda$ is the minimax threshold which seeks to minimize the variation from the ideal risk. This minimax threshold is often estimated
using

\[ \lambda_{\text{minimax}} = 0.3936 + 0.1829 \times \frac{\log(N)}{\log(2)} \quad (68) \]

where \( n > 32 \) is the number of samples [27]. The estimate for \( f \), denoted \( \hat{f} \), is then found by

\[ \hat{f} = \mathcal{W}^T \hat{\theta} \quad (69) \]

where

\[ \hat{\theta} = \eta_S(w, \lambda_{\text{minimax}}). \quad (70) \]
IV. Phase Folding

This chapter details the theory behind the periodic signal decomposition methods to be employed in the following chapters. The approach is based on the work of Stobie and Hawarden in [59] and [60] in which the effects of two periodic signals are isolated in two beat period cepheids, a type of variable star. In [59] and [60] the authors attempt to identify the first periodic component of a signal, isolate it, and remove its impact from the original signal. This enables them to analyze the second periodic component with minimal interference from the first component.

In [60], a light curve is first created from the available data. The light curve is then folded based on the previously calculated period as a means of isolating its first component. Next, a mean curve corresponding to the primary signal is determined. From the mean curve, the residuals for each observation are found. The residuals are then searched for the second periodic component using a technique from [30]. Finally, a mean curve for the second component is found using the same method as that for the first component.

The remainder of this chapter is broken down into three sections which will expand upon and improve the process described by Stobie and Hawarden as well as characterize its effects. Section 4.1 will discuss the need for and the effects of phase folding. Section two will explore the sources of noise for phase folded signals. Finally, the three most popular period determination methods will be characterized.

4.1 Phase Folding

Phase folding is a technique commonly employed in light curve analysis which overlays information from successive periods of a signal onto the plot of a single period. This plot is then a function of phase, or the fraction of a period, as opposed
to the original light curve which was a function of time. Overlaying light curve data by periods creates a more data dense plot where the periodic behavior of the signal can be more easily identified. This section will describe in more detail the impact of this technique and if such a technique is mathematically justified for more complex signals.

**Motivation for Phase Folding.**

The primary benefit to phase folding, other than its potential ability to extract components, is the creation of a more data dense representation of the signal over one full period. A cursory analysis of this data dense representation would lead to the belief that such a technique would lead to a more accurate estimate of the underlying function since there are more points contained in the folded curve. Though this belief is well founded, it has yet to be proven. In order to prove that a more data dense representation of a signal improves its functional form fit, first consider the notation used in the wavelet denoising section above.

Consider a signal $y \in \mathbb{R}^n$ such that

\[
y_i = f(t_i) + \epsilon_i, \quad i = 1, ..., n \tag{48}
\]

\[
t_i = \frac{i}{n} \tag{71}
\]

\[
\epsilon_i \sim N(0, \sigma^2). \tag{72}
\]

The ideal risk (error) when denoising a signal using wavelets is a function of two components:

1. The coefficients at coarse levels, that is, where $0 \leq j < j_0$, and

2. The coefficients at levels $j_0 \leq j \leq J$ where a breakpoint of $f$ is contained in the associated interval $[2^{-j}(k - S), 2^{-j}(k + S)]$. 
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There are at most $2^{j_0}$ coefficients which satisfy the first condition and at most $(\# \text{ of breakpoints}) \times (2S + 1)$ coefficients which satisfy the second. Therefore, the ideal risk for the wavelet reconstruction of $f$ is

$$R(T(y, \delta^*), f) = \frac{|\delta^*| \sigma^2}{n}$$

where

$$|\delta^*| \leq 2^{j_0} + (J + 1 - j_0)(2S + 1)L$$

and $L$ is the number of partitions of the function.

Therefore, in order to prove that a more data dense function signal representation would lower the error it must be shown that

$$\frac{|\delta^*_n| \sigma^2}{n} \geq \frac{|\delta^*_m| \sigma^2}{m},$$

when $m > n$.

**Theorem 1** Let the signal $y$ be defined as in Equation 48 with the ideal risk given by Equation 53. If over the same time interval $y_i$ is sampled $m > n$ times, where $m = 2^{K+1}$ and $n = 2^{J+1}$ where $K, J \in \mathbb{Z}_+$ and $K > J$, then the ideal risk for the $m$ sample signal will be less than or equal to the ideal risk for the $n$ sampled signal.

**Proof** If the ideal risk for the signal with $m$ samples is less than the signal with $n$ samples, then

$$R(T(y, \delta^*), f)_n \geq R(T(y, \delta^*), f)_m$$

$$\Rightarrow \frac{|\delta^*_n| \sigma^2}{n} \geq \frac{|\delta^*_m| \sigma^2}{m}$$
since \( n = 2^{J+1} \) and \( m = 2^{K+1} \) for some \( K > J \) such that \( K = J + C_K \) where \( C_K \in \mathbb{Z}^+ \).

This makes \( m = 2^{C_K} n \), making the inequality which needs to proven to be

\[
\frac{\left| \delta_n^* \right| \sigma^2}{n} > \frac{\left| \delta_m^* \right| \sigma^2}{2^{C_K} n}.
\] (78)

In order to prove this, assume the opposite inequality and demonstrate a contradiction for both cases.

**Case 1** \( L > 0 \), Assume

\[
\frac{\left| \delta_n^* \right| \sigma^2}{n} \leq \frac{\left| \delta_m^* \right| \sigma^2}{2^{C_K} n}.
\] (79)

Multiplying both sides by \( n \) dividing both sides by \( \sigma^2 \) gives

\[
\left| \delta_n^* \right| \leq \frac{\left| \delta_m^* \right|}{2^{C_K}}.
\] (80)

Replacing \( \left| \delta^* \right| \) with the function for the count produces

\[
2^{j_0} + (J + 1 - j_0)(2S + 1)L \leq \frac{2^{j_0} + (J_m + 1 - j_0)(2S + 1)L}{2^{C_K}}.
\] (81)

Multiplying both sides by \( 2^{C_K} \) results in

\[
2^{C_K} \left( 2^{j_0} + (J + 1 - j_0)(2S + 1)L \right) \leq 2^{j_0} + (J_m + 1 - j_0)(2S + 1)L.
\] (82)

Replacing \( J_m \) with \( J + C_K \) makes the equation

\[
2^{C_K} \left( 2^{j_0} + (J + 1 - j_0)(2S + 1)L \right) \leq 2^{j_0} + (J + C_K + 1 - j_0)(2S + 1)L.
\] (83)
Rearranging the right side of the equation gives

\[ 2^{C_K} \left( 2^{j_0} + (J + 1 - j_0)(2S + 1)L \right) \leq 2^{j_0} + (C_K + (J + 1 - j_0))(2S + 1)L. \] (84)

Substituting \((J + 1 - j_0)\) with \(A\), and \((2S - 1)\) with \(B\) results in

\[ 2^{C_K} \left( 2^{j_0} + ABL \right) \leq 2^{j_0} + (C_K + A)BL. \] (85)

\[ = 2^{j_0} + C_K BL + ABL \] (86)

\[ = (2^{j_0} + ABL) + C_K BL \] (87)

Subtracting \((2^{j_0} + ABL)\) from both sides produces

\[ 2^{C_K} \left( 2^{j_0} + ABL \right) - (2^{j_0} + ABL) \leq C_K BL. \] (88)

\[ (2^{C_K} - 1) \left( 2^{j_0} + ABL \right) \leq C_K BL \] (89)

Dividing both sides by \(BL(2^{C_K} - 1)\) yields

\[ \frac{2^{j_0} + ABL}{BL} \leq \frac{C_K}{2^{C_K} - 1}. \] (90)

\[ \frac{2^{j_0} + ABL}{BL} \leq \frac{C_K}{2^{C_K} - 1} \] (91)

Which simplifies to

\[ \frac{2^{j_0}}{BL} + A \leq \frac{C_K}{2^{C_K} - 1}. \] (92)
Replacing the temporary variables gives

\[
\frac{2^{j_0}}{(2S - 1)L} + (J + 1 - j_0) \leq \frac{C_K}{2^{C_K - 1}}.
\] (93)

Since \(J \in \mathbb{Z}_+\) and \(J > j_0\), it is known that

\[
\frac{2^{j_0}}{(2S - 1)L} + (J + 1 - j_0) > 1
\] (94)

and that

\[
1 \geq \frac{C_K}{2^{C_K - 1}}.
\] (95)

Since \(C_K \in \mathbb{Z}_+\), this implies that

\[
1 < \frac{2^{j_0}}{(2S - 1)L} + (J + 1 - j_0) \leq \frac{C_K}{2^{C_K - 1}} \leq 1
\] (96)

which is a contradiction. Therefore the original assumption is wrong and

\[
\frac{|\delta^*_n|\sigma^2}{n} > \frac{|\delta^*_m|\sigma^2}{2^{C_K}n}.
\] (97)

**Case 2** \(L = 0\). Assume

\[
\frac{|\delta^*_n|\sigma^2}{n} \leq \frac{|\delta^*_m|\sigma^2}{2^{C_K}n}.
\] (98)

Multiplying both sides by \(n\) and dividing both sides by \(\sigma^2\) gives

\[
|\delta^*_n| \leq \frac{|\delta^*_m|}{2^{C_K}}.
\] (99)
Replacing $|\delta^*|$ with the function for the count makes the equation

$$2^{j_0} + (J + 1 - j_0)(2S + 1)L \leq \frac{2^{j_0} + (J_m + 1 - j_0)(2S + 1)L}{2^{C_K}}.$$  \hspace{1cm} (100)

Multiplying both sides by $2^{C_K}$ and replacing $L$ with 0 results in

$$2^{C_K} (2^{j_0} + (J + 1 - j_0)(2S + 1)0) \leq 2^{j_0} + (J_m + 1 - j_0)(2S + 1)0.$$  \hspace{1cm} (101)

$$2^{C_K} (2^{j_0}) \leq 2^{j_0}$$  \hspace{1cm} (102)

Dividing by $2^{j_0}$ produces

$$2^{C_K} \leq 1.$$  \hspace{1cm} (103)

Since $C_K \in \mathbb{Z}_+$, therefore $2^{C_K} > 1$, resulting in

$$1 < 2^{C_K} \leq 1.$$  \hspace{1cm} (104)

Which is a contradiction. Therefore

$$\frac{|\delta^*_n|\sigma^2}{n} > \frac{|\delta^*_m|\sigma^2}{2^{C_K} n}.$$  \hspace{1cm} (105)

Therefore, the ideal risk for the same function with more samples is less than that for fewer samples. Since the function in question is periodic, and the folded function has a lower error for $f$, the improvement in signal quality extends to any number of desired periods.
Formal Definition of Phase Folding.

Given $\tau > 0$ and a function $g$ where $g(t) = g(t + \tau)$ for all $t \in \mathbb{R}$, then $g \in P(\mathbb{R}, \mathbb{R})$ where $P(\mathbb{R}, \mathbb{R})$ is the set of all periodic functions from $\mathbb{R}$ to $\mathbb{R}$. If $g(t) = g(t + \tau)$ for all $t \in \mathbb{R}$, then $g(t) = g(\text{mod}_\tau(t))$ for all $t \in \mathbb{R}$ where

\[
\text{mod}_\tau(t) = \begin{cases} 
\cdots \\
 t - n\tau & \text{for } (n - 1)\tau \leq t < n\tau \\
\cdots 
\end{cases} \quad (106)
\]

Since the reverse also holds, $g(t) = g(\text{mod}_\tau(t))$ for all $t \in \mathbb{R}$ can be used as an alternative definition for a periodic function. Define the fundamental function $f$ for $g$ as

\[
f(t) = g(t)1_{[0, \tau)}, \quad (107)
\]

where $f$ is one full period of $g$ starting at $t = 0$, ending at $t = \tau$ and

\[
g(t) = f \circ \text{mod}_\tau(t) \quad (108)
\]

\[
= f(\text{mod}_\tau(t)) \quad (109)
\]

for all $t \in \mathbb{R}$.

Define the interval $I = [0, T]$ where $T > \tau$, then $g$ is in the periodic functions on the interval $I$ if $g(t) = g(\text{mod}_\tau(t)) \forall t \in \mathbb{R}$. Since $g$ is periodic on the whole real line it is periodic an any closed interval of $\mathbb{R}$. Therefore, $g(t) = g(\text{mod}_\tau(t)) \forall t \in I \subset \mathbb{R}$ so $g \in P(I, \mathbb{R})$. Define $t = (t_1, t_2, \ldots, t_n)$ where $t_i = \frac{i-1}{n}T$ and $y$ such that

\[
y(t_i) = g(t_i) + \epsilon_i \quad (110)
\]
for all $t \in \mathbf{t}$ where $\epsilon_i \sim \text{iid} N(0, \sigma^2)$.

Given $\mathbf{t}$ and $y(t_i)$ for all $t_i \in \mathbf{t}$, then the expected value for $g$ at $s_j \in \overline{\mathbf{t} \cap \mathbf{I}}$ where $\text{mod}_\tau(t_i) = \text{mod}_\tau(s_j)$ is

$$
\hat{g}(s_j) = E(y(s_j)) 
= E(g(s_j) + \epsilon_j) 
= E(g(s_j)) + E(\epsilon_j) 
= E(g(\text{mod}_\tau(s_j))) + 0 
= E(f(\text{mod}_\tau(s_j))) 
= E(f(\text{mod}_\tau(t_i))) 
= y(t_i).
$$

$y(t_i)$ is then the phase folded estimate for $g$ at $s_j$ since $g \in P(I, \mathbb{R})$.

Define $y$ phase folded over $\tau$ as the estimate for $g$ at each $s_j \in [0, \tau)$ where there exists a $t_i \in \mathbf{t}$ such that $\text{mod}_\tau(s_j) = \text{mod}_\tau(t_i)$, or $\forall t_i \in \mathbf{t}$

$$
y_{[0,\tau)}(\text{mod}_\tau(t_i)) = E(y(s_j)) 
= y(t_i).
$$

In effect, this phase folding creates a sample dense representation of the fundamental function of $g$, $f$, on $[0, \tau)$ which incorporates all the information from the original signal.

### 4.2 Noise Characteristics

This section will cover the noise characteristics of properly and improperly folded signals. The result of folding a solitary component signal will be covered first. Next
the effects of improperly folding a signal, folding it not over its period, will be discussed. Finally, the impact multiple components have on the residual values will be investigated.

**Single Component.**

Let a signal, $y$ be composed of a single periodic function $g$ and independent and identically distributed (iid) noise $\epsilon$, where $g \in P(I, \mathbb{R})$ with period $\tau$ and fundamental function $f$.

\[
y(t_i) = g(t_i) + \epsilon_i \tag{120}
\]
\[
t_i = \left(\frac{i - 1}{n}\right)T \quad T > \tau \tag{121}
\]
\[
i = 1, \ldots, n \tag{122}
\]

Phase folding $y$ over $\theta$ effectively condenses the signal down to the interval $[0, \theta)$ while still maintaining all the information from the original signal. Define a proper fold as the folding of a function over the period of the function being estimated, $\tau$. If the function undergoes a proper fold, meaning that $\theta = \tau$, the fold becomes

\[
y_{[0,\tau)}(\mod_\tau(t_i)) = E(y(s_j)) \tag{123}
\]
\[
= y(t_i) \tag{124}
\]

for all $t_i \in \mathbf{t}$. After a proper fold the iid error is not modified in anyway, only moved around. This means that the error sample is still iid.
Improperly Folded Signals.

In order to determine the effects of additional components on a folded signal, the impact of an improperly folded signal must first be analyzed. Consider the sine function in Figure 4, with a period of 1 second, and showing 3 periods over 3 seconds. The figure has 50 samples taken every \( \frac{6}{25} = .06 \) seconds, averaging 16.7 samples per period. These samples are indicated by the different color circles corresponding to the period in which they were taken. When properly folded at \( \theta = 1s \), this results in the function graphed as the magenta line in Figure 5. Other than the slight truncation, this new signal matches that of the true signal almost perfectly. It should also be noted that each pair of successive points from the first period contain a point from each of the successive periods between them.

![Figure 4. Original Signal.](image)

A slight error in the fold can have a noticeable effect on the resultant folded signal. Folds of the signal in Figure 4 over slightly larger periods (by 1% and 5%) can be seen in Figure 6a and Figure 6b respectively. This fold error creates a saw tooth like effect on the resultant signal caused by sampling from each slightly shifted version of
the true signal for every sample from the first period. A similar effect occurs when the fold is too small, as can be seen in Figure 7, where the sawtooth effect is reflected over the true signal. Depending on the shape of the signal being folded, errors from improperly folded signals generally increase the further the fold is from an integer multiple of the true period.

Figure 5. Properly Folded Signal.

Figure 6. Improperly Folded Signal - Large Fold.

When a signal has a sufficiently large number of periods folded over each other, even a small variation in the fold can make the signal indistinguishable from noise. However, this apparent noise will be distributed in the same way as that of a properly
folded signal as can be seen in Figures 8 and 9 where the left plot shows the phase
folded signal and the right plot show the histogram of the samples. This should come
as no surprise since the distribution of the function will not changed no matter what
the fold.

Multiple Component Signals.

Now that the effects of an improperly folded signal are understood, consider the
two component signal \( y(t_i) = g_1(t_i) + g_2(t_i) + \epsilon_i \) where \( g_1 \) has the period \( \tau_1 \) and \( g_2 \nolbreak\) has the period \( \tau_2 \neq \tau_1 \). Since \( \tau \neq \theta \), regardless of the fold chosen, at least one of the
component functions will be improperly folded. This means that there will always
be some signal error in addition to that resulting from \( \epsilon_i \). This error will be highly
correlated based on the functional form of the improperly folded signal as well as the
number of overlain folds.

Figure 10 contains the unfolded plot of a complete two component signal as well
as plots for both individual components. Component one is the wavelet test signal
called Blip, with a period of three (\( \tau_1 = 3 \)), and component two is a sine wave with a
period of five (\( \tau_2 = 5 \)). All three signals folded over \( \tau_1 \) are shown in Figure 11 along
with their wavelet denoised signal. If component two was not included, the denoised
Figure 8. Properly Folded Blip Signal. The left plot shows the phase folded signal and the right plot shows its histogram.
Figure 9. Improperly Folded Blip Signal - 1% Error. The left plot shows the phase folded signal and the right plot shows its histogram.
plots for the complete signal and component one would be identical. However, due to the impact of the second component, the complete signal folded over the first component’s period has some error as can be seen in Figure 12.

![Figure 10. Two Component Signal - Original.](image)

A similar, though less impactful effect can be seen when the signals are folded over the period for component two. Figure 13 shows the three signals folded over $\tau_2$ along with their wavelet denoised signals. Since the amplitude of the signal causing the noise, component one, is smaller than that of component two the impact on the complete signal is much smaller. This effect extends to the denoised signal which can be seen in more detail in Figure 14.

This section serves as an introduction to the effects of phase folding on various types of signals and provides a mathematical framework in which to discuss the folding process. These topics will be addressed in greater detail with special emphasis placed on component extraction, denoising, and period detection in later chapters.
Figure 11. Two Component Signal - Fold A.

Figure 12. Two Component Signal - Fold A Denoised.
Figure 13. Two Component Signal - Fold B.

Figure 14. Two Component Signal - Fold B Denoised.
4.3 Period Determination

The NASA Exoplanet Archive is an online resource aimed at collecting and analyzing astronomical data, specifically those associated with exoplanets. In addition to the raw data normally collected, such as light curves and radial velocity curves, derived parameters such as positions and temperatures are also available. One service offered by the NASA Exoplanet Archive is the creation of periodograms, a plot demonstrating the relative impact of a range of periods [37]. This service uses three different algorithms for period determination, which are then used to create the periodogram. These algorithms and their variations are widely used across the astronomical community described here.

**Lomb-Scargle.**

The so-called classic periodogram is based on the Discrete Fourier Transform (DFT). Consider the function

\[ y(t_i) = f(t_i) + \epsilon_i \text{ where} \]

\[ \epsilon_i \sim N(0, \sigma^2) \text{ and} \]

\[ i = 1, \ldots, n. \]

The DFT of \( y \), denoted \( FT_y(\omega) \), is then

\[ FT_y(\omega) = \sum_{j=1}^{n} y(t_j)e^{-i\omega t_j}. \]  

(125)

Using the DFT of the original signal, the classic periodogram is found by

\[ P_y(\omega) = \frac{|FT_y(\omega)|^2}{n}. \]  

(126)
Since there are an infinite number of frequencies at which the above function could be evaluated, common practice dictates that the evaluations be limited to \( \frac{n}{2} \) evenly spaced frequencies. The first problem with the classic periodogram is the characteristics of its inherent noise. Even with relatively low noise signals, the classic periodogram results in a noisy output that can not be improved even with more samples [49]. The second problem is that of spectral leakage, where the power of a given frequency leaks over into other frequencies. These leaks can effect close frequencies and distant frequencies due to a variety of reasons such as aliasing.

The first algorithm used by the NASA Exoplanet Archive is called the Lomb-Scargle (L-S) algorithm, and it is a modified version of the classic periodogram [49]. Instead of calculating \( P_y \) using the DFT, the L-S algorithm uses

\[
P_y(\omega) = \frac{1}{2} \left\{ \left[ \frac{\sum_j y_j \cos \omega(t_j - \tau)}{\sum_j \cos^2 \omega(t_j - \tau)} \right]^2 + \left[ \frac{\sum_j y_j \sin \omega(t_j - \tau)}{\sum_j \sin^2 \omega(t_j - \tau)} \right]^2 \right\}
\]

(127)

where \( \tau \) is defined using

\[
\tan(2\omega \tau) = \frac{\sum_j \sin 2\omega t_j}{\sum_j \cos 2\omega t_j}.
\]

(128)

This formulation constitutes a simple and well understood statistical behavior, and is equivalent to the original formulation with evenly sampled data, as well as being shift invariant.

The well known statistical behavior of the L-S periodogram is what provides superior utility to the original. Due to the method in which the L-S function is constructed, the power of the periodogram at a given frequency is exponentially distributed [49]. This means that the probability of random error creating any given spike in the periodogram can be easily determined. Therefore, a researcher need only put limits on
their allowable error in order to automate the L-S as a means of period detection.

**Box-fitting Least Squares.**

The L-S algorithm is a powerful method of finding periodic behavior in noisy signals, however, due to its reliance on trigonometric functions it is ill suited to the detection of more "blocky" periodic signals. This means the L-S algorithm would be very capable at detecting periodic behavior of pulsating variable stars, but would perform much more poorly in the detection of periodic behavior of transiting exoplanets. The second available method in the NASA Exoplanet Archive is the Box-fitting Least Squares (BLS) algorithm, which has been designed to detect these more "blocky" periodic signals [29].

The BLS algorithm assumes that a given periodic signal has two states, $H$ and $L$, which stand for high and low respectively. Since the algorithm was designed to find transiting exoplanets, $L$ should only be present for a small fraction of the signal at periodic intervals. The low state is therefore in effect when the exoplanet is transiting in front of the star, and high at all other times. For a period of length $P_0$, the low state should only be in effect for $qP_0$ where $q$ is assumed to be small (approximately $0.01 - 0.05$). Since $H = \frac{-Lq}{1-q}$, the BLS algorithm is focused on finding the best estimate for only four parameters: $P_0$, $q$, $L$, and $t_0$ (the epoch of the transit).

Given a signal as in Equation 48, each $y(t_i)$ is assigned a weight $w_i = \sigma_i^{-2} \left[ \sum_{j=1}^{n} \sigma_j^{-2} \right]^{-1}$. This causes the arithmetic mean of $y_iw_i$ to be zero. The weighted signal is then folded over each of the trial periods, the periods to be tested, and the new series is then indexed using $\tilde{y}_i$ and weights $\tilde{w}_i$. A step function is then fit to the folded signal with the low amplitude dip, $\hat{L}$, on the interval $[i_1, i_2]$ and the high amplitude baseline, $\hat{H}$, on the intervals $[1, i_1)$ and $$(i_2, n]$. The time spent in $\hat{L}$ is then characterized by the sum of the weights of data points in the interval $[i_1, i_2]$, denoted $r$. 

60
To find the period of the signal, the minimum value of $D$ is found for each period, where for a given $(i_1, i_2)$ pair and a particular fold,

$$D = \sum_{i=1}^{i_1-1} \tilde{w}_i(y_i - \bar{H})^2 + \sum_{i=i_2+1}^{n} \tilde{w}_i(y_i - \bar{H})^2 + \sum_{i=i_1}^{i_2} \tilde{w}_i(y_i - \bar{L})^2$$  \hspace{1cm} (129)

$$= \sum_{i=1}^{n} \tilde{w}_i y_i^2 - \frac{s^2}{r(1 - r)}$$  \hspace{1cm} (130)

where

$$s = \sum_{i=i_1}^{i_2} \tilde{w}_i y_i.$$  \hspace{1cm} (131)

Since $\sum_{i=1}^{n} \tilde{w}_i y_i^2$ doesn’t change, the value of the periodogram from any particular fold choice is

$$SR = \max \left\{ \left[ \frac{s^2(i_1, i_2)}{r(i_1, i_2)[1 - r(i_1, i_2)]} \right]^{\frac{1}{2}} \right\}.$$  \hspace{1cm} (132)

The proper period is then the point on the periodogram where $SR = (H-L)\sqrt{r(1 - r)}$.

In practical applications the algorithm generally splits the work into bins, the number of which depends on $q$. Though computationally intensive, BLS is a powerful algorithm for detecting transiting exoplanet-like periodic behavior.

**Plavchan.**

When attempting to determine the period, both L-S and BLS make assumptions as to the nature of the signal. L-S assumes that the signal is the sum of sinusoidal functions, and BLS assumes there there is only a single dip in the signal which is both narrow and shallow. If a truly autonomous period detection method is desired, neither of these assumptions are justified and a more general approach would be
necessary. One of the most popular near-agnostic period detection methods is called Phase Dispersion Minimization (PDM) [57].

Similar to BLS, PDM folds the signal in question over a set of trial periods. Once folded, the signal variance, $\sigma^2$ is calculated for the whole signal. The signal is also broken up into a set of bins, which may or may not be disjoint. The sample variance, $s^2_j$, for each bin is then calculated, where $s^2$ is the weighted sum of all variances over all $j$. The value $\Theta = \frac{s^2}{\sigma^2}$ is then used as the statistic to determine the best choice of a period. If the tested period is not the true period then $s^2$ will be approximately equal to $\sigma^2$, making $\Theta \approx 1$. When testing the actual period of the signal, $\Theta$ will reach a local minimum, potentially near zero.

This third period detection method provided by the NASA Exoplanet Archive is a binless variation on the standard PDM method, where BLS is a binned variation [45]. Instead of using $\Theta$ as the measure of a correct period, Plavchan uses the $\chi^2$ difference between the original light curve and the smoothed light curve (using a boxcar method) for the worst 25 data points. The periods which minimize this $\chi^2_{25}$ value are then considered the best choice for the signals period.

**Areas for Improvement.**

When attempting to decompose a complex signal into its periodic component pieces, it was found that even slight variations in the proposed period can have a significant impact on the result. Since in the general case, no assumptions can be made as to the nature of the components, both the L-S and the BLS algorithms are alone poor choices for period detections algorithms. Variations on PDM, such as Plavchan, attempt to overcome these problems by not making any assumptions on the signal, however Plavchan uses a very naive approach to signal smoothing which could be greatly improved. Means of improving these methods, through the incorporation
of wavelet smoothing techniques and knowledge about the resultant noise of additional components, are proposed and compared to these standard period detection methods in Chapter VII.
V. Improved Signal Quality

Phase folding’s primary purpose is to improve the quality of an extracted periodic signal. To accomplish this, successive periods of the signal of interest are overlayed to increase the sample density of one full period. The phase folded signal is then smoothed, or denoised, using one of any number of possible techniques to determine the best estimate for the signal. The basic mechanics of this process are well understood and have been used for years by scientists, especially astronomers and cosmologists, in order to study a variety of periodic signals.

Though phase folding is widely used and accepted as a viable signal analysis technique, very little effort has been put forth to understand the effects of different types of variability on the extracted signal. This variability may originate from different folds, sampling rates, and additional components. This chapter is concerned with exploring the practical aspects of the theoretical work discussed previously, with respect to the effects from different types of variability, and the synergistic benefits of combining phase folding and wavelet denoising to mitigate these effects. The following sections will examine the effects of different folds on signal quality, how sampling variations can effect the resultant signal, and if the benefits of phase folding extend to signals with multiple components.

5.1 Fold Effects

In this section the effects of different folds on a signal will be investigated. The first topic to be covered will be even folds, where the complete signal is composed of a single component with an integer number of periods. Next, the effects of uneven, or noninteger, periods on the fold will be examined. These two topics will cover the extent of period variability which may be encountered when using real world data.
Integer Folds.

In the most basic example of phase folding, an integer number of periods are overlain in order to increase the number of samples for a single period. This results in a repetitive sampling pattern in the folded signal, which holds for the whole signal length. Recall, the periodic signal \( y(t_i) \), where

\[
y(t_i) = g(t_i) + \epsilon_i
\]

\[
t_i = \left( \frac{i - 1}{n} \right) T
\]

\[
i = 1, \ldots, n
\]

Take two successive samples, \( t_i \) and \( t_{i+1} \), from the unfolded signal where \( \lfloor \frac{t_i}{\tau} \rfloor = \lfloor \frac{t_{i+1}}{\tau} \rfloor \), meaning they were taken from the same period. Once the signal is folded over \( \tau \), there will be exactly \( m - 1 \) samples between \( t_i \) and \( t_{i+1} \), where \( m = \frac{T}{\tau} \). These \( m \) samples (counting one of the end point samples) can result in three different possible sampling patterns.

If the sampling rate for the original signal is such that \( t_i + k \cdot \tau = t_j \) for some \( k \in \mathbb{Z}_+ \), \( t_i \), and \( t_j \), causes \( t_i \) and \( t_j \) to map to the same location. Since \( y_r(t_i) \) may not equal \( y_r(t_j) \), and wavelets are not designed to deal with repeated measures, it is recommended that the average value of the repeatedly sampled points be substituted before any wavelet denoising techniques are applied. The second possibility is that the number of samples per period and the number of periods in the signal are so perfectly related that the folded signal has evenly spaced samples. In this case, a wavelet denoising technique is perfectly suited to denoising the folded signal.

The finally possibility, which is more likely than the other two, is that the folded signal will result in a sampling rate with a repeated pattern every \( m \) samples. This means that \( t_{i+1} - t_i = t_{i+m+1} - t_{i+m} \) for all \( t_i < t_{n-m-1} \), however \( t_{i+1} - t_i \) may not
be equal to $t_{i+2} - t_{i+1}$ depending on the sampling pattern caused by the folds. There are a wide variety of possibilities for this pattern that are all based on the number of samples per period and the number of periods in the signal. Due to the vast number of possible sampling patterns, it is difficult to determine their effects on the wavelet denoising process. However, since the sampling patterns are all functions of the number of samples per period and the number of periods in the signal, the effects of varying these two parameters can be tested in their stead.

To test the effect that the number of samples per period and number of periods have on the denoised signal, quality test signals must first be chosen. In wavelet denoising research, the ten test signals shown in Figure 15 are used most often [33]. These signals were chosen to test the versatility of wavelet denoising techniques by incorporating as many difficult-to-denoise signal characteristics as possible. Therefore, these signals will be used for testing purposes throughout the remainder of this dissertation.

Each of the test signals was sampled at three different levels ($2^7$, $2^9$ and $2^{11}$ samples), using three different levels of noise (SNRs of 5 dB, 15 dB, and 25 db), and with one to 100 periods. This resulted in a total of $3 \times 3 \times 100 = 900$ different simulations, each of which was repeated 100 times and the mean mean squared error (MSE) was recorded. It was expected that the MSE using the standard approach (denoising without phase folding) would result in more error with more periods and that the folded signal would remain relatively constant with respect to the number of periods. Higher noise (lower SNR) was expected to raise the error of both approaches, however, cause a greater variation between the two denoising techniques as the number of periods increased. Sample size was anticipated to lower the error of both approaches and potentially mitigate the effects of more periods.

The shape of each test signal was presumed to have some effect on the MSE as
well. Shapes with rapid variations, such as the Doppler and Bumps, were thought to cause a more rapid increase in difference between the standard approach and the phase folded approach as the number of periods increased. Whereas smoother signals such as HeaviSine, Parabolas, and Time Shifted Sine were predicted to somewhat mitigate the effects of increased periods.

As can be seen in Figures 16, 17, and 18, a lower SNR (more noise) increased the baseline level of error for all three sample levels as was expected. There was also an increase in the difference in noise between the standard approach and the phase folded approach as the number of periods increased, while the phase folded approach remained relatively constant. This effect seemed to plateau, however, once a certain noise level was reached, a level that appears to be constant with respect to the test signal, regardless of the number of samples.

An increase in the number of samples appears to increase the number of periods
Figure 16. Mean Squared Error of Blip Integer Fold Simulation Results - $2^7$ Points.

Figure 17. Mean Squared Error of Blip Integer Fold Simulation Results - $2^9$ Points.

Figure 18. Mean Squared Error of Blip Integer Fold Simulation Results - $2^{11}$ Points.
necessary to reach the error plateau. In Figure 16a, the noise plateau is reached at approximately the 20 period point, whereas it seems to take to about 70 periods for an SNR of 25 for the Blip folded signal with $2^9$ samples (Figure 17a). Figures 18a and 18b do not reach the error plateau, and appear to still be increasing in error with more periods, especially for larger SNRs. The plateau is finally reached for a SNR of 5 (Figure 18c) at around the 60 period point. Therefore, there appears to be a maximum MSE for the Blip signal which is constant with respect to SNR and sample size.

![Graphs showing MSE for different signals](image)

Figure 19. Mean Squared Error for $2^{11}$ Points with an SNR of 5 dB.

![Graphs showing MSE for different signals](image)

Figure 20. Mean Squared Error for $2^{11}$ Points with an SNR of 5 dB.

Figures 19, 20, and 21 show the MSE for the standard and phase folded denoising techniques for samples of size $2^{11}$ and an SNR of 5 dB for each of the remaining test signals. These figures demonstrate a similar pattern to that of the Blip test signal shown in Figure 18c with $2^{11}$ points and an SNR of 5 dB. Each signal appears to
have a error plateau for the standard approach, and a lower, nearly constant, error for the phase folded method. The error plateaus vary by signal and have rates for obtainment which are independent of the plateau error level.

The highest error plateaus occurred with the Time Shifted Sine followed by Heav{i}sine, Angles, Doppler and Wave. All of these signals, with the exception of Angles, have a sinusoidal component, as does, to a lesser extent, Blip. Those signals with the lowest MSE plateau are Parabolas, Bumps, and Step. Blocks falls somewhere in the middle for standard error plateaus. The rapid changes of Doppler and Wave appear to create higher error levels, however, this is obviously not the case for Bumps.

The shapes in Bumps and the shape of Parabolas are very similar in form to that of $db4$, the wavelet used to denoise all the signals. It is believed that this similarity helps to lower the error plateau. It is also theorized that the piecewise constant nature of Step and Blocks helps to lower the peak error. Changing the wavelet used to denoise the signals is expected to have a significant impact on the plateau error. The effects of different wavelet choices on signal denoising will be explored in a later section.

A final point of interest is the large spikes in error for the Bumps signal at periodic intervals. The first anomaly appears at the 8 period point where the error level dips by a small fraction. Similar effects occur for every period which is an integer multiple
of 8, higher error for even multiples, lower error for odd, and with the largest effect
being a more than doubling of the MSE for 64 periods. Similar effects were observed
for the Bumps signal at different levels of sample size and error. It is believed that
these jumps in MSE are the result of the interaction between the test signal, the
number of periods, and the sampling rate and that they will disappear with small
modifications to the rate or period.

**Non-Integer Folds.**

In real-world data, it is highly unlikely that the gathered signal will consist of an
exact integer number of periods. Therefore, the effects of non-integer folds must be
examined. In order to accomplish this, a simulation of each of the 10 wavelet test
signals for sample sizes of $2^7$, $2^9$, and $2^{11}$ and SNR levels of 25 dB, 15 dB, and 5 dB
were folded over 500 different periods between 2 and 15.5 periods.

In addition to the effects discussed in the previous subsection, it was expected
that lower non-integer folds would result in higher error due to signal distortion from
the perspective of the wavelet, and that these effects would diminish for more periods.
For example, a signal consisting of 2.5 periods, once folded, would result in 1.5 as
many samples over a given interval in the first half of the signal as compared to the
same interval in the last half of the signal. Since the DWT treats the samples as
evenly spaced, it was thought that this may increase error. With larger numbers of
periods, such as 15.5, the difference between the first half of the signal and last half
of the signal drops to a sample multiplier of 1.06, meaning that the impact should be
smaller than with a smaller number of periods.

After conducting the simulation, it was found that the initial assumptions were
correct. The gradual changes as in the previous subsection were still observed for the
standard method. Also, the increase in error at non-integer folds was also observed
which decreased in impact as more full periods were added. An excellent example of this effect can be seen in Figure 22. The phase folded MSE has a diminishing sinusoidal type shape, which is essentially smooth at the 12 periods point.

![Figure 22. Blips - $2^{11}$ Samples and SNR of 5 dB.](image)

5.2 Sampling Effects

In the previous section, two types of period variability were discovered. In a similar fashion, this chapter aims at investigating the effects of various types of sampling on the resulting error. The first topic to be examined is the effect of evenly spaced samples which contain no variation in the sampling rate. Unevenly sampled data will be examined next, in which there is random variation in the time between samples. Finally, the impact of sample sizes other than powers of two will be explored.

**Even Samples.**

Even sampling is the most basic form of sampling used in denoising applications. In evenly sampled data, each sample has the same distance between its neighbor(s) as any other sample. This type of sampling is ideal for the wavelet which does not take
Table 2. Even Sample Simulation Factors and Levels.

<table>
<thead>
<tr>
<th>Samples</th>
<th>$2^7$, $2^9$, $2^{11}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Periods</td>
<td>5, 7, 11</td>
</tr>
<tr>
<td>Amplitude Multiplier</td>
<td>.1, .5, 1</td>
</tr>
<tr>
<td>SNR</td>
<td>25, 15, 5</td>
</tr>
</tbody>
</table>

into account the time variable. To test the effects of even sampling on MSE, each of the 10 wavelet test signals were tested using a full factorial design encompassing all of the 81 possible combinations of factor levels found in Table 2. Each of the 810 simulations was run 100 times, and their average used as the best estimate of the true performance.

While the phase folded technique was believed to be superior for all combinations, it was expected that more periods would result in a greater difference between the standard and phase folded resulting MSEs. Larger sample sizes were also anticipated to lower the error, however since sample size should effect both the standard method and the phase folded method, these effects should be comparatively minimal. Higher levels of noise (lower SNR) was thought to have a bigger impact on the standard approach, resulting in better performance for the phase folded technique. The amplitude multiplier was assumed to have no effect on the performance since the added noise is simply a function of the signal power. Finally, it was expected that the different signals would result in small variations in MSE differences in a similar way as those seen in the fold analysis section previously.

As can be seen in Figure 23a, lower periods result in a smaller error difference than higher periods. However, since the number of periods do not differ greatly, this difference is relatively small. It is to be expected that this difference would be more noticeable if there were a wider range of periods. More samples actually appear to lower the difference in mean MSE as can be seen in Figure 23b. This is once again
likely a result of the periods, and a higher number of periods will likely shrink these differences.

Figure 24a shows the effect that noise has on the differences in error. Lower noise levels results in smaller mean MSE, while higher noise level increases these differences. The amplitude multiplier, surprisingly, has a noticeable effect on the difference in means of the MSEs. After further investigation it was found that all of the amplitude multipliers have the same distribution of error (just on different scales). The apparent lack of various levels of mean MSE for the .1 amplitude multiplier is because all of the variation fits in one of the histogram bins.
Finally, Figure 25 shows the effects of the various test signals on the difference in mean MSEs. Bumps appears to have very little difference between the standard and phase folded MSE. This again is likely due to the small numbers of periods. More periods would result in a larger difference. Other signals, such as Blocks, had a much larger range of mean MSE values.

**Uneven Samples.**

To test the effects of uneven samples, the same factors and levels found in Table 2 were used. The only difference in experimental setup between this simulation and that for the even samples was in how the time values were created. For the uneven samples simulation, the appropriate number of samples were taken from a uniform distribution. This means that there were no consistent differences, spacing-wise, between samples like those used in the even sample experiment.

It was assumed that the same effects as those demonstrated by the even samples would be observed, however, with a slightly larger baseline error. Since this increased baseline error would be experienced by both the standard and phase folded
approaches, the resultant distributions for error were expected to be nearly identical
to those found for the even sample simulation. As can be seen in Figures 26-28 these
assumptions were well founded, and results follow that as discussed for even samples.

![Figure 26. One Signal Uneven Samples Mean MSE Difference Comparison.](image)

(a) Periods  
(b) Samples

To test the baseline increase in error, the same experiments used for the integer
fold analysis (Section 5.1) were ran on the unevenly sampled test signals. This means
that for each test signal, all 2,700 possible choices for factor levels from Table 3 were
simulated 100 times each, the means of which were recorded. The results can be seen
in Figures 29-32. Note that the difference in errors between the two types of sampling
are nearly identical. The strange effects due to specific periods for the Bumps signal

![Figure 27. One Signal Uneven Samples Mean MSE Difference Comparison.](image)

(a) Noise  
(b) Amplitude Multiplier

Figure 27. One Signal Uneven Samples Mean MSE Difference Comparison.
also seem to have disappeared when the samples became uneven (Figure 32). This means that the anomalous error was an artifact due to an interaction between the sampling rate and the signal shape.

Non-Powers of Two.

Due to the way in which wavelets are constructed, wavelet denoising programs require sample sizes to occur in powers of two. In real world data this is rarely the case, therefore, the data must either be discarded or extended in some way. Since it is inadvisable to discard already gathered data, most scientist apply some extension process to data sets that are not of standard lengths. This extension process is usually
Figure 29. Sample Type Comparison for Mean Squared Error for 2^{11} Points with an SNR of 5 dB.

Figure 30. Sample Type Comparison for Mean Squared Error for 2^{11} Points with an SNR of 5 dB.

Figure 31. Sample Type Comparison for Mean Squared Error for 2^{11} Points with an SNR of 5 dB.
conducted in one of four ways.

The first way scientists extend their data sets is by simply adding zeros before and after the gathered data until the desired length is reached, called zero padding (zpd). The second approach, called constant padding (cpd), repeats the first and last values out to accomplish the same goal. Since these approaches are very naive in nature they are rarely used. A third and more commonly used method is the symmetric padding method (sym), where the signal is lengthened by reflections at the end points. The final method is called periodic padding (ppd), where the signal is considered to be periodic and is repeated appropriately before and after the true signal.

Before testing these methods, it was conjectured that the worst performing method would be the zpd since none of the signals start or end at 0. This would simply cause a sharp drop off at the end of the signal that the wavelet would need to model, most likely having a detrimental effect on the error. It was also thought that the cpd would have a similar negative effect on the MSE, though not to the extent of the zpd approach. The sym and ppd approaches were believed to be the best choices depending on the signal shape.
Table 4. Sample Variation Factors and Levels.

<table>
<thead>
<tr>
<th>Samples</th>
<th>128, 129, …, 512</th>
</tr>
</thead>
<tbody>
<tr>
<td>Periods</td>
<td>5, 7, 11</td>
</tr>
<tr>
<td>Amplitude Multiplier</td>
<td>1</td>
</tr>
<tr>
<td>SNR</td>
<td>25, 15, 5</td>
</tr>
</tbody>
</table>

Using the factors and levels shown in Table 4, each of the nine combinations were simulated 100 times using the number of samples as the independent variable, the average of these runs was used to represent them. Shown in Figure 33 is a typical resultant graph. It was found that zpd produced the highest MSE for all cases and that the ppd was the best performing approach, with slightly better mean MSE than sym in almost every instance. Since Figure 33 contains sample sizes of three different powers of two without any noticeable effect on the errors, it appears that having too few samples, if extended appropriately, will have little to no effect on the observed error when using the phase folding method of denoising.

Figure 33. Sample Size Comparison for Mean Squared Error for $2^{11}$ Points with an SNR of 5 dB - Angels.
5.3 Multiple Components

The final section of this chapter is concerned with improving the extracted signal quality when the signal consists of two or more components. To accomplish this the signal is folded over the period of each of its components in turn. Once folded over a given period, the signal is denoised using the wavelet method discussed throughout this chapter. The denoised component is then subtracted from the original signal and the process continues until all components have been extracted. Once all components have been removed, they are added together to get the best estimate for the original signal.

To test the validity of this approach, two component signals will be explored first, followed by three component signals. This section is only concerned with the extraction of components using phase folding for the purpose of improving the signal quality of the original signal. Improving the quality of the extracted components while phase folding will be covered extensively in the next chapter.

Two Components.

To test the ability of phase folding to improve signal quality over the standard approach, signals composed of two components were tested first. These signals were created by first producing each periodic component separately over the same time interval and then adding them together. These components consisted of each pair of different wavelet test signals, as provided in Figure 15. Once the complete signal was created, the appropriate level of error was calculated based on the signal power and desired SNR, then added to the signal. The phase folding extraction method was then used on the signal to get the best possible estimate of the original (before noise was added) signal.

The simulation used to test this process consisted of testing each of the $10 \times 9 = 90$
possible combinations of wavelet test signals (meaning that the same signal shape was not used for both components simultaneously). Each possible signal combination was tested at three different sample sizes, $2^7$, $2^9$, and $2^{11}$, and three different levels of noise, SNR of 25 dB, 15 dB, and 5 dB. The possible periods for each of the components were 5, 7, and 11. Once again, only one of the components would have any of the given periods at a time making $3 \times 2 = 6$ total possible combinations of periods.

Finally, each component was also multiplied by a constant value to simulate the interaction of two signals of different amplitudes. These amplitude multipliers were .1, .5, and 1. These modifiers were allowed to be repeated in a single signal, making the total possible combinations of amplitude multipliers equal to $3 \times 3 = 9$. This makes the grand total of $90 \times 3 \times 3 \times 6 \times 9 = 43,740$ simulations, each of which were ran 100 times and the average MSE recorded. A table summarizing the possible factors and levels can be found in Table 5.

The phase folding method was anticipated to perform better than the standard approach in nearly all instances, except perhaps in a small number of cases where random variations may give some small edge to the standard approach. To compare

---

**Table 5. Improved Signal Quality - Two Components Factors and Levels.**

<table>
<thead>
<tr>
<th>Signals</th>
<th>Step, Wave, Blip, Blocks, Bumps, HeaviSine, Doppler, Angles, Parabolas, Time Shifted Sine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samples</td>
<td>$2^7$, $2^9$, $2^{11}$</td>
</tr>
<tr>
<td>Periods</td>
<td>5, 7, 11</td>
</tr>
<tr>
<td>Amplitude Multiplier</td>
<td>.1, .5, 1</td>
</tr>
<tr>
<td>SNR</td>
<td>25, 15, 5</td>
</tr>
</tbody>
</table>
the two approaches, the differences in mean MSE were computed between the standard and the phase folding approaches such that positive values reflect a lower mean MSE from the phase folding method. The simulation results shown in Figure 34 fit the assumed distribution nearly perfectly, with negative values (where the mean MSE from the standard approach was less than that from the phase folding approach) consisting of only 2.63% of the total simulations. These negative results were almost exclusively limited to cases with low noise levels and high sample sizes. This caused the difference in mean MSE between the two methods to be so small that random variation caused the standard approach to outperform the phase folding approach in a limited number of cases.

![Image of Figure 34: Two Signals Mean MSE Difference.](image)

It was seen in previous simulations that small numbers of periods resulted in a smaller gap between the resulting phase folded and standard MSEs. When distorted components are used as a base for the denoised signal, these small gaps can be eroded almost completely. Random variations then have the potential to give a slight edge
to the standard approach in a limited number of situations. Figures 35 and 36 show the effect of noise levels and sample sizes on the results. Higher noise levels (lower SNR) improved the performance of the phase folding method relative to the standard approach, while lower sample sizes appeared to have the same effect.

![Figure 35. Two Signals Mean MSE Difference - Noise.](image1)

![Figure 36. Two Signals Mean MSE Difference - Points.](image2)

To test the effects of the various factors on the phase folding mean MSE, a simple linear regression was ran. Using the parameters in Table 6, and a significance level
of .05, it was found that the period for component one was not significant (P-value = 0.163), while the period for component two was (P-value = 0.028). The mean MSE increased on average as amplitude for component 1 (P-value < 0.001), amplitude for component 2 (P-value < 0.001), the number of samples (P-value < 0.001), and the SNR (P-value < 0.001) increased and as the number of periods for component 2 decreased (P-value < 0.001). Additionally, it was determined that the order in which components were extracted had no significant effect on the MSE (P-value = 0.301). These results are given in Table 6. The model resulted in an adjusted coefficient of determination of 0.902, which was only increased to 0.922 with the addition of the test signals to the model. When added to the model, all test signals were found to be significant, however blip was found to be of only moderate significance when used as either signal and parabolas was only moderately significant when used for the second signal. Effects of the other parameters remained significant (or not) as for the model which didn’t include the test signals as predictor variables.
Table 7. Improved Signal Quality - Three Components Factors and Levels.

<table>
<thead>
<tr>
<th></th>
<th>Step, Wave, Blip, Blocks, Bumps, HeaviSine, Doppler, Angles, Parabolas, Time Shifted Sine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samples</td>
<td>27</td>
</tr>
<tr>
<td>Periods</td>
<td>5, 7, 11</td>
</tr>
<tr>
<td>Amplitude Multiplier</td>
<td>.1, .5, 1</td>
</tr>
<tr>
<td>SNR</td>
<td>25, 15, 5</td>
</tr>
</tbody>
</table>

Three Components.

The final test for the effectiveness of the phase folding denoising approach was to denoise signals consisting of three components. The simulation combined all of the $10 \times 9 \times 8 = 720$ possible combinations of three test signals at each of the three noise levels. Each of these combinations was then tested using the $3 \times 3 = 27$ possible choices for amplitude multipliers and $3 \times 2 \times 1 = 6$ combinations of periods to bring the number of simulations up to $720 \times 3 \times 6 = 349,920$. Due to this vast number of combinations only signals with $2^7$ samples were used. These factors and corresponding levels are summarized in Table 7.

Using the information from the previous simulation, it was expected that there would be a slightly higher fraction of instances where the standard approach produced a lower error than the phase folding method. This was expected due to the the added variation caused by the additional components coupled with the use of lower periods for each component. However, it was believed that these variations would be counteracted by the use of only $2^7$ samples for each of the simulations, which would
cause an improved result in the previous simulation.

The results shown in Figure 37 demonstrate an increased level of negative values (standard method produced lower mean MSE) constituting 12.9% of the simulations. A further investigation into the underlying causes of these negative values found that nearly all of them were the result of the highest levels of noise. The stacked histogram shown in Figure 38 shows that the variation in performance at the SNR of 5dB (closely) approximates a normal distribution. This result implies that it is difficult to discern a difference between the performance of the phase folding method and the standard approach, although overall, in the majority of scenarios (81.1%), the phase folding method produced lower mean MSE.

These results were opposite of those seen in the two signal simulations, where the higher noise improved the performance of the phase folding approach over that of the standard approach. A decrease in the sample size had a similar effect, where small sample sizes cased the phase folding approach to outperform (lower MSE) the
standard approach. It is believed that, when combined with such high levels of error, that there were not a sufficient number of samples to counteract the effects of the increased components, which caused the extracted components to have higher levels of noise. To test this hypothesis, a simulation with $2^9$ samples was ran with a SNR of 5dB. The results of this simulation, shown in Figure 39, clearly show that the phase folding approach outperforms the standard approach with a higher sample size and a SNR of 5db.

This chapter demonstrated the utility of combining phase folding and wavelet denoising to improve signal estimation. The effect of different periods on the process were explored and found to have little to no effect on the overall signal quality, while sample size and error levels had an impact. Different sampling rates and counts were also investigated and found to cause little to no variation in overall signal quality. Finally, it was discovered that for signals composed of multiple periodic components, removing each component in turn using the phase folding and denoising approach improved the quality of the extracted signal in nearly every instance when compared to basic wavelet denoising. Further, overall signal mean MSE was not affected by the
order in which the components were extracted. The process of extraction individual components and their effects on the overall signal MSE will be covered in the next chapter.
VI. Component Extraction

In the previous chapter, the phase folding approach outperformed the standard method in nearly every situation. However, these improvements appeared to diminish with an increase in the number of components used to create the signal. This chapter focuses on improving the quality of the extracted components which is desirable in its own right, and is expected to improve the quality of the denoised signal as a whole.

This investigation consists of two main sections, the first of which looks at the basic component extraction technique, as well as various points of interest in component extraction such as order of extracted components, the interaction of the periodic components, and the effects of wavelet selection. Finally, the second section proposes a new method of component extraction aimed at lowering the MSE of each extracted component.

6.1 Iterative Denoising

For each of the component parts, the iterative denoising method involves folding the signal over the component’s period, denoising the signal using the wavelet method, and subtracting the denoised component from the signal. Once each component has been removed, the best estimate of the complete signal consists of the sum of all the components. This section will take a close look at this process for signals composed of two and three components.

Two Components.

In order to investigate the performance of the iterative denoising method’s effectiveness in component extraction, a set of test signals was required. For this simulation, the same test signals described in Table 5 were used, constituting a total of
43,750 different simulations each of which was ran 100 times and the results averaged to remove the effects of random variation. It was expected that the errors for each of the components would be approximately equal to 50% of the error for the signal as a whole, that is, each component contributes equally to the error rate for the signal.

Figure 40 shows the histograms for the MSEs of the first and second components extracted using the iterative denoising method. These distributions look nearly identical with the exception of a significantly large percentage of the total simulations residing in the first bin for Component 2 than that for Component 1. This means that the error for the second extracted component was lowered by removing the first component.

![Figure 40. Two Component Signal - Component MSEs.](image)

Other effects seen in previous simulations were also replicated in this experiment. The first of which was the impact of noise, lower noise levels resulted in lower MSEs for both components. More samples also helped to lower the error for each component. The period counts for each signal had little to no effect, while the amplitude multiplier lowered error with lower multiples. The effect of amplitude multiplication is to be expected since lower signal amplitude results in lower noise. Holding all other factors
and levels equal, this results in the signals with smaller amplitude always having lower mean MSE values.

In order to determine the effect of individual component’s MSE on the overall signal MSE a regression model using the error of each component as predictors for the complete signal error was constructed. This model resulted in a coefficient of determination (adjusted) of .9127, indicating the errors of each component are almost exclusively able to predict the error of the complete signal. The regression model produced component parameter estimates of $\approx .90$ for both of the components error, and an intercept of $\approx 0$. This implies that while some error may counteract or exacerbate each other, that lower component error equates to lower signal error. Therefore, if the component extraction technique were to be improved even further, it would most likely improve the MSE of the complete signal estimate. This topic will be explored further later in the chapter.

**Three Components.**

To test the extraction of three signal components using the iterative denoising method, the same simulation and levels were used as in the previous three component signal test which are summarized in Table 7. It was assumed that the same trend seen in the two component extraction experiment above would continue in the three component case. The only expected change was for an increase in the errors for each component since the addition of more components increases the noise.

Figure 41 shows the resulting histograms for the 349,920 simulations for each of the extracted components. Once again the most noticeable trend is the compression of the histogram for each successive component. Component 3, therefore, has significantly less error than Component 1, so much so that both axes scales were changed to account for it.
Once again, running a regression model was constructed using the component MSEs as predictors for the complete signal MSE. It was found that the component errors had a significant ability to predict the overall signal error with a coefficient of determination (adjusted) value of .9699. The parameter estimates for component 1, component 2, and component 3 were 1.077, 1.126, and 0.869 respectively. These results once again demonstrate a relationship between the errors for individual components and the complete signal error. This relationship will be exploited in Section 6.2 in order to improve the overall signal quality.

**Harmonic Periods.**

One large potential drawback to the iterative denoising approach to component extraction is the prospect of components with harmonic frequencies. When extracting components with harmonic frequencies, the iterative denoising approach may not be able to completely remove the effects of the other components. This is due to the fact that the same pieces of other components occur at the same points when folded over another component’s period, compounding the effect.

To test the impact of these harmonic frequencies, a simulation similar to the two component extraction experiment was ran using periods of 5, 10, and 15. The factors and levels of the experiment are summarized in Table 8. It was anticipated that
Table 8. Harmonic Effects Experiment - Two Components Factors and Levels.

<table>
<thead>
<tr>
<th>Signals</th>
<th>Step, Wave, Blip, Blocks, Bumps, HeaviSine, Doppler, Angles, Parabolas, Time Shifted Sine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samples</td>
<td>2^7, 2^9, 2^11</td>
</tr>
<tr>
<td>Periods</td>
<td>5, 10, 15</td>
</tr>
<tr>
<td>Amplitude Multiplier</td>
<td>.1, .5, 1</td>
</tr>
<tr>
<td>SNR</td>
<td>25, 15, 5</td>
</tr>
</tbody>
</table>

there would be nearly identical differences between the phase folding and standard approaches for both choices of period. However, the component errors were expected to be significantly higher for the harmonic frequencies due to the compounding error effect previously discussed. Other factors such as SNR and amplitude multipliers were believed to have the same effect as seen in previous experiments.

Figure 42 shows the histograms of the standard MSE minus the phase folded MSE for both the harmonic and prime periods. Surprisingly, the iterative denoising approach performed better with harmonic periods than prime periods. In retrospect, this should have been obvious since both components were essentially denoised twice, each time improving the picture of the whole signal more. This effect would, therefore, have an obviously negative impact on the MSEs of both components, which can be seen in Figures 43 and 44 where errors were essentially doubled.

When the effect of the individual factors were investigated, the only noticeable difference was the effect of period order on component extraction. In the prime period case, period order had little to no effect on the MSE of the component. For the harmonic periods the higher the frequency (more periods) of the first component
Figure 42. Two Component Signal Harmonic and Prime Period Comparison.

Figure 43. Two Component Signal - Component 1 - Harmonic and Prime Period Comparison.
extracted, the lower the MSE of both components. Figure 45 shows the effect that the period of component 1 has on the MSE of both components.

Figure 44. Two Component Signal - Component 2 - Harmonic and Prime Period Comparison.

Wavelet Selection.

The choice of the wavelet used to denoise a signal can have a large effect on the resultant MSE. To test the effect of seven different wavelets on the test signals, an experiment using the factors and levels summarized in Table 9 was ran. This
experiment consisted of extracting the sole component of the signal for 610 simulations ran for each of the 7 different wavelets. It is was assumed that the more similar a wavelet is to the signal, the lower the MSE. This means that shapes such as Step and Blocks were assumed to have lower MSEs when denoised with the haar wavelet, while more sinusoidal signals such as HeaviSine, Parabolas, and Time Shifted Sine would have lower MSEs with higher order Daubechies wavelets.

Figures 46-49 show the distribution of the phase folded MSE for each of the wavelets by test signal. Overall, the db4 wavelet appears to have the lowest MSE of the 7 wavelets tested, while the haar by far has the worst. The various signals appear to have a similar distribution across all the wavelets tested, leading to the conclusion that any effort to optimize component extraction by matching wavelets to signal shape would not be fruitful.
Figure 46. Wavelet Effect on Phase Folded MSE.

(a) sym5

(b) sym7

Figure 47. Wavelet Effect on Phase Folded MSE.
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Figure 48. Wavelet Effect on Phase Folded MSE.

Figure 49. Wavelet Effect on Phase Folded MSE - db4.
Effects of Variation.

In the previous chapter it was found that order did not affect the total error, however, in this chapter it was found to effect the quality of the extracted components. After a component was extracted, subsequent component extractions appeared to have lower mean MSEs. The expected cause of this phenomenon was that the extraction of earlier components removed variation, which resulted in a cleaner signal for subsequent component extractions. When this analysis was expanded to encompass all of the 43,740 two component simulations, it was found that in the majority of the cases (61.2%) component 1’s mean MSE was higher than component 2’s mean MSE. These results show there is an order effect on the component mean MSEs, however, that this effect does not extend to all combinations of factor levels.

One potential cause for this discrepancy among the simulations was the effect of components inherent variation. It was theorized that for the 38.8% of the cases where the second component had a higher mean MSE than the first component would have a smaller overall effect on the signal than the second component. It was found that in 96.9% of cases where the amplitude multiplier for the first component extracted was higher than that for the second component, the first component had a higher mean MSE than the second component. In a similar effect, it was discovered that in 79.8% of the cases where the amplitude multiplier for the second component was greater, that it also had the higher mean MSE.

6.2 Improved Component Extraction

Throughout this chapter two insights suggested a means in which to improve the signal quality even further than through a simple iterative denoising approach. The first of which was the verification that the more accurately individual components could be extracted, the lower the error in the overall denoised signal. The second
insight was that the order of extraction, and the inherent variation of the components extracted, effected the mean MSE of the components. The aim of this section is to improve extracted component quality, which will improve the overall signal quality, by utilizing this knowledge.

To accomplish this goal, three methods of improved component extraction will be tested. The first method extracts signal components in several permutations and only saves a component when it is the last extracted (ordered extraction). Method two (amplitude extraction) extracts the components with the highest effect on variation first in an effort to lower the mean MSE of subsequent components. The third method (recursive extraction) combines these two approaches by first extracting components in order of effect on variability (amplitude extraction), which is followed by a recursive component update process similar to the process used in method one. Finally, all three methods will be compared and the areas in which they excel will be discussed.

**Ordered Extraction.**

In Section 6.1 it was discovered that while order had little to no effect on the overall mean MSE of the denoised signal, it did influence the mean MSE of the different components. It was found in 61.2% of cases that the earlier in the iterative phase folding and denoising process a component was removed, the higher the component’s mean MSE. Leveraging this phenomenon for a signal with \( n \) components, the ordered extraction technique performs \( n \) complete iterative denoising operations, extracting a different component last for each of the \( n \) runs, saving the last component extracted. In effect, this results in each component being removed last by the iterative denoising operation.

To test this extraction technique, the factors and levels summarized in Table 10 were used. This resulted in a total of 14,580 different combinations of factors and
Table 10. Improved Component Extraction - Two Components Factors and Levels.

<table>
<thead>
<tr>
<th>Signals</th>
<th>Step, Wave, Blip, Blocks, Bumps, HeaviSine, Doppler, Angles, Parabolas, Time Shifted Sine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samples</td>
<td>$2^7$</td>
</tr>
<tr>
<td>Periods</td>
<td>5, 7, 11</td>
</tr>
<tr>
<td>Amplitude Multiplier</td>
<td>.1, .5, 1</td>
</tr>
<tr>
<td>SNR</td>
<td>25, 15, 5</td>
</tr>
</tbody>
</table>

levels where the mean of 100 simulations was used as the representative value. It was expected that in roughly 60% of cases, when the mean MSE for component 1 was greater than that for component 2 using the iterative denoising method, that the mean MSE for component 1 would be less using ordered extraction than that observed for the basic iterative denoising method, since component 1 was, in effect, removed later in the process. Since component 2 was removed in the exact same fashion using both algorithms, no difference between its mean MSE was expected for the two algorithms. It was also believed that the overall signal mean MSE would decrease since the mean MSE of one of its components was expected to decrease while the other stayed constant.

It was found that in 82.5% of the cases, the mean MSE for component 1 was lower using the ordered extraction method then when using the basic iterative approach. Therefore, in 89.5% of the cases where the mean MSE for component 1 was less than that for component 2 using the basic iterative method, the ordered method improved (lowered) the mean MSE of component 1. This result far exceed the expected improvement of only 60% of cases, and demonstrates that order is in fact an
important factor in component extraction. Though the ordered extraction technique
did not change the mean MSE of component 2, since both methods extracted the
second component in the exact same way, it ultimately resulted in a lower mean MSE
for the complete signal in 74.2% of cases by an average of 10.1%. These results are
summarized in Table 11.

**Amplitude Extraction.**

The amplitude extraction technique attempts to lower the mean MSE of the com-
ponents by extracting the components with the largest effect on the signal variability
first. This process is conducted by extracting each component from the noisy signal
individually while noting the variability of the resultant residuals. Once completed,
the component which, when extracted, lowered the residual variability the most was
removed and the process started over using these residuals as the signal. This process
proceeds until all of the components have been extracted.

It was believed that the amplitude extraction technique would improve the mean
MSE for the components and complete signal in approximately 50% of the 14,580
simulations, the same as those summarized in Table 10. The 50% estimate was
proposed to incorporate all of the instances in which the amplitude of component 2
was higher than component 1 (33.3% of the instances), and half of the instances in
which the amplitude multipliers for the signals were equal (16.6% of the instances).

The amplitude extraction technique result, summarized in Table 11, show an
improvement in mean MSE for component 1 in 60.0% of the instances and no change
in 28.1% of the instances. This result is in stark contrast to the results for component
2, where in only 13.9% of the instances was the amplitude method mean MSE less
than that of the basic iterative denoising approach. These changes in component mean
MSE values caused a near equal number of instances where the amplitude extraction
technique outperformed the basic iterative denoise technique for full system error (36.7\%), and where the amplitude technique performed worse (35.23\%).

Recursive Extraction.

The recursive extraction technique attempts to take advantage of the benefits of both the order extraction technique and the amplitude extraction technique. First the components are extracted using the amplitude extraction technique, where the component which lowers the residual variation the most is extracted first. The components are then updated using an order extraction type approach, where the last component extracted using the amplitude technique is considered a clean component. The clean component is subtracted from the original noisy signal, the remaining components are then extracted from this updated noisy signal in the same order used in the amplitude extraction phase. The component extracted last is then considered to be clean.

This process continues, adding a new component to the clean component list until no more components remain to be extracted. These new, clean, components are now an updated version of the original extracted components. This process can then be repeated, flipping the order of component extraction each iteration, as many times as desired. It was believed that this hybridized method would improve the component mean MSE values as well as the complete signal mean MSE for all of the signals at each iteration up to a point at which there would be diminishing returns for further updates.

With a single update round the recursive extraction technique resulted in an improvement over the basic iterative denoise approach in 83.3\% and 23.8\% of cases, for components 1 and 2 respectively. Overall, with only a single update round, the recursive extraction technique improved over the base iterative denoise method in
89.6% of the instances while improving in at least one component in only 84.1% of cases. This means that, for a limited number of instances, that both component errors increased while the complete system error decreased.

Using two update rounds, the recursive method improved over the basic iterative method in 76.1% of cases for component 1, and 34.8% cases for component 2. Resulting in improvement over the basic iterative technique for the whole signal in 80.2% of the instances. Once again, in a small number of case (1.2%), the error for both components increase while the error for the complete signal decreased. The results for the recursive extraction technique, for both one and two update rounds, as summarized in Table 11.

Comparison of Improved Extraction Techniques.

Table 11 shows a summary of the different extraction methods as well as the percentage of instances in which they outperformed the original iterative denoising algorithm. For overall system error the best performing algorithm was the recursive extraction technique with a single update round. The recursive extraction with a single update outperformed every other algorithm in the majority of the various factor and level combinations and most of the time with the largest margin. However, the algorithm with the lowest component error was the order extraction technique. This was a surprising result because the order technique could only possibly improve upon component 1’s mean MSE, since it used the same method as the basic algorithm to extract component 2.
Table 11. Percentage of Instances in which Mean MSE Improved by Extraction Method.

<table>
<thead>
<tr>
<th>Extraction Method</th>
<th>Updates</th>
<th>Improved Mean MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Comp 1</td>
</tr>
<tr>
<td>Ordered</td>
<td>−</td>
<td>82.5%</td>
</tr>
<tr>
<td>Amplitude</td>
<td>−</td>
<td>60.0%</td>
</tr>
<tr>
<td>Recursive</td>
<td>1</td>
<td>83.3%</td>
</tr>
<tr>
<td>Recursive</td>
<td>2</td>
<td>76.1%</td>
</tr>
</tbody>
</table>
VII. Period Detection

Without the correct period it becomes very difficult, if not impossible, to isolate the periodic components of a signal. Therefore, an accurate period detection method is one of the most important tools needed for a successful automated periodic component extraction system. Section one discusses the difficulties of creating such a system as well as a potential tool for an improved implementation. The second section explores the three most predominately used algorithms and their effectiveness in various situations. The final section proposes a new method of period detection based on the iterative phase folding technique, and compares its performance to the industry standards.

7.1 Component Effects

The addition of more components to a system increases the difficulty of period detection in two key ways. Part one covers the difficulty which arises from the addition of error as a result of each new component. The second section discusses the exponential growth of the solution space which accompanies the linear growth of components.

Inherent Error.

In Chapter V the effects of various factors on the quality of denoised signals was tested. When the signals summarized in Table 2, which consisted of only a single signal with even samples and prime periods, the largest mean MSE found was 0.0174 while the average mean MSE was 0.0014. With the addition of another component (signals summarized by Table 5), the largest mean MSE and average mean MSE jumped up to 0.0761 and 0.0056 respectively. In both the largest and average cases,
there was approximately a four fold increase in the level of mean MSE observed. Therefore, the addition of more components to a signal greatly increase the observed error, and consequently, lowers the chance of an accurate period detection.

In addition to the increased error as a result of more components, there is the compounding effect of improper folds for component extraction. Since the increase in components raises the error levels, it becomes more difficult to accurately determine the period of a component. If the period of a component is not exactly determined, it creates additional error for subsequent components (discussed in Section 4.2), making the detection of their period even more unlikely. There is then a cascading effect where the estimate for each successive period is worse than the last.

**Solution Space.**

The addition of more components to a signal increases the signal error and causes the accurate detection of component periods to become more difficult. These additional components also bring with them an exponential growth in the solution space. This exponential growth comes from two effects, the first is the need to check for more periodic components. If a researcher wishes to check $n$ periods for a one component signal, they would then need to check $n^k$ periods for a $k$ component signal. The second cause for exponential growth of the solution space is the additional error discussed previously. Since more components increase the error, which concurrently increases the difficulty of accurate period detection, in order to maintain a level of accuracy, more periods must be tested for each component.

The shape of the solution space can also cause a researcher to increase the number of tested periods. Consider the solution space, created using the Phase Dispersion Minimization (PDM) detection algorithm, of the two component signal described in Table 12. The solution space, shown in Figure 50, indicates the best estimate for the
two periods where the $\Theta$ statistic (where $\Theta$ is the bin variance divided by the signal variance as used by the Phase Dispersion Minimization algorithm) reaches its global minimum. As can be seen in the green and blue lines crisscrossing in Figure 50, there are a large number of candidates which may achieve the lowest $\Theta$. These green and blue lines represent a deep, yet narrow, dips in $\Theta$ that occurs suddenly, with little or no gradual change indicating a local minimal value for $\Theta$. These characteristics of the solution space mean that many of the most popular methods of determining a global minimum value will be ineffective.

<table>
<thead>
<tr>
<th>Property</th>
<th>Component 1</th>
<th>Component 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td>Blocks</td>
<td>Blip</td>
</tr>
<tr>
<td>Amplitude Multiplier</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Periods</td>
<td>17</td>
<td>31</td>
</tr>
<tr>
<td>Samples</td>
<td>$2^{11}$</td>
<td></td>
</tr>
<tr>
<td>Noise</td>
<td>5dB</td>
<td></td>
</tr>
</tbody>
</table>

### 7.2 Current Approaches

Section 4.3 discusses the theory behind three of the most commonly used period detection algorithms in light curve analysis. Two of the algorithms, Lomb-Scargle (L-S) and Phase Dispersion Minimization (PDM), show great promise as signal agnostic algorithms, whereas Box-fitting Least Squares (BLS) has a more limited application. The limitations of BLS, and its resultant unsuitability to a general automated system, will be discussed first. Following that will be an in depth look at both the L-S and PDM methods, specifically at their ability to ascertain the period of a series of signals.
Box-fitting Least Squares.

As discussed in Section 4.3, BLS assumes that a signal operates in only two states, a high and a low state. It is also assumed that the signal is in the low state only a small percentage of the time, on the order of 1%. To find the period of a signal, BLS uses these assumptions to fit the block-like signal with a near constant amplitude and a single short drop to every test period. The fold with the corresponding best fitting block signal is then considered the period.

Since the BLS algorithm puts such stringent requirements on the signal in order to be effective, it is a poor choice for a signal agnostic algorithm. Due to this shortcoming, and the shapes of the test signals which do not follow this predefined shape, the BLS algorithm was not explored further than a simple cursory test. In that test, the BLS algorithm was unable to determine the period of a single test function even at the lowest noise levels.
The L-S algorithm is an offshoot of the Discrete Fourier Transform (DFT), which in essence attempts to fit a series of sinusoidal waves to the signal under investigation. The fit of these waves can be evaluated in such a way so that they follow a well known statistical distribution, the exponential distribution. Due to this relatively unique feature, a researcher can set strict limits on their desired error levels.

Though the ability to set these error limits hints at a more autonomously-friendly period detection algorithm, L-S still makes the assumption that the signal is a mix of sinusoidal waves. Though this assumption can be a limiting factor, it is not so strict as to make the algorithm inadmissible like the BLS algorithm. In order to test the effectiveness of the L-S algorithm, a period detection simulation was conducted, the factors and levels of which are summarized in Table 13.

Each of the 10 signals was simulated with 4 different periods at the same amplitude multiplier of 0.1. They were then sampled at 3 different rates and at 3 different noise levels, resulting in $10 \times 4 \times 3 \times 3 = 360$ simulations. Each simulation was then ran
25 times, and the returned periods recorded for each iteration. It was assumed that the L-S algorithm would perform best for the sinusoidal signals such as wave and HeaviSine, while performing poorly for the more blocky signals and jumpy signals such as Step and Bumps respectively.

It was determined that the best means of evaluating the accuracy of the L-S algorithm was by noting the percent correct for each run of 25. A correct period was defined as one in which the estimated period for the algorithm was ±1 from the true period. Surprisingly, it was found that L-S performed the worst when detecting the period for the wave signal with only a 1% accuracy for 900 total simulations, while scoring a perfect 100% for the step function. L-S also performed well with the parabolas function and the blip function with 100% and 99.6% accuracy respectively, while the remainder of the signals had between 30% and 50% accuracy.

The L-S algorithm also performed better with higher periods, scoring in the 70% range for 29 and 43 periods and only about 30% for 5 and 17 periods. More samples also appeared to help the L-S algorithm by going from 39.5% accuracy for 2⁷ samples up to 61.5% accuracy at 2¹¹ samples. Interestingly, the level of noise had nearly no impact with accuracy in the 50% range for all three noise levels. Overall, the L-S algorithm averaged 53.3% accuracy for all simulations and runs. These results are all summarized in Tables 14-17.

**Phase Dispersion Minimization.**

PDM and its offshoots are probably the most widely used period detection algorithms in light curve analysis. The basic algorithm has been around since 1978 and was first developed by Stellingwerf, and has had many variations developed since [57, 45]. PDM uses a similar approach to BLS in that it folds the signal over every test period. Whereas BLS attempts to fit a function to the data for every fold, PDM
takes a more signal agnostic approach and simply compares the variation in a series of bins to the variation of the signal as a whole. The period of the function is considered found when the inter-bin variation reaches its lowest fraction of the overall signal variance.

In order to test the effectiveness of PDM to accurately determine the period of various signals, the same signals used to test the L-S algorithm were employed. Each of these signals, summarized in Table 13, were subjected to the PDM algorithm 25 times and their results recorded. Once again, a period was deemed correct if it was ±1 of the true period.

Due to the signal agnostic nature, it was predicted that the PDM method would perform equally well for nearly every signal with the exception of Bumps, Doppler, and Wave. It was thought that these three signals have such rapid variation that they may vary too much in the different bins to get an accurate estimate. It was also believed that the more samples and the less noise the better the results, while the period count was believed to be of little to no consequence.

It was found the PDM had between 80% and 95% accuracy for 8 of the 10 signals, with the exception of Bumps (61.1%) and Wave (37.2%). These results lined up well the predicted results, with the exception of Doppler which outperformed expectations, reaching 91.2% accuracy. It was also determined that the number of periods had little to no effect, with the accuracy in the range of 82%±5%. The sample size appeared to have an effect on accuracy, increasing with more samples from 64.3% with $2^7$ samples to 93.4% with $2^{11}$ samples. Finally, only the highest error level, SNR of 5dB, lowered the accuracy of PDM down to 66.7% from the 87.3% and 88.8% at the 15dB and 25dB levels respectively. The PDM method averaged an accuracy level of 80.98% overall.
7.3 Revised Approach

Throughout this dissertation the synergistic benefits of combining phase folding and wavelet denoising have been expounded. Due to the previous results it was believed that these two tools could be combined to create an improved period detection algorithm. This section looks at one possible method of creating a phase folding/wavelet denoising period detection algorithm and compares its performance to that of the L-S and PDM methods discussed previously.

Wavelet Phase Dispersion Minimization.

One of the key properties of BLS, L-S, and PDM is that each of them attempt to, in their own way, fit some sort of function to the data in order to ascertain its period. For BLS this consisted of fitting a block signal with a single dip to every test fold. L-S attempted to fit a series of sinusoidal waves to the signal to find the period. Finally, PDM created a series of bins in which variation for the bin mean was recorded and used to detect periodicity, essentially attempting to fit a piecewise constant function to the signal. Each algorithm is therefore making some inherent assumptions as to the underlying nature of the signal.

One of the greatest benefits of wavelet denoising, especially when combined with different choices of wavelets, is the nearly complete signal agnostic way in which a best fit line is drawn. In order to use this powerful tool to create a period detection algorithm, one key concept from the original PDM algorithm was used. To test for the periodic signal, the PDM algorithm creates a $\Theta$ statistic where $\Theta = \frac{s^2}{\sigma^2}$ for each test period. The $\Theta$ value is in effect comparing the residuals of a piecewise constant functional fit to the variation of the whole signal.

The Wavelet Phase Dispersion Minimization ($\mathcal{W}$-PDM) algorithm uses this same concept to create its own $\Theta$ value. The $\mathcal{W}$-PDM algorithm folds the signal over
each of the test periods. After the signal has been folded, a best fit line is drawn using wavelet denoising. The $W$-PDM then calculates its $\Theta$ statistic by dividing the variation of the residuals from the best fit line by the variation of the original signal. The test folded signal with the lowest $\Theta$ value is then considered to be folded over the correct period.

**Performance Comparison.**

To test the performance of the $W$-PDM algorithm, the same simulated signals used to test the L-S and PDM algorithms were used, which are summarized in Table 13. Each simulation consisted of 25 runs in which the $W$-PDM algorithm determined its best estimate of the period. For each run, the $W$-PDM algorithm was considered to have accurately determined the period if the returned period was $\pm 1$ from the true period.

Tables 14-17 show the results of all the simulations summarized by the different factors. When broken out by signals, $W$-PDM had the best performance for 3 of the 10 signals, while coming in second for the remaining 7. When broken up by periods, samples, and SNR, $W$-PDM had the best overall performance with the highest scores in 3 of 4, 2 of 3, and 3 of 3 instances respectively. Overall, the $W$-PDM algorithm outperformed the other two, averaging 82.2% accuracy over all simulations compared to 81.0% for PDM and 53.3% for L-S.
Table 14. Percentage of Correct Period Detection by Signal.

<table>
<thead>
<tr>
<th>Signal</th>
<th>L-S</th>
<th>PDM</th>
<th>W-PDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>angles</td>
<td>35.0%</td>
<td>92.9%</td>
<td>91.1%</td>
</tr>
<tr>
<td>blip</td>
<td>99.6%</td>
<td>81.1%</td>
<td>89.6%</td>
</tr>
<tr>
<td>blocks</td>
<td>32.9%</td>
<td>86.4%</td>
<td>85.4%</td>
</tr>
<tr>
<td>bumps</td>
<td>36.6%</td>
<td>61.1%</td>
<td>63.9%</td>
</tr>
<tr>
<td>doppler</td>
<td>40.0%</td>
<td>91.2%</td>
<td>88.7%</td>
</tr>
<tr>
<td>heaviSine</td>
<td>39.3%</td>
<td>87.2%</td>
<td>89.1%</td>
</tr>
<tr>
<td>parabolas</td>
<td>100.0%</td>
<td>85.7%</td>
<td>89.6%</td>
</tr>
<tr>
<td>step</td>
<td>100.0%</td>
<td>93.0%</td>
<td>94.1%</td>
</tr>
<tr>
<td>tsSine</td>
<td>48.9%</td>
<td>93.9%</td>
<td>90.3%</td>
</tr>
<tr>
<td>wave</td>
<td>1.0%</td>
<td>37.2%</td>
<td>40.6%</td>
</tr>
</tbody>
</table>

Table 15. Percentage of Correct Period Detection by Number of Periods.

<table>
<thead>
<tr>
<th>Periods</th>
<th>L-S</th>
<th>PDM</th>
<th>W-PDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>30.9%</td>
<td>80.8%</td>
<td>80.8%</td>
</tr>
<tr>
<td>17</td>
<td>34.4%</td>
<td>77.5%</td>
<td>78.5%</td>
</tr>
<tr>
<td>29</td>
<td>75.4%</td>
<td>78.1%</td>
<td>84.8%</td>
</tr>
<tr>
<td>43</td>
<td>72.5%</td>
<td>87.5%</td>
<td>84.8%</td>
</tr>
</tbody>
</table>

Table 16. Percentage of Correct Period Detection by Number of Samples.

<table>
<thead>
<tr>
<th>Samples</th>
<th>L-S</th>
<th>PDM</th>
<th>W-PDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^7$</td>
<td>39.5%</td>
<td>64.3%</td>
<td>60.5%</td>
</tr>
<tr>
<td>$2^9$</td>
<td>59.0%</td>
<td>85.2%</td>
<td>91.2%</td>
</tr>
<tr>
<td>$2^{11}$</td>
<td>61.5%</td>
<td>93.4%</td>
<td>95.0%</td>
</tr>
</tbody>
</table>
Table 17. Percentage of Correct Period Detection by SNR.

<table>
<thead>
<tr>
<th>SNR</th>
<th>L-S</th>
<th>PDM</th>
<th>W-PDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>5dB</td>
<td>51.4%</td>
<td>66.7%</td>
<td>67.8%</td>
</tr>
<tr>
<td>15dB</td>
<td>54.2%</td>
<td>87.4%</td>
<td>87.4%</td>
</tr>
<tr>
<td>25dB</td>
<td>54.4%</td>
<td>88.8%</td>
<td>91.5%</td>
</tr>
</tbody>
</table>
VIII. Light Curve Application

Throughout this dissertation, a suite of tools have been developed to aid in the automated analysis of periodic time series data. Up until this point, these tools have only been applied to simulated data. In this chapter these newly developed tools are applied to real light curve data gathered by the Kepler satellite.

The light curves analyzed in this chapter, which were taken directly from the Kepler database, are almost completely unprocessed [36]. Before classification, light curves are typically subjected to a three part data preprocessing pipeline consisting of detrending, filtering, and smoothing. Of these three preprocessing steps, the light curves analyzed in this chapter have only undergone detrending and a fraction of the filtering process.

The detrending process removes the error caused by velocity aberration, which, when dealing with Kepler data, consists of the error introduced by the change in relative position of Kepler to the object of interest. The detrending process undergone by these light curves consists of removing the Cotrending Basis Vectors (CBVs) which contribute the the most error to the signal [28]. Though widely used, the CBV detrending algorithm employed by NASA to flatten out the light curves has the potential to remove periodic signals which don’t meet specific thresholds [35]. Therefore, periodic detection algorithms which are able to find patterns in the NASA provided Kepler data, will most likely be able to identify periodic behavior in data detrended using other methods, such as the sigma-clipping algorithm [55].

Before NASA attempts to classify the various light curves provided by the Kepler satellite, the light curves are submitted to a rigorous filtering process. This filtering process can be broken down into four filtering steps [1]. The first filtering step consists of correcting discontinuities which are usually caused by the impact of cosmic rays, or similar particles, on the flux detection system. The second filtering step, the
correction of systematic errors, removes error correlated with an ancillary data. Step three is the removal of excess flux caused by crowding in the flux sensor, usually caused by velocity aberration. The final filtering step is the identification and removal of outlier. These outliers are identified using a sliding window mean and standard deviation calculation.

Of these four filtering steps, the data provided by NASA to the public has only undergone the first three. This means that the light curves analyzed throughout this chapter likely contain large outliers. However, since there is no justification for the removal of these data points, they have been retained, though they may ultimately have an impact on the results.

The remainder of this chapter is devoted to the analysis of three Kepler light curves, refereed to by their Kepler Input Catalog (KIC) number. Sections one (KIC 2831632) and two (KIC 2835289) will apply the newly developed suite of period signal analysis tools to a light curves containing the flux pattern of eclipsing binary star systems. Sections three (KIC 10358759) applies these same tools to a system containing a single star hosting two planets.

8.1 KIC 2831632

KIC 2831632 is an eclipsing binary (EB) star first identified in 2011 from the first Kepler data release [47]. KIC 2831632 is located at Right Ascension (RA) 285.6901, Declination (DEC) 38.0761 and has an effective temperature of 7045K. A summary of KIC 2831632 other properties can be found in Table 18.

**Period Detection.**

The light curve for KIC 2831632 was taken from the 7th quarter release of Kepler data, which was stored in the MAST database for public access [36]. The 7th quarter
light curve was chosen primarily due to its small number of discontinuities, which allowed for a clearer result after processing. The plot of the normalized light curve for KIC 2831632 is shown in Figure 51. From the plot it appears as though there is a sinusoidal like shape that occurs periodically.

![Figure 51. KIC 2831632 - Original Signal.](image1.png)

In order to isolate this periodic component, the period of the phenomenon must first be identified. The period of the signal was found using the Wavelet Phase Dispersion Minimization algorithm (W-PDM) developed in Section 7.3. To find the
best estimate of the signal period the \( W \)-PDM algorithm searched between 2 and 75 period counts at intervals of .01. The resulting \( \Theta \) plot, shown in Figure 52, achieved its global minimum at 34.96 periods. Dividing the maximum time (89.352) by this period count resulted in a calculated period of 2.556 days, whereas the true period found by NASA was determined to be 2.573, making the \( W \)-PDM estimate quite accurate.

![Figure 52. KIC 2831632 - Component One Period Detection.](image)

**Component Extraction.**

Once the signal period of 2.556 was identified, the periodic component could be isolated and denoised. This process was completed using the basic phase folding and wavelet denoising process developed in Chapter V. More advanced component extraction algorithms, such as those developed in Chapter VI, were not used because they require \( > 1 \) components, and KIC 2831632 has only one component.

The periodic component was isolated through phase folding over the period of
2.556, and denoised using the \textit{db4} wavelet. The resultant can be seen in Figure 53, which is very similar to the NASA generated plot shown in Figure 54. Unfolding the denoised signal results in the clean light curve shown in Figure 55. The newly cleaned figure exhibits a much more regular pattern with very little variation.

![Figure 53. KIC 2831632 - Component One Isolated and Denoised.](image)

The results in this section were found through a completely automated process requiring the user to provide only the period search range and the component counts. Using a light curve that had not been completely filtered, the period found by the \textit{W}-PDM method was only off by 0.6%. The resulting denoised component had a near perfect match to the isolated component provided by NASA. These results indicate that the suite of developed tools are not suited to only simulated data, but have the potential for real world application.

### 8.2 KIC 2835289

KIC 2835289 is one of the 1,879 eclipsing binary stars identified in 2011 from the same Kepler data release as KIC 2831632 [47]. KIC 2835289 is located at Right Ascension (RA) 286.8593, Declination (DEC) 38.0275 and has an effective temperature of 6228K. A summary of KIC 2835289 other properties can be found in Table 19.
Figure 54. KIC 2831632 - NASA Generated Phase Plot [10].

Figure 55. KIC 2831632 - Clean Signal.
Table 19. KIC 2835289 - Summary of Properties [10].

<table>
<thead>
<tr>
<th>Property</th>
<th>Primary Eclipse</th>
<th>Secondary Eclipse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period (Days)</td>
<td>0.8577</td>
<td></td>
</tr>
<tr>
<td>Eclipse Depth (Normalized)</td>
<td>0.0226</td>
<td>0.0183</td>
</tr>
<tr>
<td>Eclipse Width (Fraction of phase)</td>
<td>0.2371</td>
<td>0.2726</td>
</tr>
<tr>
<td>Eclipse Separation (Secondary - Primary)</td>
<td></td>
<td>0.5077</td>
</tr>
</tbody>
</table>

**Period Detection.**

Like KIC 2831632, the light curve for KIC 2835289 was taken from the 7th quarter Kepler data release due to its low level of discontinuities. The normalized plot for this light curve can be seen in Figure 56. Figure 56 has a noticeable periodic behavior which appears to be much more rapid than that demonstrated in Figure 51. This observation aligns with the respective periods for the two systems.

Figure 56. KIC 2835289 - Original Signal.
In order to isolate the periodic component of KIC 2835289 the period must first be found using the $W$-PDM algorithm derived previously. Provided with a period count search range of $2 - 75$ periods and an interval of .01 resulted in the $\Theta$ plot shown in Figure 57. The global minimum for the $\Theta$ plot was reached at 104.88, indicating a period of $89.352/104.88 = 0.8519$ days for the solitary component. The true period provided by NASA was 0.8578 days, making the period detection error of the $W$-PDM only 0.79%.

![Figure 57. KIC 2835289 - Component One Period Detection.](image)

**Component Extraction.**

Using the period of 0.8519 days determined in the previous subsection, the solitary component was isolated using phase folding. Once isolated, the component was denoised using wavelet denoising with the $db4$ wavelet. The results, shown in Figure 58, show a clear sinusoidal like pattern to the periodic component. The denoised component in Figure 58 has a very similar shape to NASA isolated component shown in
Unfolding the isolated component resulted in the clean signal in Figure 60, which has a much smoother form than Figure 56. It should be noted that the seemingly gradual increase in the smaller dip’s depth is the result of interaction between the sampling rate and the period of the component. Once again, these results indicate the newly developed suite of tools can be applied to noisy real world with comparable results to those determined by NASA.

8.3 KIC 10358759

The final real world light curve to be analyzed by the newly developed autonomous tool suite is taken from KIC 10358759, also known as Kepler-29. The actual light curve used in the analysis is a combination of the light curves from the Kepler data release quarters 2 – 6, which span a total of 459.53 days. The reason for this larger data set is that the periods of the two components, two separate exoplanets, are longer than the periods for the two previous EB systems. Since the flux changes for exoplanets are, in general, much smaller than those for EBs, it was believed that more periods would aid in the detection of the components.
Figure 59. KIC 2835289 - NASA Generated Phase Plot [10].

Figure 60. KIC 2835289 - Clean Signal.
Table 20. KIC 2835289 - Summary of Properties [14].

<table>
<thead>
<tr>
<th>Property</th>
<th>Exoplanet 1</th>
<th>Exoplanet 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Designation</td>
<td>Kepler-29b</td>
<td>Kepler-29c</td>
</tr>
<tr>
<td>Period (Days)</td>
<td>10.3376</td>
<td>13.2907</td>
</tr>
<tr>
<td>Mass (Jupiter Mass)</td>
<td>0.4</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Kepler-29, which is located at RA $19^h 53^m 23.60^s$, DEC $47^h 29^m 28.4^s$, is a relatively unique system. At the time of its discovery, in 2012, it was 1 of only 80 identified systems with 2 or more planets in orbit [14]. Due to its more complicated nature, having two periodic components, a more detailed and complicated analysis is necessary. A summary of the relevant properties of the Kepler-29 system can be found in Table 20, and the original light curve in Figure 61.

![Figure 61. KIC 10358759 - Original Signal.](image)
Component Isolation.

Since there may be some interaction between the two periodic components of KIC 10358759, the first component must be identified and removed before component two can be subsequently isolated and extracted. To find the period of the first component of Kepler-29 the light curve was passed to the \(W\)-PDM algorithm with a search range of 2 \(-\) 75 periods and an interval of .01. The resultant \(\Theta\) plot, which can be seen in Figure 62, reaches its global minimum at 44.50 periods, indicating a period of \(459.532/44.50 = 10.327\) days for the first component.

![Figure 62. KIC 10358759 - Component One Period Detection.](image)

Phase folding the original signal over the period of 10.327 and denoising using the \(db4\) wavelet resulted in the plot shown in Figure 63. The newly denoised component was then subtracted from the original signal and unfolded. This revised flux signal was then passed back to the \(W\)-PDM algorithm with the same search range (2 \(-\) 75) and interval (0.01) used for component one. The \(\Theta\) plot, shown in Figure 64, reached its global minimum at 34.62 periods. Therefore the second component had a period
Table 21. KIC 10358759 - Period Summary.

<table>
<thead>
<tr>
<th>Exoplanet</th>
<th>$\mathcal{W}$-PDM Period</th>
<th>NASA Period</th>
<th>Percent Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kepler-29b</td>
<td>10.327</td>
<td>10.337</td>
<td>0.10%</td>
</tr>
<tr>
<td>Kepler-29c</td>
<td>13.247</td>
<td>13.291</td>
<td>0.33%</td>
</tr>
</tbody>
</table>

of $459.532/34.62 = 13.274$ days.

Folding the revised flux plot over the calculated period for component two and denoising resulted in the plot shown in Figure 65. It is difficult to determine where in Figures 63 or 65 where the dips indicating a transit occur. This is due to the influence of the added noise in the signal which would have, most likely, been removed by NASA’s fourth filtering stage. It should be noted, however, that the calculated periods for the two components, Summarized in Table 21, were very close to those release by NASA.

The NASA released plots for each component, shown in Figure 66, show flux dips cased by the two planets to last only $3 - 4$ hours and have a resultant drop of only $\approx 0.001$ from the normalized flux. This makes the detection of the periodic components with the $\mathcal{W}$-PDM algorithm all the more impressive, especially considering the
Figure 64. KIC 10358759 - Component Two Period Detection.

Figure 65. KIC 10358759 - Component Two Isolated and Denoised.
potential outlier events, reaching as high as 1.025, that are scattered throughout the signal.

![Detrended flux plots for Component 1 and Component 2](image)

(a) Component 1  
(b) Component 2

**Figure 66. KIC 10358759 - Published Components [14].**

**Improved Component Extraction.**

In an attempt to improve the component and complete signals the Order and Recursive (with one update round) techniques from Chapter VI were applied to the light curve. Using the periods found with the \( W \)-PDM of 10.327 and 13.247 the order extraction method produced the components shown in Figures 67 and 68. Once combined, the denoised complete signal using the Order extraction method can be found in Figure 69.

Running the same analysis with the Recursive method resulted in components 1 and 2 shown in Figures 70 and 71 respectively. The plot for the complete signal resulting from the Recursive extraction method is shown in Figure 72. Due to the results in Chapter VI, the Ordered technique is expected to provide the best results for the individual components, while the best clean signal should be provided by the Recursive technique. Due to the nature of the data, however, it is impossible to determine which estimate are in fact the best since there is no truth information.

Though the components extracted using the three different methods in this section were such that the dips caused by the transiting exoplanets were difficult to detect,
Figure 67. KIC 10358759 - Component One Isolated and Denoised - Order Method.

Figure 68. KIC 10358759 - Component Two Isolated and Denoised - Order Method.
Figure 69. KIC 10358759 - Clean Signal - Order Method.

Figure 70. KIC 10358759 - Component One Isolated and Denoised - Recursive Method.
Figure 71. KIC 10358759 - Component Two Isolated and Denoised - Recursive Method.

Figure 72. KIC 10358759 - Clean Signal - Recursive Method.
this section still shows the viability of the various approaches to the analysis of real light curves. The \( \mathcal{W} \)-PDM once again performed a near flawless detection of the component periods, even while overcoming the large spikes in flux that have a high chance of being erroneous. With the use of a more filtered light curve, it is expected that the \( \mathcal{W} \)-PDM method and the two improved extraction techniques would be even more effective than demonstrated here.
IX. Conclusion

The goal of this research was to combine two powerful analysis techniques, phase folding and wavelet denoising, in order to develop a suite of tools for the automated processing of vast stores of light curve data. To accomplish this aim, the research was broken down into four primary objectives. The first objective consisted of developing a mathematical framework in which to discuss the phase folding process and to use this new framework to demonstrate, both mathematically and empirically, the benefits of combining phase folding and wavelet denoising. To accomplish this objective, a mathematical proof was presented demonstrating the benefits of these two techniques operating synergistically. This proof was accompanied by a rigorous exploration of various factors which may have had an adverse effect on the proposed approach. Where it was found that some factors, such as sample counts not being powers of two, could have an adverse effect, that the combination of phase folding and wavelet denoising were still able to outperform the standard approach.

Objective two was concerned with the development of an automated method of signal decomposition. Four different methods were proposed to accomplish this objective. The first method, iterative denoising, consisted of folding a signal over each of its component periods in order to extract them using a wavelet denoising technique. This method proved to be extremely effective and was even able to improve upon overall signal quality. While developing and testing the iterative denoising method two factors, the order of extraction and the component variabilities, were identified as potential tools for an improved technique. Taking advantage of these factors resulted in the development three additional component extraction techniques, the Ordered, Amplitude, and Recursive techniques. Two of these techniques, Ordered and Recursive, proved to be even better at component extraction than the already impressive iterative denoising method.
The development of these component extraction techniques was based on the assumption of accurate period estimates for the different components. While several techniques existed for the detection of such periods, they were all based on some assumption as to the nature of the signal shape. Objective three, therefore, became the development of a completely shape agnostic approach to period detection. Based heavily on the Phase Dispersion Minimization (PDM) technique, the Wavelet PDM ($W$-PDM) algorithm was able to more accurately determine the periods of component signals than the industry standards.

The final objective of this research was to utilize the complete suite of tools to analyze real world light curve data. Three different light curves were selected, two of which represented eclipsing binary (EB) systems and the third a solitary star with two transiting exoplanets. In all cases the $W$-PDM algorithm was able to determine the periods of the components to within 1% of the values released by NASA. For the two EB systems, the extracted components matched almost exactly with those provided by NASA. For the two exoplanet system, error, unfortunately, was able to mask the component shapes.

These results demonstrate conclusively the synergistic effects of combining phase folding and wavelet denoising for the purposes of periodic signal analysis, especially in the case of light curves. However, the field is still ripe for further research, specifically in two areas. The first is in the development of similar suite of tools which take advantage of the developments in second generation wavelet which are built for unevenly sampled data and promise improvements in computational time. The second area for future work is in a more refined method of exploring the dynamic solution space of the $W$-PDM algorithm, potentially through the utilization of an evolutionary algorithm. Automated tools, such as those developed in this paper (and their successors), will prove to be of the utmost importance for the future of signal
processing. This holds especially true in the field of astrostatistics, where projects such as the Large Synoptic Survey Telescope promise to overwhelm modern methods of light curve analysis.
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Abstract
The growing size of cosmological data sets is causing the current human-centric approach to cosmology to become impractical. Autonomous data analysis techniques need to be developed in order to advance the field of cosmology. This research examines the benefits of combining two signal analysis techniques, namely phase folding and wavelet denoising, into a newly-developed suite of autonomous light curve analysis tools which includes aspects of component extraction and period detection. The improvements these tools provide, with respect to autonomy and signal quality, are demonstrated using both simulated and real-world light curve data. Although applied to light curve data, the suite of tools developed in this dissertation are advantageous to the processing, modeling, or extractions to any periodic signal analysis.