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Abstract—Probabilistic swarm guidance enables autonomous agents to generate their individual trajectories independently so that the entire swarm converges to the desired distribution shape. In contrast with previous homogeneous or inhomogeneous Markov chain based approaches [1], this paper presents an optimal transport based approach which guarantees faster convergence, minimizes a given cost function, and reduces the number of transitions for achieving the desired formation. Each agent first estimates the current swarm distribution by communicating with neighboring agents and using a consensus algorithm and then solves the optimal transport problem, which is recast as a linear program, to determine its transition probabilities. We discuss methods for handling motion constraints and also demonstrate the superior performance of the proposed algorithm by numerically comparing it with existing Markov chain based strategies.

I. INTRODUCTION

Swarms of autonomous robots are widely studied because they can be controlled to collectively exhibit useful emergent behavior [2]–[5]. Similarly, swarms of hundreds to thousands of femtosatellites (100-gm-class satellites) are being developed for challenging formation flying missions like synthetic aperture radar, interferometry, etc [6]. In this paper, we introduce an optimal transport based approach to develop distributed probabilistic guidance algorithms for swarms of autonomous robots or spacecraft. Since deterministic algorithms of controlling individual agents scale poorly, we probabilistically control the swarm density distribution of a large number of index-free agents.

Probabilistic swarm guidance is centered on the idea of controlling the swarm density distribution in a distributed manner so that each autonomous agent or robot determines its own trajectory in an independent manner while the entire swarm converges to the desired distribution. Each agent transitions using a homogeneous Markov chain synthesized to achieve the desired formation as its stationary distribution [7]–[10]. However, our prior work [11] pointed out that the homogeneous Markov chains approach has the drawback of driving agents to other bins even after the overall swarm has sufficiently converged to the desired formation. This issue is solved in [1] by synthesizing an inhomogeneous (time-varying) Markov chain so that the agents settle down when the swarm converges to the desired formation. Moreover, these Markovian approaches are robust to external disturbances or damages to the formation.

The main limitation of using Markov chains is that multiple iterations are necessary before the swarm finally converges to the desired formation. This results in significant wastage of control effort (e.g. fuel) for achieving the desired formation. Moreover, the Markov chain based approach does not give the option of optimizing trajectories for a given cost function. On the other hand, optimal transport is used to find the optimum transference plan \( \gamma(x,y) \) from \( \mu(x) \) to \( \nu(y) \), where the colorbar represents the transported mass.

Figure 1. (a) The initial probability mass function (pmf) \( \mu(x) \) (in blue) is transported to the desired pmf \( \nu(y) \) (in green) while minimizing the cost function \( c(x,y) = \| x - y \|^2 \). The optimum transference plan \( \gamma(x,y) \) is shown in gray. (b) Another view of the optimum transference plan \( \gamma(x,y) \) from \( \mu(x) \) to \( \nu(y) \), where the colorbar represents the transported mass.
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1. Determine actual agent location $p_k^t$
2. Estimate swarm distribution $\hat{F}_{k,\text{Random}}$
3. Solve OTP using LP $\gamma_k$
4. Sample next bin from OTP solution
5. Check motion constraints $A_k$
6. Go to bin while avoiding collisions

Figure 2. Flowchart of PSG–OT describing the key steps for a single agent in a single time step.

paper we solve, in a distributed manner, the discrete OTP of probabilistic guidance of swarms using LP.

The solution of the probabilistic guidance algorithm establishes the target bin for each agent. Collision avoidance algorithms are necessary for generating collision-free guidance trajectories from the present location to the target bin. A recent survey paper [20] compares a number of existing collision avoidance algorithms based on model predictive control, boundary following algorithms, artificial potential fields, etc. The guidance trajectories obtained from PSG–OT can be implemented using sequential convex programming and model predictive control [21], [22]. In this paper, we present a novel distributed collision avoidance algorithm for multiagent path planning by modifying the coverage control algorithm using Lloyd’s descent [23]. The integrated collision avoidance algorithm, working in conjunction with the bin-based solution of the probabilistic guidance algorithm, results in a complete collision-free solution for the probabilistic swarm guidance problem.

A. Overview of PSG–OT and Contributions

The key idea of the proposed PSG–OT is to independently determine the optimal trajectory of each agent using an optimal transport based approach so that the swarm density distribution converges to the desired formation. The flowchart for the algorithm is shown in Fig. 2 and its pseudo code is given in Algorithm 1. In step 1, each agent determines its present location, as discussed in Section II-A. During step 2, each agent estimates the current swarm distribution by first making a localized guess and then reaching an agreement across the network using the consensus algorithm [24]. Step 2 is elucidated in Section II-B.

Step 3 involves solving the OTP using LP to obtain the transition probabilities to other bins for the current time step. The existence and properties of the OTP solution are presented in Section III. Random sampling of the optimal transport solution generates the next bin for the agent, as shown in step 4. Step 5 involves checking if the transition determined using by the OTP solution satisfies motion constraints. Methods for handling motion constraints are presented in Section IV. Finally, in step 6, the agent goes to the next bin while avoiding collision, as discussed in Section V.

The first contribution of this paper is to solve the discrete OTP in a distributed manner. A centralized node could solve an OTP using the exact location of each agent and allocate the final positions to each agent. Instead, in PSG–OT, each agent solves an equivalent OTP using its best estimate of the current swarm distribution and then determines its trajectory in an independent manner. Note that the equivalent OTP solved by each agent has $n_{cell}^2$ variables compared to the centralized OTP with $m^2$ variables, where $n_{cell}$ is the number of bins, $m$ is the number of agents and $m \gg n_{cell}$.

The second contribution of this paper is to use optimal transport for the problem of probabilistic swarm guidance. We show that this approach not only minimizes a given cost function, but also guarantees faster convergence and reduces the number of transitions for achieving and maintaining the formation, while obeying motion constraints.

The third contribution of this paper is a novel distributed collision avoidance algorithm, which is obtained by modifying the Voronoi partitioning based Lloyd’s descent algorithm [23], which is suitable for the bin-based architecture of this paper. This is discussed in Section V. Hence this paper presents a complete collision-free solution for probabilistic swarm guidance problem, by integrating the collision avoidance algorithm with the OTP solution. Strategies for implementing PSG–OT and comparison with other existing Markov chain based approaches are discussed in Section VI.

B. Notation

The time index is denoted by a right subscript and the agent index is denoted by a lower-case right superscript. Let $\mathbb{N}, \mathbb{R}, \mathbb{R}^+$ and $\mathbb{R}^{m \times n}$ be the sets of natural numbers (positive integers), real numbers, positive real numbers and $m \times n$ matrices respectively. Let $I = [1, 1, \ldots, 1]^T$, $I$, and $\emptyset$ be the ones (column) vector, the identity matrix of appropriate size, and the empty set respectively. The symbols $|·|$, $[·]$, and $∥·∥_p$ denote the absolute value or the cardinality of a set, ceiling function, and the $\ell_p$ vector norm respectively. The set $L_p(\mu)$ denotes the set of all functions $f : \mathbb{R}^n \rightarrow \mathbb{R}$ with the bounded integral $(\int X \, |f(x)|^p \, d\mu(x))^{1/p}$, where $\mu$ is a measure. For $f, g : \mathbb{N} \rightarrow \mathbb{R}$, we say that $f \in O(g)$ if there exists $n_0 \in \mathbb{N}$ and $k \in \mathbb{R}^+$ such that $|f(n)| \leq k|g(n)|$ for all $n \geq n_0$.

II. PROBLEM FORMULATION AND PRELIMINARIES

In this section, we first present the problem statement and then present a distributed algorithm for estimating the current swarm distribution.

A. Problem Statement

The $n_x$-dimensional compact physical space over which the swarm is distributed is denoted by $R \subset \mathbb{R}^{n_x}$ and partitioned into $n_{cell}$ disjoint convex bins represented by $R_{[i]}$, $i = 1, \ldots, n_{cell}$. Let $m \in \mathbb{N}$ agents belong to the swarm, where $m \gg n_{cell}$. We assume that each agent can determine its actual location in $R$, which is denoted by $p_k^t \in \mathbb{R}^{n_x}$. The row vector $r_k^t$ represents the actual bin in which the $j^{th}$ agent is present at the $k^{th}$ time instant, i.e., if the $j^{th}$ agent is in bin $R_{[i]}$ (i.e., $p_k^t \in R_{[i]}$) then $r_k^t[i] = 1$. The current swarm distribution ($F_k^*$), which is a row vector,
is given by the ensemble mean of actual agent positions, i.e., \( F_k^* := \frac{1}{m} \sum_{j=1}^m r_j^k \). Each agent in a particular bin can only transition to some bins, due to the dynamics or physical constraints, which are captured by the motion constraints matrix \( A_k^j \). Let us now define the desired formation and the cost function.

**Definition 1.** *(Desired Formation \( \pi \))* The desired formation shape is represented by a probability (row) vector \( \pi \in \mathbb{R}^{n_{cell}} \) over the bins in \( \mathcal{R} \), i.e., \( \pi \mathbf{1} = 1 \). Note that \( \pi \) can be any arbitrary probability vector, but it is the same for all agents within the swarm. In the presence of motion constraints, \( \pi \) needs to satisfy Assumption 1 on page 5. For example, \( \pi \) is the pdf \( \nu(y) \) in Fig. 1.

**Definition 2.** *(Cost Function \( c_k \))* The (possibly time-varying) cost of transitioning between bins is represented by the matrix \( c_k \in \mathbb{R}^{n_{cell} \times n_{cell}} \), where each element \( c_k[i, \ell] \) is the cost of transporting an agent from bin \( R[i] \) to bin \( R[\ell] \). For the existence of optimal transference plans, \( c_k \) should satisfy Theorem 1 on page 3. For example, \( c(x, y) = \|x - y\|_2 \) in Fig. 1.

The objectives of probabilistic swarm guidance using optimal transport (PSG–OT) running onboard each agent are as follows:

1. Determine the optimal trajectory of each agent with respect to given cost function \( (c_k) \), which obeys motion constraints \( (A_k^j) \), so that the overall swarm converges to a desired formation \( (\pi) \).
2. Maintain the swarm distribution and automatically detect and repair damages to the formation.

**B. Estimation of Current Swarm Distribution using Consensus**

In our prior work [1], the consensus algorithm [24]–[27] is used to estimate the current swarm distribution \( (F_k^i) \) in a distributed manner. We follow the same approach in this paper. Let the row vector \( F_{k,\nu}^j \) represent the \( j \)th agent’s estimate of the current swarm distribution at the \( \nu \)th consensus loop at the \( k \)th time instant. Each agent first locally estimates the swarm distribution, i.e., \( F_{k,1}^j = r_k^j \). Then the agents recursively combine their local estimates with their neighboring agents using the Linear Opinion Pool (LinOP) of probability measures [28], [29]:

\[
F_{k,\nu+1}^j = \sum_{\ell \in \mathcal{N}_k^j} a_{k,\nu}^{j,\ell} F_{k,\nu}^\ell, \quad \forall j \in \{1, \ldots, m\}, \forall \nu \in \mathbb{N},
\]  

where \( \mathcal{N}_k^j \) is the set of inclusive neighbors of the \( j \)th agent and \( \sum_{\ell \in \mathcal{N}_k^j} a_{k,\nu}^{j,\ell} = 1 \). The matrix \( P_k \) with entries \( P_k[\ell, j] = a_{k}^{j,\ell} \), conforms with the time-varying communication network topology of the multi-agent system \( G_k \). Since \( m \gg n_{cell} \) and multiple agents are within the same bin, it is guaranteed almost surely using Erdős–Rényi random graphs or random nearest-neighbor graphs that \( G_k \) is strongly connected (SC) [30]–[32]. Moreover, distributed algorithms exist for the agents to generate SC balanced graphs [33]–[35].

If \( G_k \) is SC and balanced, then each agents local estimate \( F_{k,\nu}^j \) converges globally exponentially converges to the global estimate of the current swarm distribution \( F_k^* = \sum_{i=1}^n \frac{1}{m} F_i^* \) pointwise with a rate faster or equal to the second largest singular value of \( P_k \), i.e., \( \sigma_{n-1}(P_k) \) [1]. For some \( \varepsilon_{cons} > 0 \), if the number of consensus loops within each consensus stage \( n_{loop} \geq \frac{\ln \varepsilon_{cons}/(2\sqrt{m})}{\ln \sigma_{n-1}(P_k)} \), then each agent has a good estimate of the current swarm distribution \( F_{k,\nu}^j \), i.e., \( \|\theta_{k,\nu} - \pi\|_2 \leq \varepsilon_{cons} \), where \( \theta_{k,\nu} = \{\theta_{k,\nu}^1, \ldots, \theta_{k,\nu}^m\} \) and \( \theta_{k,\nu}^j = \sum_{i \in R} F_{k,\nu}^j[i] - F_k^j \). In this paper, we assume \( \varepsilon_{cons} \leq \frac{1}{m} \) and \( n_{loop} \) is computed accordingly.

**III. Optimal Transport Problem**

The key concept of PSG–OT is that each agent can independently determine its optimal trajectory by solving an OTP using LP so that the swarm converges to the desired formation. In the absence of motion constraints, the objective of this OTP is to transport the swarm from its estimated current distribution \( (F_{k,\nu}^j) \) to the desired formation \( (\pi) \) while minimizing the cost function \( (c_k) \).

Let \( \kappa[i] \in \mathbb{R}^{n_r^i} \) represent the centroid of the convex bin \( R[i] \). The Dirac measure on \( x \in \mathbb{R}^{n_r^i} \) is the measure \( \delta_x(\kappa[i]) = 1 \) if \( x = \kappa[i] \) and 0 otherwise. Then the measure induced by the \( j \)th agent’s estimated current swarm distribution \( (F_{k,\nu}^j) \) on \( \mathcal{R} \) is given by:

\[
\mu_k^j (x) = \sum_{i=1}^{n_{cell}} F_{k,\nu}^j[i] \delta_x(\kappa[i]).
\]

Similarly, for \( y \in \mathbb{R}^{n_r^i} \), the measure induced by the desired formation \( (\pi) \) on \( \mathcal{R} \) is given by:

\[
\nu_k(y) = \sum_{i=1}^{n_{cell}} \pi[i] \delta_y(\kappa[i]).
\]

The OTP is represented as the Monge–Kantorovich minimization problem [13]:

\[
\gamma_k^j(x, y) = \arg\inf_{\pi(x, y)} \int_{\mathcal{R} \times \mathcal{R}} c_k(x, y) d\pi(x, y),
\]

where the infimum runs over all joint probability measures \( \pi(x, y) \) on \( \mathcal{R} \times \mathcal{R} \) with marginals \( \mu_k^j(x) \) and \( \nu_k(y) \). The joint measures or couplings that achieve the optimum are called optimum transference plans \((\gamma_k^j(x, y))\). The following theorem gives conditions for the existence of optimum transference plans.

**Theorem 1.** [13, Theorem 4.1, pp. 43] *(Existence of an optimal coupling)* Let \( a(x) \in L_1(\mu_k^j) \), \( b(y) \in L_1(\nu_k) \) be two upper semi-continuous functions and \( c_k(x, y) \) be a lower semi-continuous cost function, such that \( c_k(x, y) \geq a(x) + b(y), \forall x, y \). Then there exists an optimal coupling \( \gamma_k^j(x, y) \) which minimizes the total cost \( \int_{\mathcal{R}\times \mathcal{R}} c_k(x, y) d\pi(x, y) \) among all possible couplings \( \pi(x, y) \) on \( \mathcal{R} \times \mathcal{R} \) with marginals \( \mu_k^j(x) \) and \( \nu_k(y) \).

In this paper, we use the \( l_2 \) distance between the centroids of bins as the cost function, because it satisfies Theorem 1:
Moreover, the optimum transference plan \( \gamma_k^j \) has the following important properties [13]:

- **Cyclical monotonicity:** It is not possible to improve the incurred cost by rerouting masses along some cycle.
- **Duality:** The problem of minimizing cost of transportation has a dual Kantorovich problem where the objective is to maximize profits.
- **Restriction:** Given an optimum transference plan, any induced sub-plan (transferring part of the initial mass to part of the final mass) is optional too.
- **Shortening principle:** Two distinct optimal transference trajectories do not intersect, except at endpoints.

The discrete OTP can also be written in the following form, where \( \gamma_k^j \in \mathbb{R}^{n_{cell} \times n_{cell}} \) is the optimum transference plan:

\[
\min \sum_{i=1}^{n_{cell}} \sum_{\ell=1}^{n_{cell}} \gamma_k^j[i, \ell] c_k[i, \ell] \\
\text{subject to} \sum_{\ell=1}^{n_{cell}} \gamma_k^j[i, \ell] = \mathcal{F}_k, \quad \forall i \in \{1, \ldots, n_{cell}\} \\
\sum_{i=1}^{n_{cell}} \gamma_k^j[i, \ell] = \mathcal{P}_\ell, \quad \forall \ell \in \{1, \ldots, n_{cell}\} \\
\gamma_k^j[i, \ell] \geq 0, \quad \forall i, \ell \in \{1, \ldots, n_{cell}\} 
\]  

This problem can be solved using LP in time \( O(n_{cell}^2 n_q + \varepsilon^{O(\sqrt{n_{cell} \log n_q})}) \), where \( n_{cell} \) and \( n_q \) are the number of variables and linear inequalities respectively [17].

The optimal transference plan \( \gamma_k^j \), which is the solution of the discrete OTP, can also be interpreted in the Markovian sense. For a non-empty bin \( R[i] \), the probability of the \( j^{th} \) agent transitioning from bin \( R[i] \) to bin \( R[q] \) during the \( k^{th} \) time instant is given by:

\[
P(r_{k+1}[q] = 1|r_k[i] = 1) = \frac{\gamma_k^j[i, q]}{\sum_{i=1}^{n_{cell}} \gamma_k^j[i, \ell]}. 
\]  

The Markov matrix, representing the transition probabilities of the \( j^{th} \) agent at the \( k^{th} \) time instant given by (7), does not have \( \pi \) as its stationary distribution. Hence it is dissimilar from the existing approaches [1], [10] utilizing the stationary distribution of the Markov chain to achieve the desired formation. But it is due to this Markovian interpretation that PSG-OT is also robust to external disturbances or damages to the formation.

### IV. Motion Constraints

In this section, additional constraints on the motion of agents are considered and the cost function in PSG-OT is modified to handle them. The agents in a particular bin can only transition to some bins but cannot transition to other bins because of the dynamics or physical constraints. These (possibly time-varying) motion constraints are specified by the matrix \( A_k^j \) as follows [1]:

\[
c_k[i, \ell] = \|\kappa[i] - \kappa[\ell]\|_2, \forall i, \ell \in \{1, \ldots, n_{cell}\}, \forall k \in \mathbb{N}. 
\]  

It is assumed that the graph corresponding to the \( A_k^j \) matrix is strongly connected and the \( A_k^j \) matrix satisfies Assumption 1 on page 5.

In this paper, we capture the effect of these motion constraints by modifying the cost function (5). Let us choose a positive constant \( c_{\text{max}} \) such that \( c_{\text{max}} \gg c_k[i, \ell], \forall i, \ell \in \{1, \ldots, n_{cell}\}, \forall k \in \mathbb{N} \). The modified cost function that captures the effect of the motion constraints is given by:

\[
\tilde{c}_k[i, \ell] = \begin{cases} 
\|\kappa[i] - \kappa[\ell]\|_2 & \text{if } A_k^j[i, \ell] = 1 \\
c_{\text{max}} & \text{if } A_k^j[i, \ell] = 0
\end{cases}, 
\]  

where \( r_k^j[i] = 1, \forall \ell \in \{1, \ldots, n_{cell}\}, \forall k \in \mathbb{N} \).  

In the presence of motion constraints, this modified cost function (9) is used in the discrete OTP (6). Note that the solution of the discrete OTP with the original cost function \( c_k \) (5) is a feasible solution for the discrete OTP with the modified cost function \( \tilde{c}_k \) (9). Hence, the existence of an optimal solution for the discrete OTP (6) with the modified cost function \( \tilde{c}_k \) is guaranteed because the existence of at least one feasible solution guarantees existence of an optimal solution [15].

Let us define \( \Pi \) as the set of all bins that have nonzero probabilities in \( \pi \). For a bin \( R[i] \), let us define \( \mathcal{A}_k^j(R[i]) \) as the set of all bins that the \( j^{th} \) agent can transition to at the \( k^{th} \) time instant. If the \( j^{th} \) agent is actually located in bin \( R[i] \) and we observe that \( \mathcal{A}_k^j(R[i]) \cap \Pi = \emptyset \) for all \( k \in \mathbb{N} \), then the \( j^{th} \) agent is trapped in the bin \( R[i] \) forever. Similar to [1], we avoid the trapping situation by enforcing a secondary condition that the \( j^{th} \) agent in bin \( R[i] \) with \( \mathcal{A}_k^j(R[i]) \cap \Pi = \emptyset \) will transition to the bin \( \Psi_k^j(R[i]) \) during the \( k^{th} \) time step, where the bin \( \Psi_k^j(R[i]) \) is closest to the bins in \( \Pi \) or does not have this trapping problem. In all other cases, if the solution to the OTP orders the agent to transition to a bin that is not allowed by the motion constraints, then the agent remains in its current bin.
In some situations, Π can be decomposed into subsets, such that any agent cannot transition from one subset to another subset without exiting the set Π due to motion constraints (for example see Fig. 3(a)). In PSG–OT, the agents will only transition within the bins in Π once it has entered any bin in Π. Hence the agents in one such subset of Π will never transition to the other subsets of Π because it has to travel through bins which are not in Π. In order to avoid such situations, we need the following assumption on Π and A ′ k.

**Assumption 1.** [1] Each agent can transition from any bin in Π to any other bin in Π without exiting the set Π, while satisfying the motion constraints.

The pseudo code of PSG–OT, with motion constraints and collision avoidance, is shown in **Algorithm 1**.

**Algorithm 1** Probabilistic swarm guidance algorithm using optimal transport (PSG–OT)

1. (one cycle of jth agent during kth time instant)
2. Agent determines its present location, e.g., p ′ k,τ
3. Set nloop, n ′ _k,j, and τ_max
4. for µ = 1 to nloop
5. if µ = 1 then Set \( \bar{F}_{k,1} = r_k \) end if
6. Exchange pmfs \( \bar{F}_{k,\nu} \), \( \forall \nu \in J_k \)
7. Compute the new pmf \( F_{k,\nu} \) using (1)
8. end for
9. Compute the cost function \( c_k \)
10. Solve discrete OTP to get \( \gamma_k \)
11. Generate a random number \( z \in \text{unif} [0; \sum_{i=1}^{n} \gamma_k[i, \ell]] \)
12. Choose bin \( R[q] \) such that \( \sum_{i=1}^{q-1} \gamma_k[i, \ell] \leq z < \sum_{i=1}^{q} \gamma_k[i, \ell] \)
13. if \( A_k[i, q] = 1 \) then Go to bin \( R[q] \)
14. else if \( A_k(R[i]) \cap \Pi = \emptyset \) then Go to bin \( R[i] \)
15. then Go to bin \( R[i] \)
16. else Remain in present bin \( R[i] \) end if
17. for \( \tau = 1 \) to τ_max
18. Exchange locations \( p_j[k,\tau], \forall \ell \in J_k \)
19. Compute \( V_{k,\tau}, V_{k,\ell,\tau}, \text{and } C(V_{k,\ell}) \)
20. if \( V_{k,\tau} = \emptyset \), then \( p_{k,\tau+1} = p_k \)
21. else if \( R[q] = [i] \)
22. then \( p_{k,\tau+1} = C(V_{k,\tau}) \)
23. else set \( p_{k,\tau+1} \) from (13) end if
24. end for

**V. Collision-free Trajectory Generation**

In PSG–OT, collision avoidance algorithms are necessary for obtaining the guidance trajectory of each agent from its current location to the target bin. In this section, we present a new distributed collision avoidance algorithm, by modifying the coverage control algorithm, which is suitable for the bin-based architecture of this paper.

The coverage control algorithm, which uses the Voronoi partitioning based Lloyd’s descent algorithm [23], is designed for optimally distributing multiple agents over a given region. This distribution is optimal with respect to a \( \ell_2 \)-norm based cost function. An interesting property of these Voronoi partitions is that, if the given region is a convex polytope in an \( n_v \)-dimensional Euclidean space, then the boundary of each Voronoi partition is the union of \( (n_v - 1) \)-dimensional convex polytopes and each Voronoi partition is itself a \( n_v \)–dimensional convex polytope.

In PSG–OT, at every time step, the agents in a particular bin either remain in the same bin or transition to target bins. Let us call the agents that remain in the same bin as stationary agents and those that transition to target bins as transient agents. Let each agent construct a Voronoi partition in its bin. The key idea for collision-free trajectory generation is to direct each stationary agent to the centroid of its Voronoi partition. Each transient agent is directed to the position in its Voronoi partition that has the minimum distance from its target bin.

Let \( r_{col} \) denote the minimum collision avoidance distance to be maintained between agents. Let \( \tilde{p}_{k,\tau} \) represent the actual location of the \( j \)th agent during the \( \tau \)th collision avoidance loop at the \( k \)th time instant. At the beginning of the collision avoidance loop at the \( k \)th time instant, the actual location of the \( j \)th agent is the final location of the \( j \)th agent at the end of the previous time instant, i.e., \( \tilde{p}_{j,k,\tau} = p_{j,k-1,\tau_{\text{max}}} \) where \( \tau_{\text{max}} \) is the number of collision avoidance loops in each time instant. The distributed collision avoidance algorithm for agents in bin \( R[i] \) during the \( \tau \)th collision avoidance loop at the \( k \)th time instant is given as follows:

1. Let agents \( \{j_1, j_2, \ldots, j_n\} \) be the set of all agents present in the bin \( R[i] \), i.e., each \( p_{k,\tau, j} \in R[i] \). Let \( P_{k,\tau}(R[i]) = \{p_{k,\tau, j} \mid \forall j \in \{j_1, j_2, \ldots, j_n\} \} \) represent the actual locations of all the agents in \( R[i] \).

2. Construct the Voronoi partition \( \mathcal{V}(P_{k,\tau}(R[i])) = \{V_{k,\tau, j} \mid \forall j \in \{j_1, j_2, \ldots, j_n\} \} \) over the bin \( R[i] \) corresponding to \( P_{k,\tau}(R[i]) \). For each agent \( j \in \{j_1, j_2, \ldots, j_n\} \), its Voronoi set \( V_{k,\tau, j} \) is given by:

\[
V_{k,\tau, j} = \left\{ q \in R[i] : \|q - p_{k,\tau, j}\| \leq \|q - p_{k,\tau, j'}\|, \quad \forall j' \in \{j_1, j_2, \ldots, j_n\} \text{ and } j \neq j' \right\}. \quad (10)
\]

3. Let \( \partial V_{k,\tau, j} \) denote the boundary of the Voronoi set \( V_{k,\tau, j} \). Construct a modified Voronoi partition \( \mathcal{V}(P_{k,\tau}(R[i])) = \{V_{k,\tau, j} \mid \forall j \} \) such that for all \( j \in \{j_1, j_2, \ldots, j_n\} \):

\[
V_{k,\tau, j} = \left\{ q \in V_{k,\tau, j} : \|q - \partial V_{k,\tau, j}\| \geq r_{col} \right\}. \quad (11)
\]

4. Compute the centroid \( C(V_{k,\tau, j}) \) of all the sets in the modified Voronoi partition \( \mathcal{V}(P_{k,\tau}(R[i])) \), which is defined as:

\[
C(V_{k,\tau, j}) = \frac{\int_{V_{k,\tau, j}} q d q}{\int_{V_{k,\tau, j}} d q}. \quad (12)
\]

5. Depending on the type of the agent, set the new location of the agent as follows.

a) If \( V_{k,\tau} = \emptyset \), then set \( p_{k,\tau+1} = p_{k,\tau} \).
In this section, we demonstrate distributed swarm guidance using PSG–OT and compare it with other existing probabilistic guidance techniques. Let us first introduce these Markov chain based probabilistic swarm guidance algorithms.

A. Markov Chain based Swarm Guidance Algorithms

In probabilistic swarm guidance algorithm using inhomogeneous Markov chains (PSG–IMC), each agent chooses the tuning parameter \( \xi^j_k \) based on the Hellinger distance (HD) between the estimated current swarm distribution \( \hat{F}^j_k \) and the desired formation \( \pi \), using the following equation [1]:

\[
\xi^j_k = \text{HD} \left( \pi, \hat{F}^j_k \right) = \frac{1}{\sqrt{2}} \sqrt{\sum_{i=1}^{n_{all}} \left( \sqrt{\pi[i]} - \sqrt{\hat{F}^j_k[i]} \right)^2 }.
\]

The HD is a symmetric measure of the difference between two probability distributions and it is upper bounded by 1 [36]. Each agent then transitions according to the following time-varying Markov matrix \( M^j_k \), with \( \pi \) as its stationary distribution (i.e., \( \pi M^j_k = \pi \)) [1]:

\[
M^j_k = \alpha^j_k \frac{\xi^j_k}{\pi \alpha^j_k} \pi \text{diag}(\alpha^j_k) + I - \xi^j_k \text{diag}(\alpha^j_k),
\]

where \( \alpha^j_k \) and \( \pi \) are the stationary distributions of agent \( j \) in bin \( k \) and the swarm, respectively.

B. Simulation Results

We now present the setup of this simulation example. The swarm containing \( m = 5000 \) agents is guided to form the desired formation \( \pi \) associated with the letters UIUC as shown in Fig. 3(b). As shown in Fig. 6, the simulation starts at \( k = 1 \) time instant with the agents uniformly distributed across \( R \subset \mathbb{R}^2 \), which is partitioned into 30 \( \times \) 30 bins. During the consensus stage, each agent is allowed to communicate with those agents which are at most 10 steps away. Let \( \kappa[i] = (x[i], y[i]) \) denote the location of the bin \( R[i] \) in the 30 \( \times \) 30 grid and the communication network topology \( P_k \) is setup using Metropolis weights. Moreover, each agent is allowed to transition to only those bins which are at most 5 steps away. An agent undergoes a transition if it jumps from bin \( R[i] \) to bin \( R[j] \), \( i \neq j \) during a given time step. It is desired that the swarm guidance algorithm minimizes the cost of transitioning during each time step. The modified cost function is given by (9).

Monte Carlo simulations were performed to compare the performance of PSG–OT, illustrated in Algorithm 1, with...
Moreover, the HD between the swarm density distribution in steady state and the desired formation only reduces to $\sim 0.12$ for PSG–IMC and PGA cases as compared to $\sim 0.02$ in the case of PSG–OT. After the 250th time step, the swarm is externally damaged by eliminating approximately 1000±100 agents from the middle section of the formation. This is seen by comparing the images for the 250th and 251st time step in Fig. 6. Note that the swarm quickly recovers from this damage and the remaining agents attain the desired stationary distribution within another couple of time steps in the case of PSG–OT, while it takes approximately 200 time steps for PSG–IMC and PGA cases.

As shown in Fig. 5(b), the average number of transitions is per agent in 500 time steps is $1.34 \pm 0.08$ in the PSG–OT case compared to $6.2 \pm 0.1$ in the PSG–IMC case and $33.7 \pm 0.1$ in the case of PGA. Moreover, it is evident from Fig. 5(d) that the total cost incurred by PSG–OT ($(1.53 \pm 0.18) \times 10^4$) after 500 time steps is significantly lesser than that incurred by PSG–IMC ($(9.15 \pm 0.44) \times 10^5$) and PGA ($(4.80 \pm 0.06) \times 10^5$). It is also evident from the slope of the lines in Fig. 5(d) that the steady state cost of maintaining the formation is significantly higher for the PSG–IMC and PGA cases as compared to PSG–OT. Hence, we conclude that the performance of PSG–OT is the best in all these categories when compared to PSG–IMC and PGA.

Note that both PSG–OT and PSG–IMC use the consensus algorithm for estimating the current swarm distribution, but solving the discrete OTP using LP is significantly more computationally expensive than evaluating the Markov chain. Hence, solving the discrete OTP in a distributed manner using PSG–OT has the same communication load as the Markov chain based approaches, but has significantly more computational load. It is also evident from the cumulative results of the 50 simulation runs in Fig. 5 that PSG–OT works reliably well and achieves the desired objectives in all simulations runs.

During each time step, each agent executes the collision avoidance algorithm to reach its target bin. For visualization purposes a simpler problem, where 100 agents reach the desired formation of the letter “I”, is shown in Fig. 7. Thus the collision avoidance algorithm helps the agents successfully implement PSG–OT.

VII. CONCLUSIONS

In this paper, we present a new approach to probabilistic guidance of swarms of autonomous agents using distributed optimal transport. In the proposed PSG–OT, each agent first estimates the current swarm distribution in a distributed manner using a consensus algorithm and then solves the OTP to obtain its guidance trajectory while avoiding collisions. Each agent thus independently determines its own trajectory so that the overall swarm quickly converges to the desired formation, and the algorithm is robust to external disturbances or damages. Compared to prior work on probabilistic swarm guidance using homogeneous and inhomogeneous Markov chains, the proposed algorithm guarantees faster convergence, reduces the number of transition to achieve the formation...
and minimizes a given cost function, while satisfying motion constraints. We also present a novel distributed collision avoidance algorithm for generating collision-free guidance trajectories for each agent. Results from multiple simulation runs demonstrate the properties of self-repair capability, reliability, convergence, collision avoidance, and cost effectiveness of PSG–OT. Hence PSG–OT is a complete collision-free solution for probabilistic swarm guidance problem. Future work will focus on finding appropriate cost functions that depend on the dynamics of the agents.
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