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This work is part of the NATO STO Task Group AVT-201 Special Sessions being organized by the AIAA Applied Aerodynamics Technical Committee. Reduced-Order Modeling techniques based on response functions are presented and validated for unsteady aerodynamic prediction of a generic UCAV with trailing edge flaps. A hybrid unstructured mesh was generated to move these control surfaces and simulate the flow fields around the vehicle with a sting geometry available in the experiments. The Reynolds-averaged Navier-Stokes predictions were validated by wind-tunnel static and dynamic case measurements. The flow topology over the configuration is described for a range of angles of attack and control surface deflections. Validation results also highlight the effects of gaps present in the overset mesh on the predictions. The response functions with respect to angle of attack, pitch rate, and flap deflections are directly calculated from step motion simulations in CFD and a grid motion approach. An aerodynamic model is then created from these functions and used to predict the vehicle aerodynamic responses obtained from pitching and plunging oscillations. The predictions are in good agreement with time-accurate simulations at low angles of attack, whereas for higher angles of attack, some discrepancies are seen. The results presented show that these discrepancies are not due to the sting geometry available in CFD models.

Nomenclature

\begin{array}{ll}
a & \text{acoustic speed, m/s} \\
b & \text{wing span, m} \\
c & \text{reference length, m} \\
C_D & \text{drag coefficient, } D/q_\infty S \\
C_L & \text{lift coefficient, } L/q_\infty S \\
C_I & \text{roll moment coefficient, } M_x/q_\infty Sb \\
C_{Iw} & \text{roll moment coefficient in wind axes} \\
C_m & \text{pitch moment coefficient in body axes, } M_y/q_\infty Sc \\
C_{mw} & \text{pitch moment coefficient in wind axes} \\
C_{ma} & \text{indicial pitch moment coefficient with angle of attack, 1/rad}
\end{array}
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\( C_{m_b} \)  indicial pitch moment coefficient with flap deflection, 1/\( \text{rad} \) 
\( C_{m_q} \)  indicial pitch moment coefficient with normalized pitch rate, 1/\( \text{rad} \) 
\( C_n \)  yaw moment coefficient, \( M_z/q_\infty S_b \) 
\( C_{mr} \)  yaw moment coefficient in wind axes 
\( C_Y \)  side-force coefficient, \( Y/q_\infty S \) 
\( C_Z \)  \( z \)-force coefficient, \( Z/q_\infty S \) 
\( C_{2a} \)  \( z \)-force coefficient with angle of attack, 1/\( \text{rad} \) 
\( C_{2s} \)  \( z \)-force coefficient with flap deflection, 1/\( \text{rad} \) 
\( C_{2q} \)  \( z \)-force coefficient with normalized pitch rate, 1/\( \text{rad} \) 
\( D \)  drag force, \( \text{N} \) 
\( d \)  frequency, \( \text{Hz} \) 
\( L \)  lift force, \( \text{N} \) 
\( M_x \)  roll moment in body axes, \( \text{N-m} \) 
\( M_y \)  pitch moment in body axes, \( \text{N-m} \) 
\( M_z \)  yaw moment in body axes, \( \text{N-m} \) 
\( \bar{q} \)  pitch rate, \( \text{rad/s} \) 
\( q \)  normalized pitch rate, \( \bar{q}c/V \), 1/\( \text{rad} \) 
\( q_\infty \)  dynamic pressure, \( \text{Pa} \) 
\( Re \)  Reynolds number, \( \rho Vc/\mu \) 
\( S \)  reference area, \( \text{m}^2 \) 
\( s \)  normalized time, \( 2Vt/c \) 
\( \tau^* \)  non-dimensional time step, \( Vt/c \) 
\( t \)  time, \( \text{s} \) 
\( V \)  velocity, \( \text{m/s} \) 
\( x, y, z \)  grid coordinates, \( \text{m} \) 
\( Y \)  side force, \( \text{N} \) 
\( Z \)  \( Z \)-axis force, \( \text{N} \) 

**Greek**

\( \alpha \)  angle of attack, \( \text{rad} \) 
\( \delta_{f_i} \)  inner flap deflection, \( \text{rad} \) 
\( \delta_{f_o} \)  outer flap deflection, \( \text{rad} \) 
\( \omega \)  circular frequency, \( \text{rad/s} \) 
\( \rho \)  density, \( \text{kg/m}^3 \) 
\( \mu \)  air viscosity

### 1. Introduction

This paper focuses on the recent aerodynamic modeling efforts of the NATO STO Task Group AVT-201. The main objectives for the Group are to investigate the effects of deflection of control surfaces on the aerodynamic characteristics and dynamic Stability & Control (S&C) and to build S&C data bases from experimental and simulations. The configuration considered is based on the Stability And Control CONfiguration, SACCON UCAV which was designed and built as part of AVT-161. An extensive series of experiments were carried out at the German-Dutch wind tunnel facility in Braunschweig (DNW-NWB) and 14‘x22’ NASA LaRC to understand and analyze the aerodynamic performance of this vehicle. These data were then used to validate several computational fluid dynamics (CFD) solvers and overcome the computational challenges for predicting complex vortex flow topology over the configuration. The results of the AVT-161 Task Group have been presented at the AIAA conference in 2010 within experimental and numerical sessions. These results were published in a special section of the Journal of Aircraft as well.

The current state-of-the-art in the use of CFD for aircraft design is the generation of data for S&C and flight simulation. This modeling approach can be used for early detection of unwanted effects regarding...
stability and control behavior. Previous NATO STO Task Groups were mostly focused on the simulation and validation of flow fields around complex geometries rather than generating flight simulation data bases. The wind tunnel experiments of these Task Groups were therefore carried out with a clean geometry or with non deflected control surfaces. SACCON wind tunnel model, for example, has no control surfaces. The X-31 model has control surfaces but they were not deflected in wind tunnel experiments and had a sealed gap between control surfaces and wings. Unfortunately, no flight simulation model can be created from these experimental data because aircraft cannot maneuver without control surface deflections. However, there were few studies to investigate the aerodynamic behavior of a maneuvering SACCON by CFD. Vallespin et al., for example, implemented a pair of control surfaces for their SACCON CFD model. These surfaces covered most of the wing sections span along the trailing edge. They used these surfaces to simulate several six degree-of-freedom(6-DOF) SACCON maneuvers in CFD. Ghoreyshi and Cummings also defined a number of SACCON maneuvers and replayed them in CFD to investigate the unsteady aerodynamic behavior of the vehicle, although no control surface deflection was modeled. While these studies provide a great deal of insight into the vehicle’s aerodynamic modeling, the accuracy and sensitivity of models cannot be assessed without having any experimental data. In this regard, the work of AVT-201 will focus on the development of S&C aerodynamic models from both CFD and experimental data. This will help to learn the impacts of experimental and CFD predictions on the flight simulation accuracy.

To reach the Task Group objectives, the SACCON model was modified to include conventional trailing edge devices for pitch, roll and yaw controls. Several different devices were initially designed and tested in the DNW-NWB wind tunnel; the geometry used in this work is known as DLR-F19 which has inboard and outboard control surfaces on the trailing edge of each wing and two control devices at the wing tips. In the present work only trailing edge control surfaces are considered. These surfaces have a hingeline located at 75%ch, where ch is the wing chord. The resulting model mounted (with a belly mounted support) on the Model Positioning Mechanism (MPM) system of the DNW-NWB wind tunnel facility. This setup allows forced sinusoidal oscillations in modes of pitch and yaw. The position of the belly sting connection is chosen to minimize the influence of the sting on the overall flow topology. However, an offset can be seen in the experimental pitch moment due to the wake formed behind the belly mounted sting. The sting geometry is therefore included in the CFD models of this work.

Static tests of the DLR-F19 wind tunnel model were conducted over an angle of attack range from about 0° to 30° and an sideslip angle range from about -10° to 10° with a number of control surface combinations. Dynamic tests were performed with pitch and yaw oscillations with no and minimum-maximum deflections of control surfaces. Note that in each test, control surfaces do not move relative to the wing. An aerodynamic database can be generated from these experimental data to study the vehicle’s S&C, but a number of problems need to be addressed to use such a model: first, this database is only valid within the range of input data used for the model generation. For example, the experiments only covered 0°, -20° and 20° control surface deflections. An interpolation/extrapolation approach can be used for extending the valid range to other flight conditions, however, these estimations might not be accurate and reliable. The second problem is based on the model limitation to predict unsteady aerodynamics. The DLR-F19 wind tunnel tests cannot model the dynamic behavior of control surfaces. Ghoreyshi and Cummings showed that unsteady effects due to fast control surface deflections significantly change the amplitude and phase lags of predicted airloads compared with static (or steady-state) predictions.

With respect to the first problem, wind tunnel tests can be used to validate a CFD model; the model will then predict aerodynamic data for conditions not tested in the wind tunnel. Some of the papers in the NATO STO Task Group AVT-201 Special Sessions present the CFD validation results of the DLR-F19 wind tunnel models with and without control surfaces. A problem of using CFD to fill tables is the mesh generation and the computational cost: to build an aerodynamic model using CFD, a separate high quality grid needs to be generated around aircraft for each control surface deflection. An aerodynamic model for stability and control also requires a large number of coupled computations for different values of motion frequency and amplitude for each configuration which makes time-accurate CFD simulations a very expensive approach. In this work, an overset grid approach is used to avoid the mesh regeneration problem. The overset grid, however, has gaps between the inboard and outboard edges of the control surfaces, while these gaps are sealed in the experiments. The control surfaces in the overset grid are also modified to have a semi-circular leading edge with a 2mm gap between surfaces and the wing. To investigate the effects of these gaps and geometry modifications on the CFD prediction, the results of overset grid are compared with predictions of two single grids with zero and maximum-minimum control surface deflections.
To include unsteady effects and make timely progress in the use of CFD for S&C, efforts over the last few years have been spent mainly on the development of a Reduced Order Model (ROM) using CFD from an appropriate training maneuver(s) and an accurate System Identification (SID) approach.22,23 The objective of the ROMs is to develop a model that significantly reduces the CFD simulation time required to create a full aerodynamics database, making it possible to accurately model aircraft static and dynamic characteristics (within the range of data used for model generation) from a number of time-accurate CFD simulations. These models need an initial or upfront cost to estimate, or identify, the unknown parameters. Once the model has been created, however, the aerodynamics prediction of a wide range of maneuvers can be determined in order of a few seconds. This work aims to assess the accuracy of predictions of a ROM based on indicial response method of Tobak.24

The transient aerodynamic response due to a unit step change in a forcing parameter, such as angle of attack or pitch rate or control surface deflection is a so-called “indicial function”. Assuming that the indicial functions are known, the linear aerodynamic forces and moments induced in any maneuver can be estimated using the well-known Duhamel’s superposition integral.25 Tobak24,28 formulated a nonlinear indicial response model for predicting aerodynamic responses to an arbitrary angle of attack variation as well. These models have then been used as a fundamental approach to represent the unsteady aerodynamic loads, in particular for two-dimensional airfoils. For wings and aircraft configurations, Ghoreyshi et al.27 described an approach based on a grid motion technique for CFD-type calculation of linear and nonlinear response functions. Ghoreyshi and Cummings28 later used this approach to generate indicial functions due to longitudinal and lateral forcing parameters of the SACCON UCAV and used these functions for predicting the unsteady aerodynamic responses to aircraft six degrees of freedom maneuvers.

The present study develops ROMs based on the linear and nonlinear indicial response methods for computing the aerodynamic loads of the DLR-F19 with and without control surfaces. The response functions with respect to angle of attack, pitch rate, and control surface deflections are directly calculated using unsteady RANS simulations with a grid motion technique. The models will then be evaluated for several pitching and plunging motions at different amplitudes and frequencies which were replayed directly through an unsteady CFD simulation.

II. Formulation

A. CFD Solver

Cobalt solves the unsteady, three-dimensional, compressible Navier-Stokes equations in an inertial reference frame. Arbitrary cell types in two or three dimensions may be used; a single grid therefore can be composed of different cell types.29 In Cobalt, the Navier-Stokes equations are discretized on arbitrary grid topologies using a cell-centered finite volume method. Second-order accuracy in space is achieved using the exact Riemann solver of Gottlieb and Grtho,30 and least squares gradient calculations using QR factorization. To accelerate the solution of the discretized system, a point-implicit method using analytic first-order inviscid and viscous Jacobians is used. A Newtonian sub-iteration method is used to improve the time accuracy of the point-implicit method. Tomaro et al.31 converted the code from explicit to implicit, enabling Courant-Friedrichs-Lewy (CFL) numbers as high as 106. In Cobalt, the computational grid can be divided into group of cells, or zones, for parallel processing, where high performance and scalability can be achieved even on tens of thousands of processors.32

B. Turbulence Modeling

Some available turbulence models in Cobalt are the Spalart-Allmaras (SA) model, Spalart-Allmaras with Rotation Correction (SARC), and Delayed Detached-eddy simulation (DDES) with SARC. The SA model33 is the most popular one-equation model that solves a transport equation for a modified eddy-viscosity coefficient. The SA model can be written in general form as

\[
\frac{D\bar{v}}{Dt} = P + D_{diff} + D_{diss}
\]  

(1)

where \( \bar{v} \) is related to the kinematic eddy viscosity, \( P \) is the turbulence due to production, \( D_{diff} \) is the turbulence due to gradient of diffusion, and \( D_{diss} \) is the near wall dissipation of turbulent kinematic viscosity.
The production term is given by

\[ P = C_{b1}(1 - f_{r2})W\tilde{v} \]  

(2)

where \( W \) is the magnitude of vorticity. The SA model has been calibrated using a wide range of experimental data of several well-documented flow cases and has proven to be robust, relatively low cost, and simple because it does not need standard wall functions provided that \( y^+ \sim 1 \) near the wall. On the other hand, the model depends on the global minimum wall distance and cannot accurately predict the unsteady features of vortex breakdown and massively separated flows. It has been shown that eddy-viscosity-based models improve mean flow predictions if an empirical rotation and streamline curvature correction is incorporated. Spalart and Shur modified the original SA turbulence model with Rotation and Curvature correction. In the SARC model, the production term in the eddy viscosity transport equation is multiplied by the rotation function given by

\[ P = C_{b1}(f_{r1} - f_{r2})W\tilde{v} \]  

(3)

where \( f_{r1} \) is the rotation correction factor. The SARC model has been widely used for aerodynamic prediction of aircraft with vortical flows. However, the use of hybrid RANS/LES (large-eddy simulation) is still required for predicting unsteady separated flows. A hybrid RANS/LES approach is the Delayed Detached-eddy simulation (DDDES) originally proposed by Spalart et al. In this model, SA model is applied to the boundary layer region and LES is used for the separated regions. The approach is substantially less costly than LES, while it can achieve better accuracy than SA model for predicting separated flows. DDDES models have been use with other turbulence models as well. These models largely depend on the grid spacing and the prediction of the boundary layer.

C. Overset Grid Approach

Cobalt uses an overset grid method which allows the independent translation and rotation of each grid around a fixed or moving hinge line. In this method, overlapping grids are generated individually, without the need to force grid points aligned with neighboring components. In Cobalt, the overlapping grids are treated as a single mesh using a grid-assembly process. This includes a hole-cutting procedure in overlapping regions and interpolation between overlapping grids. The translation and rotation of overset grids around the hinge line are input to the code using a Grid Control File (GCF). The hinge line is defined by a reference point and a vector combination. The rotations are based on the right-hand rule and consist of angles in an order of pitch, yaw, and roll angle. These angles are estimated from the deflection angle of a control surface and the relative angles between the hinge line and grid coordinate axes.

D. Indicial Response Theory

In this work only longitudinal forces and moments acting on the DLR-F19 are considered. It is assumed that unsteady effects on the drag force are small. In ROMs of this work, lift and pitch moment depend on the angle of attack, pitch rate, and deflection of flap surfaces. Indicial responses due to a unit step change in angle of attack, \( \alpha \), normalized pitch rate, \( \dot{\alpha} \), the inboard and outboard flaps, \( \delta f_i \) and \( \delta f_o \), are denoted by \( C_{i\alpha} \), \( C_{i\dot{\alpha}} \), \( C_{i\delta f_i} \), and \( C_{i\delta f_o} \), respectively; where \( C_j = [C_L, C_m] \) represent lift and pitch moment coefficients. The unsteady lift and pitch moment are then calculated by adding Duhamel’s integrals with respect to all inputs, i.e.

\[ C_j(t) = C_{j\alpha}(0) + \int_0^t C_{j\dot{\alpha}}(t - \tau) \frac{d\alpha(\tau)}{d\tau} d\tau + \int_0^t C_{j\delta f_i}(t - \tau) \frac{d\delta f_i(\tau)}{d\tau} d\tau + \int_0^t C_{j\delta f_o}(t - \tau) \frac{d\delta f_o(\tau)}{d\tau} d\tau \]  

(4)

where \( C_{j\alpha}(0) \) denote the zero-angle of attack lift and pitch moment coefficients and are found from static calculations; \( \alpha(0), \delta f_i(0) \) and \( \delta f_o(0) \) are the angle of attack, inboard-flap and outboard-flap deflections at time zero or the initial time of motion. Note that these terms are different from \( C_{j\alpha}(0) \). The motions of this
work start from a steady-state solution with \( q(0) = 0 \) and therefore the term of \( q(0)C_{j q}(t) \) was not added to the equation. Using "differential theorem of the convolution integral", equation 4 changes to:

\[
C_j(t) = C_{j0} + \frac{d}{dt} \left[ \int_0^t C_{j \alpha}(t - \tau) \alpha(\tau) d\tau \right] + \frac{d}{dt} \left[ \int_0^t C_{j q}(t - \tau) q(\tau) d\tau \right] + \\
\frac{d}{dt} \left[ \int_0^t C_{j \delta_{f1}}(t - \tau) \delta_{f1}(\tau) d\tau \right] + \frac{d}{dt} \left[ \int_0^t C_{j \delta_{f2}}(t - \tau) \delta_{f2}(\tau) d\tau \right]
\]

(5)

These equations predict lift and pitch moment responses in the linear regime of flow. Ghoreyshi and Cummings\(^{28}\) extended this model to a nonlinear situation by calculating indicial functions at different angles of attack and Mach numbers and then used the model in predicting aerodynamic responses to different motions. In this study, a nonlinear model is considered where \( C_{j \alpha} \) response depends on the angle of attack only. Mach number variation is not considered because all motions were performed at a fixed Mach number that was used to generate ROMs. It is assumed that the response functions with respect to the pitch rate do not vary with the changes in angle of attack for the motions studied. This is a reasonable assumption for low to moderate angles of attack range based on aerodynamic prediction methods described in aircraft design textbooks.\(^{41}\) The control surface motions are performed at a fixed angle of attack and Mach number, but control surface responses change with flap angles. This work’s nonlinear model is therefore written as:

\[
C_j(t) = C_{j0} + \frac{d}{dt} \left[ \int_0^t C_{j \alpha}(t - \tau) \alpha(\tau) d\tau \right] + \frac{d}{dt} \left[ \int_0^t C_{j q}(t - \tau) q(\tau) d\tau \right] + \\
\frac{d}{dt} \left[ \int_0^t C_{j \delta_{f1}}(t - \tau) \delta_{f1}(\tau) d\tau \right] + \frac{d}{dt} \left[ \int_0^t C_{j \delta_{f2}}(t - \tau) \delta_{f2}(\tau) d\tau \right]
\]

(6)

This model has been used to predict unsteady and nonlinear aerodynamic responses of the DLR-F19 pitching and plunging motions at different amplitudes and frequencies. The model also can predict unsteady airloads due to dynamic control surface deflections.

E. CFD Calculation of Response Functions

The step response is a mathematical concept which is very difficult, if not impossible, to be measured from experiment. Limited analytical expressions of indicial functions exist for two-dimensional airfoils.\(^ {42}\) However, these analytical expressions are not valid for aircraft configurations due to the three-dimensional tip vortices. CFD therefore offers a viable method to estimate 3D indicial functions but in the absence of credible wind tunnel test data, it is difficult to validate CFD predictions. For this reason, ROM predictions are typically validated against full-order simulations or available experimental data of different maneuvers.

Special considerations are required to simulate step responses in CFD. Singh and Baeder\(^ {43}\) used a surface transpiration approach to directly calculate the angle of attack indicial response using CFD. Ghoreyshi et al.\(^ {27}\) also described an approach based on a grid motion technique for CFD-type calculation of linear and nonlinear response functions. In this paper, the response functions due to angle of attack, pitch rate, and flap deflections are calculated using CFD and the grid motion approach.

Cobalt uses an arbitrary Lagrangian-Eulerian formulation and hence allows all translational and rotational degrees of freedom.\(^ {27}\) The code can simulate both free and specified six degree of freedom (6DoF) motions. The rigid motion is specified from a motion input file. For the rigid motion the location of a reference point on the aircraft is specified at each time step. In addition the rotation of the aircraft about this reference point is also defined using the rotation angles of yaw, pitch, and roll (bank). The aircraft reference point velocity, \( v_0 \), in an inertial frame is then calculated to achieve the required angles of attack and sideslip, and the forward speed. The velocity is then used to calculate the location. The initial aircraft velocity, \( v_0 \), is specified in terms of Mach number, angle of attack and side-slip angle in the main file. The instantaneous aircraft location for the motion file is then defined from the relative velocity vector, \( v_0 - v_0 \).

The response function due to pitch rate, i.e. \( C_{j \alpha} \) for \( j = L, m \) are calculated only at zero degrees angle of attack and for the clean configuration. This value is next used to estimate the second integral in Eqs. 5 and 6, however, the estimation of nonlinear \( C_{j \alpha}(t, \alpha) \) for \( j = L, m \) needs more explanation. Assume a set of angle of attack samples of \( \alpha = [\alpha_1, \alpha_2, ..., \alpha_n] \), where the spacing can be uniform or non-uniform. The
response functions at each angle of $\alpha_k, k = 1, 2, ..., n$ degrees are calculated by holding the angle of attack fixed at $\alpha = \alpha_k$ degrees, and then performing a small step in the angle of attack to $\alpha = \alpha_k + \Delta \alpha$. The response functions are then computed by taking the differences between time-varying responses occurring after the step and the steady-state solution at $\alpha = \alpha_k$ degrees, and dividing them by the magnitude of the step.\(^{26}\)

The calculation of inboard and outboard flap responses, i.e. $C_{\text{j} \delta_f}(t, \delta_f)$ and $C_{\text{j} \delta_f}(t, \delta_f)$, is very similar to the angle of attack response calculation method: again assuming a set of deflection angles of $\delta = [\delta_1, \delta_2, ..., \delta_n]$, the response functions at each flap angle of $\delta_k, k = 1, 2, ..., n$ degrees are calculated by performing a steady-state solution with holding $\delta = \delta_k$ degrees, and then performing a step in the deflection angle to $\delta = \delta_k + \Delta \delta$. The response functions are then computed by taking the differences between the time-varying responses occurring after the step and the steady-state solution at $\delta = \delta_k$ degrees, and dividing them by the magnitude of the step.

III. Test Case

The DLR-F19 configuration is shown in Figure 1 (a). This vehicle has a lambda wing planform, similar to the SACCON wing, and has a leading edge sweep angle of 53 deg as shown in Figure 1 (b). The root chord is approximately one meter and the wing span is 1.53 m. The main sections of the model are the fuselage, the wing section, and the wing tip. The DLR-F19 UCAS has control surfaces located on the left and right hand side along the trailing edge of the outer wings and at the wing tips. The hinge lines of the trailing edge control surfaces are located at 75% of the outer wing chord. The configuration consists of three different profiles at the root section of the fuselage, including two sections with the same profile at the inner wing that form the transition from the fuselage to the wing and the outer wing section. The wings leading edge is parallel to its trailing edges as well. Finally, the outer wing section profile is twisted by five degrees around the leading edge to reduce the aerodynamic loads and to shift the onset of flow separation to higher angles of attack.

The DLR-F19 model has been tested in the DNW-NWB wind tunnel facility with different combinations of trailing edge control surface deflections. The deflections covered in the experiments were $-20^\circ$, $0^\circ$, and $20^\circ$, where a minus sign shows the trailing edge up. The wind tunnel model was mounted on a belly sting support located on the lower side of the model; the model and the support system are shown in Figure 2 (a). Previous results have shown an offset in the experimental pitch moment due to the wake formed behind the belly mounted sting.\(^{13}\) Thus, for validation purposes the sting geometry has been added to CFD models.

In the wind tunnel experiments of DLR-F19, trailing-edge flap surfaces were removed from the wing and replaced by new surfaces for each combination of control surface deflections. For cases that inner and outer flaps are deflected at the same angle, the gaps between flaps were sealed. Figure 2 (b), for example, shows starboard flaps deflected 20 degrees and the sealed gaps between them. To validate CFD models for all these test cases, a separate high quality grid needs to be generated around aircraft for each control surface deflection; the grids should have sealed gaps between flaps in cases that neighboring flaps have the same deflection angle. However, this approach is very labor intensive and time consuming for all combinations of control surface deflections. Besides, for the response calculation of these flaps, a method is required to move surface(s) at each time of simulation without regenerating the grid. For these reasons, an overset grid approach is used in this work.

In more details, overlapping grids were generated individually for the wing and control surfaces, without the need to force grid points aligned with neighboring components. The control surface grids were then overset to the wing grid. However, a grid assembly approach typically requires some gaps between control surfaces and the wing which are not present in the wind tunnel tests. Besides, grid needs to be refined around the gaps which makes the grid size often larger than a single grid. In this work, a hybrid-grid RANS meshes was generated from the full geometry models of the DLR-F19 without control surfaces. The grids for inner and outer flaps were generated separately and overset onto the main grids. The gap between wing and control surfaces was set to 2mm.

The background and minor grids were generated in two steps. In the first step, the inviscid tetrahedral mesh was generated using the ICEMCFD code. This mesh was then used as a starting mesh by TRITET\(^{44,45}\), which builds prism layers using an advancing front technique. TRITET rebuilds the inviscid mesh while respecting the size of the original inviscid mesh from ICEMCFD. The assembled grid of the full geometry is shown in Figure 3 which has a background mesh with around 129 million cells, and each minor grid with from
5.8 to 5.9 million cells. Figure 3(b) also shows the grid around starboard flaps, both deflected 20 degrees. The gaps between the wing and surfaces can be seen in this figure. The gap regions between wing and control surfaces can become an issue with an overset grid approach because the large gaps could exhibit strong flow unsteadiness and affect the predictions. To study these effects, two single grids were generated for zero and maximum-minimum control surface deflections. These grids were also generated using ICEMCFD and TRITET codes and have the sting geometry. The grid with non-deflected surfaces is shown in Figure 4 (a) which has around 71 million cells. Note that the overset and single grids have very high resolutions. A third grid was therefore generated that has less resolution than other grids and has not the belly-mounted sting (it has around 40 million cells for full geometry). This mesh is shown in Figure 4 (b) and is used in this work to test the resolution and sting effects on the reduced order model predictions. This grid was generated using commercial grid generation code of Pointwise V17.01.R3 and exported in double precision format for use in Cobalt.

IV. Wind Tunnel Experiments

The DLR-F19 wind tunnel data are available from the low-speed wind tunnel facility in Braunschweig (DNW-NWB), Germany, which is an atmospheric wind tunnel of closed-circuit type and has a test section size of 2.8 x 3.25 m² with a maximum free stream velocity of 90 m/s. The tunnel is capable of conducting static and dynamic measurements using different support systems; it can measure static forces and moments up to high angles of attack using a rear sting support in the α – β sweep configuration and can perform dynamic motions using the Model Positioning Mechanism (MPM) with a belly mounted support as shown in Figure 1 (a). Other available support systems are half-model setup, two-dimensional testing setup, and rotary motion support.

The DLR-F19 wind tunnel models were made with different combination of trailing edge control surfaces, such that all the gaps between surfaces are sealed. Static measurements were reported from MPM supports for angles of attack up to 30° at different side-slip angle and control surface deflections. Mach number and Reynolds number in these tests were 0.146 and 1.58 x 10⁶ based on a model reference length of 0.479 meter. Forces and moments were measured with an internal six component strain gauge balance. The surface pressure distribution was measured by pressure tap rows at locations shown in Figure 5. Different connection links between the belly sting support and the internal balance at NWB provide an angle of attack range from 0 to 30 degrees. This is provided by two different rigid cranked yaw links or by using an internal pitch link driven by a seventh axis.

V. Results and Discussions

All simulations were run on the Cray XE6 machine at the Engineering Research Development Center (ERDC). The free-stream velocity in all simulations was fixed at Mach 0.146 and the Reynolds number is 1.58 x 10⁶ similar to wind tunnel conditions. In steady simulations, first order accuracy in time with a CFL number of 1 x 10⁶, and one Newton sub-iteration was used. In unsteady simulations, second-order accuracy in time and two Newton sub-iterations was used. For response function calculations and dynamic motions, however, five Newton sub-iterations was used. CFD Time steps of unsteady simulations were selected based on the non-dimensional time-step (Δt*) criteria given in the work of Cummings et al. (2016).

A. Validation

First validation results are presented for a configuration with no control surface deflections. This case corresponds to RN1001 test in the experiments. The CFD predicted results with several different turbulence models and using the overset grid approach are compared with experimental data of this test case in Figure 6. Figure 6 shows that the CFD predictions closely follow the trends of the experimental data up to moderate angles of attack. At higher angles, SRAC model slightly underestimates the experimental drag data. Both of the DDES models and the SST model perform better at the tested angle of attack of 10 degrees. Based on modeling assumptions, DDES models are more likely to predict vortex breakdown and separated flows at these angles. However, DDES simulations should run unsteady and typically require more iterations than classical turbulence models.

All tested turbulence models yield similar lift predictions at low angles of attack, but they result in
a spread of predictions at moderate to high angles. The low angles of attack offset between CFD and experimental pitch moment data is likely due to the effects of the belly sting mounting present in the experiments. Figure 6 shows that the SARC model is the worst performer of the models tested to predict the pitch moment, but it still provides results similar to the best performing SACCON simulations of the AVT-161 Task Group. Again the DDES models and the SST model perform better at ten degrees angle of attack. In more details, the SARC model does not capture the pitch break in the region of 16 to 17 degrees angle of attack particularly well. The drop in pitching moment from 16 to 16.5 degrees is small compared to the experimental data, and the flow appears to have moved to a different 'mode' by 17 degrees in the computational case, whereas it takes the experimental data until approximately 19 degrees to obtain the same pitching moment coefficient.

The experimental surface pressure distributions are available from spanwise taps at different chord length. The coordinates of these taps were input to the Cobalt. The code then writes the calculated flow parameters (selected by the user) at these locations. The files can be written at each iteration or report the time-averaged values from selected iterations. In this work, the pressure coefficients from the final iteration are used. These results are compared with measurements at different angles of attack and shown in Figure 7. Each figure shows four sets of lines at each experimental location.

Figure 7 (a) shows that at zero degrees angle of attack, the difference in pressure between the upper and lower surfaces of the wing are small. The maximum difference occurs at 89% tap location close to the wing leading-edge due to tip vortices. At ten degrees angle of attack, the difference in pressures becomes large as shown in Figure 7 (b). The tip vortices become stronger as well and their effects can be seen even at the tap location of 20%. An apex vortex is formed at 14° which drops the upper surface pressure and therefore a dip is seen in the pressure plots of Figure 7 (c) at tap locations of 20% and 45%. At 14° angle of attack, the tip vortices are very strong; $C_p$ values at these regions reach around -6. However, due to adverse pressure gradients, the tip vortices lose their strengths downstream around the tap location of 89%. At 16° angle of attack, the apex vortices become stronger; therefore the dip in pressure plots become bigger and they stretch further downstream around the tap location of 67%. On the other hand, the tip vortices lose their strength at this tap location. Above 16° angle of attack, vortices start to interact, such that at 18° angle of attack only one vortex is formed over the upper surface. At higher angles, this vortex breakdown and causes a high pressure region over the upper surface.

The vortex flow topology of the DLR-F19 is also shown in Figure 7. Two vortices emanating from the wing tip and apex are present at 14° angle of attack (Fig. 7(c)). These vortices lead to a negative pressure region on the upper wing surface and hence augment the lift force. Figure 7 shows that at almost all locations, Cobalt predictions match well with experiments for angles of attack up to 16 degrees. As the angle of attack increases from 16°, the onset point of the outboard vortex starts to travel toward the wing apex due to increasing adverse pressure gradients. The SARC results, however, start to underestimate the strength of these vortices for angles above 16°, and by 17 degrees, the computational result is well understimating the vortex strength at the 45 and 67% tap locations. This continues at 18 degrees, and to a much lesser extent at 20 degrees. At 18 degrees and above, the vortices are already interacting and there is a single vortex originating at the nose. It would appear that, despite using a steady temporal scheme, the SARC model manages to capture the dominant effect of that single vortex on the surface pressure, and resultent pitching moment coefficients. At higher angles of attack the tip vortex also breaks down. The interaction of the vortices produces a strong recirculation zone over the upper wing and results in wing stall and the aerodynamic center backward movement.

The next results are presented for RN1103 test case, in which, starboard flaps are deflected 20° and port side flaps are deflected -20°. The experiments were run over a sweep angle of attack range of 0° to 30° at zero side slip angle. Figure 8 shows all aerodynamic force and moment coefficients predicted from Cobalt using SARC turbulence model and measured in the experiments. The results show that RN1103 case does not show significant changes in the lift and drag forces from the baseline values because of the asymmetric flap deflections. However, the pitch moment slope falls in RN1103 case and its value at zero degrees angle of attack increases. CFD predictions also show an increase in the zero angle of attack pitch moment but the slope does not change as much as seen in experiments. Therefore, the comparison between CFD and experimental data looks better than was found for the cases with undeflected control surfaces. CFD data still underestimate lift coefficients at and above 20 degrees angle of attack. The flap deflections result in a negative roll moment that causes the right wing tip up and the left wing tip down. Figure 8 shows that the effect of the control surface deflections on rolling moment coefficient is underestimated at angles of attack.
of 15 degrees and less, although it is well matched at 20 and 25 degrees. The pressure plots of RN1103 are also shown in Figure 9.

The overset grid results are compared with two single grids generated for RN1001 and RN1103 test cases. These comparisons allow us investigating the effects of the control surface gaps that exist for the overset grid on predictions. The single grids maintained, as much as possible, the same mesh distribution on the surface and the same density around the aircraft and control surfaces. Therefore, notwithstanding the effects of the hole-cut algorithm for the overset grid, it is likely that any differences between the two results are attributable to the existence of the gap. Figure shows the difference between the lift and pitching moment coefficients for the full-span overset grid compared with the half-span single grid for the case where the control surfaces are undeflected (RN1001). The pitch moment coefficient at an angle of attack of 10 degrees is 8% lower for the single grid than for the overset grid when using the SARC turbulence model, and similar differences arise for the SST model. The pitching moment coefficient for the single grid at the other two points sampled—angles of attack of 0 and 15 degrees—is also lower than the overset grid, but to a lesser extent. The exact reason for these differences is not immediately obvious. Figure 24b shows the difference between the rolling moment coefficients for the overset grid compared with the single grid for the case where the port control surfaces are deflected -20 degrees and the starboard control surfaces are deflected at +20 degrees (RN1103).

B. Modeling

The indical pitch moment responses of the DLR-F19 aircraft with a unit step change in angle of attack and pitch rate are shown in Fig. 11. None of control surfaces are deflected in these simulations. All calculations start from a steady-state solution at Mach number 0.146 and zero degrees angle of attack. For angle of attack response, the angle of attack is zero degrees at t = 0 and is held constant to one degree for all other times. The grid undergoes a translation motion but does not rotate. In pitch rate simulations, the grid starts to pitch up with a normalized pitch rate of q = 1 rad at t = 0 and the angle of attack is held to zero degrees during simulations with the aid of grid translation.

As shown in Figures 11(a)-(b), the z-axis force pitch moment responses have a negative peak at t = 0 followed by an increasing trend. As the steady flow around the vehicle is disturbed by the grid motion, a compression wave and an expansion wave are formed on the lower and upper surface of the vehicle that cause a sharp negative pitch moment peak in the responses. As the response time progresses, the waves begin to move away from the vehicle and the force and pitch moment responses start to increase and then asymptotically reach the steady-state values. Note that final response values correspond to the steady-state solution at one degree angle of attack.

Figures 11(c)-(d) show initial jumps in the pitch rate responses as well. Likewise angle of attack response, the solutions will reach a steady-state value after a transient solution. Note that the final response values are dynamic derivatives of C_{2\alpha} and C_{\alpha\alpha} used in flight mechanic textbooks. A linear ROM was created using Eq. (5) and used for prediction of two small amplitude pitching motions. The motions are defined as \( \alpha = \sin(\omega t) \) with frequencies of 1 and 2 Hz. The model predictions are compared with time-accurate simulations in Figure 12. The figure shows that linear ROM match CFD data very well. However, this model is only valid for linear regime of angle of attack. The functions of C_{2\alpha} and C_{\alpha\alpha} vary with angle of attack and thus a linear ROM cannot predict these effects.

To create a nonlinear model, angle of attack responses were simulated at different angles of attack and shown in Figure 13. In these simulations, the solution starts from a steady-state condition at angle of attack of \( \alpha_k \) and then performing a unit step in the angle of attack for all \( \alpha > 0 \). The response functions are then computed by taking the differences between time-varying forces and moments occurring after the step and the steady-state solution at \( \alpha = \alpha_k \) degrees, and dividing them by the magnitude of the step (\( \Delta \alpha \)). For a weakly nonlinear system, the response will be nearly independent of the step magnitude (assuming that \( \alpha_k + \Delta \alpha \leq \alpha_{k+1} \)). Figure 13 shows that the responses at initial time are invariant with angle of attack, but the intermediate and final values change slightly with the angle of attack for the range of input considered. A nonlinear ROM was created and then using a linear interpolation scheme, the prediction of several pitching motion was evaluated. Figure 14 shows the results of two pitching motions defined as \( \alpha = 5^\circ + 5^\circ \sin(\omega t) \) with frequencies of 1 and 2 Hz. Figure 14 shows that the nonlinear ROM predictions agree with CFD data much better than the linear model, but some discrepancies can be seen for angles above 6°.

For pitching motions of \( \alpha = 10^\circ + 4.7^\circ \sin(\omega t) \) with frequencies of 1 and 2 Hz, model predictions are compared with CFD and experimental data in Figure 15. The comparison shows that CFD data do not
match the experimental data. For more discussion of the DLR-F19 CFD and experimental dynamic cases, the reader is referred to the work of Young et al.\textsuperscript{17} Model predictions follow the trends of CFD data not experimental, but they again show some discrepancies at high angles of attack. In all these models, it was assumed that angle of attack response change with angle of attack but not the pitch rate response. Therefore, first test to check the source of discrepancy was to generate a new model that has pitch rate dependency on the angle of attack. The new model predictions are shown in Figure 15 (b) for the pitch moment. The results show that new model has very slight changes in the loop and data. Figure 16 compares the model and CFD data for a plunge motion as well. Grid undergoes only translation motions and there is no rotation, therefore the pitch rate effects are zero. Even for this case, discrepancies can be seen between model and CFD data. These results clearly show that pitch-rate effects are not the source of discrepancy seen between model and CFD.

The response functions were calculated for the mesh without sting. These responses are different from those shown in Figure 13 because of mesh resolution and geometry differences. A new nonlinear model was created from these responses and used to predict pitching motions of $\alpha = 10^\circ + 4.7^\circ \sin(\omega t)$ with frequencies of 1 and 2 Hz. The model and CFD data are shown in Figure 17. Even for this mesh, discrepancies can be seen between the model and CFD data at high angles of attack. This confirms that the sting geometry is not the source of discrepancy seen between model and CFD as well.

VI. Conclusions

This paper investigates the use of ROMs that significantly reduce the CFD simulation time required to create a full aerodynamics database, and improve the accuracy of prediction of aircraft static and dynamic characteristics over quasi-steady predictions. The ROM considered was based on linear and nonlinear indicial response methods. The response functions consist of aircraft responses to step changes in the angle of attack, pitch rate, and control surface deflections. All these functions were calculated using direct response simulation in URANS with the aid of rigid grid motion tool. A time-dependent surrogate model was described to find the response functions dependency on the angles of attack and Mach numbers.

The test case used was the DLR-F19 which has complex vortex flow topology over the upper surface. The comparison between time-accurate simulations with ROM predictions showed the consistency of predictions for small angles of attack. The pitch moment models, however, do not match with CFD for higher angles of attack. The results showed that the sting geometry is not the source of discrepancies between CFD data and model predictions.
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Figure 1. The DLR-F19 configuration.\textsuperscript{10}

(a) DLR-F19 with control surfaces

(b) Geometry details

Figure 2. The DLR-F19 wind tunnel model and control surfaces.\textsuperscript{10} In (b) starboard Control surfaces are shown with 20 degrees deflections.
Figure 3. The full-geometry overset grid. In this grid, starboard flaps are deflected 20° and port flaps deflected -20°.

Figure 4. The DLR-F19 single grids. In both grids, all control surfaces have zero deflection angle.
Figure 5. Pressure top locations of the DLR-F19 wind tunnel model.\textsuperscript{19}

(a) Lift coefficient

(b) Drag coefficient

(c) Pitch moment coefficient

Figure 6. The RN1001-case coefficients. Control surfaces are not deflected. Test conditions correspond to $M=0.146$, $Re=1.58\times10^6$ and $\beta=0$. 

Figure 7. The RN1001-case surface pressures using SARC turbulence model. Control surfaces are not deflected. Test conditions correspond to $M=0.146$, $Re=1.58 \times 10^6$ and $\beta=0$. In above pressure plots, lines show CFD predictions.
Figure 8. The RN1103-case coefficients. Control surfaces are fully deflected. Test conditions correspond to $M=0.146$, $Re=1.58\times10^6$ and $\beta=0$. In all figures, prediction are from Cohort using SARC turbulence model and shown with a blue-colored dot. Forces and moments are reported in the wind axes.
Figure 9. The RN1103-case surface pressures using SARC turbulence model. Control surfaces are fully deflected. Test conditions correspond to M=0.146, Re=1.58×10^6 and β=0. In above pressure plots, lines show CFD predictions.

Figure 10. Comparing overset grid results with results for a single grid.
Figure 11. Linear angle of attack and pitch rate responses.
Figure 12. Linear ROM modeling for pitch motions defined as $\alpha = \sin(\omega t)$

Figure 13. Angle of attack nonlinear responses.
Figure 14. ROM predictions for pitch motions defined as $\alpha = 5 + 5\sin(\omega t)$
Figure 15. ROM predictions for pitch motions defined as $\alpha = 10 + 4.7\sin(\omega t)$. In model, pitch rate response was calculated at zero degrees angle of attack. In Model 2, pitch rate responses depend on the angle of attack.

Figure 16. ROM predictions for a plunge motion defined as $\alpha = 10 + 4.7\sin(\omega t)$ with $f = 2\text{Hz}$. 
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Figure 17. ROM predictions for pitch motions defined as $\alpha = 10 + 4.7\sin(\omega t)$. The mesh has no sting geometry.