Attosecond optics and technology: progress to date and future prospects [Invited]

ZENGHU CHANG,1,* PAUL B. CORKUM,2 AND STEPHEN R. LEONE3

1Institute for the Frontier of Attosecond Science and Technology, Department of Physics and CREOL, University of Central Florida, Orlando, Florida 32816, USA
2Joint Attosecond Science Laboratory, University of Ottawa and National Research Council of Canada, 100 Sussex Drive, Ottawa, Ontario K1A OR6, Canada
3Departments of Chemistry and Physics, and Chemical Sciences Division, Lawrence Berkeley National Laboratory, University of California, Berkeley, California 94720, USA
*Corresponding author: Zenghu. Chang@ucf.edu

Received 4 January 2016; revised 3 April 2016; accepted 11 April 2016; posted 12 April 2016 (Doc. ID 256713); published 11 May 2016

The milestones of attosecond optics research in the last 15 years are briefly reviewed, and the latest trends in applications in gaseous and condensed matter are introduced. An outlook on future development of attosecond soft x-ray sources and their application is provided. © 2016 Optical Society of America

OCIS codes: (320.0320) Ultrafast optics; (020.2649) Strong field laser physics; (190.4180) Multiphoton processes.

http://dx.doi.org/10.1364/JOSAB.33.001081

1. INTRODUCTION

A natural time scale of electron dynamics in atoms, molecules, and condensed matter is on the order of attoseconds, 1 as = 10−18 s [1]. The production of attosecond optical pulses for observing and controlling electron motion is presently one of the fastest advancing frontiers in ultrafast laser research [2]. The FWHM duration of a Fourier transform-limited Gaussian pulse, τp, is related to the frequency width, Δω, by the equation τp(ω) = 3.265 × 10−18 cm/ω [3]. As an example, the calculated spectrum of a 10 as pulse is shown in Fig. 1, which extends over a broad range of soft x rays. The spectrum of visible and infrared light is not wide enough to support pulses less than 1 fs. Temporally coherent ultraviolet and x-ray wavelengths are needed instead, but such pulses are technically difficult to produce because of the lack of proper broadband laser gain media in this short-wavelength range.

The broadband light required to support attosecond pulses is produced by a process called high-order harmonic generation (HHG), when high-power short-pulse lasers interact with noble gases, a phenomenon discovered in 1987 to 1988 [4,5]. A typical high harmonic spectrum starts with a fast decrease of intensity versus photon energy, followed by a broad plateau that extends to the extreme ultraviolet (XUV) and an abrupt cutoff. The temporal coherence of the XUV light was understood by a three-step semiclassical model and a quantum model at the single atom level [6–9]. The typical intensity on the gas target is on the order of 1014 W/cm2. The corresponding electric field of the linearly polarized light is 108 V/cm, which is comparable with the internal Coulomb field in an atom. For instance, the field that the 1s electron in the hydrogen atom experiences is 5.14 × 109 V/cm. In such a strong external field, an electron can be freed from an atom via tunneling ionization. The high-energy photon is produced when the electron accelerated by the intense laser field recombines with the parent ion. This three-step process occurs in one laser cycle. Theories depict that an attosecond burst is emitted when the electron returns to the ground state, and the high harmonic comb is the result of beating of a train of attosecond pulses generated over many laser cycles [10].

Nd:YAG and KrF excimer lasers were used in these pioneering experiments to drive the nonperturbative nonlinear process. In the 1990s, the femtosecond Ti:Sapphire laser was developed and became the workhorse for HHG research [11]. The yield of the high harmonic generation with these lasers is determined by the single atom response and macroscopic phase matching [12]. XUV radiation from atoms at different locations in the partially ionizing gas medium may not add up constructively on the detector due to the difference between the phase velocity of the laser induced polarization and that of the XUV field. Unlike second- or third-harmonic generation in crystals, phase matching cannot be achieved by making use of the birefringence of the nonlinear medium, as gases are isotropic. Interestingly, the strong field/Lewenstein model predicts that the phase of the dipole moment responsible for a particular harmonic depends on the driving laser intensity [13], which is not the case for low-order perturbative harmonic generation. This effect plays an important role in phase-matching high-harmonic generation because of the variation of the laser intensity in transverse/propagation directions. This is the reason that gas cells in high
Innovative harmonics can also be balanced by neutral atoms [14]. The cutoff photon energy, and thus the total high harmonic spectral span, is determined by the maximum kinetic energy that an electron gains from the driving laser field and the phase-matching bandwidth. In 2001, attosecond light pulse characterization in HHG was demonstrated for the first time [15,16]. Because the power spectrum could be easily measured, the main task was to determine the spectral phase. Due to the low efficiency of high-order harmonic generation processes, which is on the order of $10^{-6}$, the energies of the attosecond pulses are on the order of picojoules to femtojoules [17]. The low intensity makes it difficult to implement the phase retrieval techniques developed for femtosecond lasers that rely on nonlinear optical gating processes. Novel schemes were developed to characterize a train of attosecond bursts and single isolated attosecond pulses, which retrieve the phase by analyzing the photoelectron spectrum emitted from atoms bathed in a combination of XUV and strong near-infrared (NIR) laser fields. The photoelectron is emitted when an atom absorbs an XUV photon and one or more NIR photons simultaneously, which serves as the nonstationary time filter required for fully characterizing the optical pulses.

Significant progress in the generation and characterization of attosecond pulses has been made in the last 15 years. The shortest pulses, 67 as, were achieved in 2012 [18], which were characterized by two different phase retrieval methods, frequency-resolved optical gating for complete reconstruction of attosecond bursts (FROG-CRAB) and phase retrieval by omega oscillation filtering (PROOF) [19,20]. Recently, high harmonic generation in solids has also been demonstrated [21]. In addition, attosecond pulse usage has dramatically increased in solving scientific problems [22], already resulting in hundreds of publications describing completed and proposed experiments and corresponding theory. In this short overview, the latest efforts in reducing the pulse durations, increasing the pulse energies, and increasing the photon energies are introduced. Innovative in situ pulse characterization schemes for studying HHG from both gas and solid targets are illustrated. Brief descriptions of a few exciting results from attosecond applications are given, followed by a perspective on the future of the attosecond field.

2. NEXT-GENERATION DRIVING LASERS FOR ATTOSECOND GENERATION

A. Carrier-Envelope Phase-Locked 100 TW-Level Lasers

The success of the first-generation attosecond light sources is built upon high-power femtosecond Ti:Sapphire technology [23]. The Ti$^{3+}$ ions that replace the Al atoms in the Al$_2$O$_3$ crystal exhibit a large simulated emission cross section in the broad spectral range from 650 to 1100 nm. Ti: Sapphire can be conveniently pumped by the second harmonic of Nd doped YAG, YLF, and other host media. In the last decade, arc lamps and flash lamps in these pump lasers have been replaced by laser diodes, which leads to user-friendly products that deliver either single-longitudinal mode beams for pumping laser oscillators or laser pulses with high energy, high repletion rate, and excellent pulse-to-pulse stability for pumping amplifiers.

The combination of the ultrabroad gain bandwidth of Ti:Sapphire and the Kerr-lens mode-locking technique results in laser oscillators that routinely produce nanojoule pulses with less than 10 fs duration and ~80 MHz repetition rate. The pulses can be amplified to a few mJ or higher by chirped pulse amplification (CPA) that operates at ~1 kHz. The femtosecond pulses from an oscillator are stretched to several hundred picoseconds in a grating compressor to reduce the intensity and avoid damage of the amplifier gain media. The amplified pulses are then compressed back to femtoseconds by a pair of diffraction gratings or prisms. The typical gain of the amplifiers is on the order of 10$^6$ or higher, centered at 800 nm. The gain narrowing effects broaden the pulses to ~25 fs.

Various subcycle gating schemes have been developed to generate isolated attosecond pulses for pump–probe experiments [2], which will be introduced in Section 3. For some gating methods such as double optical gating, the shorter the driving laser pulses, the higher the conversion efficiency [24]. This is because only the energy within one laser cycle can be converted to a single attosecond pulse. Therefore, the 25 fs pulses are compressed by coupling the laser to a noble gas-filled hollow-core fiber. The self-phase modulation in the fiber broadens the spectrum by a factor of 5 or more. Afterward, the positive chirp of the pulses is removed by several pairs of mirrors with negative group delay dispersion, and the pulse duration can reach 5 fs or shorter. The typical pulse energy is ~1 mJ [25]. The kHz Ti:Sapphire laser system at the Institute for the Frontier of Attosecond Science and Technology is shown in Fig. 2.

The electric field of a transform-limited Gaussian pulse can be expressed by $E(t) = E_0 e^{-2 \ln(2) \tau^2} \cos(\omega_0 t + \phi_{CE})$, where $E_0$ and $\omega_0$ are the peak amplitude and center angular frequency, respectively. The carrier-envelope (CE) phase, $\phi_{CE}$, measures the offset between the peak of the pulse envelope and the maximum of the field oscillation, as illustrated in Fig. 3 [3]. As described in Section 3, several gating schemes
have been developed for generating isolated attosecond pulses, and the carrier-envelope (CE) phase of the driving laser plays an important role. The CE phase of a femtosecond oscillator can be stabilized by using the $f$-to-$2f$ technique developed for optical frequency metrology [26]. Various schemes have been implemented to lock and control the CE phase of kHz femtosecond amplifiers. It was demonstrated that one of the main sources of CE phase drift in a Chirped Pulse Amplifier is the variation of the spacing between the gratings in the stretcher and compressor [27]. By feedback controlling the grating position, the CE phase of the amplified pulses can be locked to $\sim 100$ mrad RMS, which satisfies the requirements for isolated attosecond pulse generation [28].

The peak intensity at the focal point of a Gaussian beam can be estimated by $I_0 = \frac{1.88k_0}{	au r_p w_0^2}$, where $w_0$ is $1/e^2$ radius of the focal spot. The energy of the attosecond pulse, $E_p$, generated with a kHz Ti:Sapphire laser is on the order of picojoules to nanojoules, which is determined by the limited output energy of the hollow-core fiber ($\sim 1$ mJ) and the conversion efficiency from NIR to XUV ($\sim 10^{-6}$). The intensity that can be reached by a 200 as, 1 nJ pulsed XUV beam focused to a 10 $\mu$m spot is $3 \times 10^{12}$ W/cm$^2$. To perform attosecond-pump attosecond-probe experiments, which are essentially second-order XUV nonlinear optics experiments, $10^{14}$ W/cm$^2$ is required [29,30].

Considering the losses in beam transporting, filtering and focusing, microjoule level attosecond pulses need to be produced from the generation target.

Femtosecond lasers with $\sim 0.1$ to 1 J level pulse energy are being developed to significantly increase the attosecond pulse energy [31,32]. Although lasers with such energy are available for relativistic plasma physics research, their CE phase is not locked, and the pulse width is too long for generating isolated attosecond pulses with high conversion efficiency. The high energies in these lasers are achieved by amplifying the sub-10 fs, nJ pulses from the oscillator in a CPA chain with a total gain of $10^3$ or higher. Gain narrowing limits the pulse width to $\sim 30$ fs. A double CPA approach has been taken to minimize the effects of gain narrowing, as shown in Fig. 4 [33].

The first CPA is similar to the one shown in Fig. 2, which runs at 1 kHz and produces 1 mJ pulses with a bandwidth supporting 5 fs pulses. Therefore, the gain narrowing in this CPA stage is compensated by the spectral broadening in the gas-filled hollow-core fiber. The output of the fiber serves as the seed for the second CPA, which has a moderate gain of $\sim 1000$. In addition, spectral filters with higher loss at the peak of the gain cross-section curve and lower loss at the wings of the amplified spectrum are added to further compensate the gain narrowing. After correcting for the spectral phase errors, 14 fs pulses with 350 mJ energy were generated at 10 Hz. With this laser, a 100 nJ extreme ultraviolet pulse that can support 230 as isolated attosecond pulses at 35 eV was generated from argon gas using the generalized double optical gating technique [34,35].

The low repetition rate of the joule level laser poses a challenge for locking the CE phase. Direct implementation of the feedback control methods developed for kHz lasers is not feasible because the 10 Hz $f$-to-$2f$ signal that measures the phase variation is not fast enough to compensate for the rapid frequency components of the phase drift that can extend to $\sim 100$ Hz. A fast CE phase probing scheme was demonstrated to solve the problem [33]. The kHz pulses from the first CPA were sent to the second CPA without amplification to monitor the CE phase variation at $\sim 1$ kHz rate, which is used as the feedback control signal to stabilize the CE phase of the final output, as depicted in Fig. 4. With this scheme, the effects of CE phase on the XUV spectrum generated with the 10 Hz laser are observed, as shown in Fig. 5.

The second CPA, which has a moderate gain of $\sim 1000$, was added after correcting for the spectral phase errors. The high-energy pulses at 10 Hz were split into two branches: a 15-pass 1 kHz CPA, which has a moderate gain of $\sim 1000$, and a 9-pass 10 Hz CPA. The high-energy pulses at 10 Hz were split into two branches: a 15-pass 1 kHz CPA, which has a moderate gain of $\sim 1000$, and a 9-pass 10 Hz CPA. The high-energy pulses at 10 Hz were split into two branches: a 15-pass 1 kHz CPA, which has a moderate gain of $\sim 1000$, and a 9-pass 10 Hz CPA.
Another approach has been demonstrated to achieve 5 fs pulses with 80 mJ pulse energy at 800 nm and 10 Hz [36], which is based on optical parametric chirped pulse amplification (OPCPA), discussed in the next section. Comparing to CPA, the gain bandwidth of OPCPA is much broader. The main difficulty is the lack of commercially available pump lasers with the required pulse duration and synchronization with the seed pulses.

**B. Few-Cycle, High-Power Mid-Infrared Lasers**

The measured sub-100 attosecond pulses so far cover a spectral range of 55–130 eV [2]. For atomic physics, condensed matter, and chemical and atomic application, it is important to extend the attosecond spectrum to the “water window,” i.e., the photon energy range from 280 to 530 eV, which is within the range shown in Fig. 1. Such soft-ray sources make it possible to use core-level transitions to study electron dynamics in materials containing carbon, nitrogen, oxygen, and several other key elements. Although subcycle gating of the high harmonic generation process has yielded an x-ray supercontinuum extending to 600 eV [37], the photon flux is too low for attosecond pulse characterization and applications.

In 2001, it was demonstrated experimentally that the cutoff photon energy of high-order harmonic generation can be dramatically increased when the center wavelength of the driving lasers is longer than that of Ti:Sapphire [38]. The mechanism can be explained by the semi-classical model that describes the generation of an attosecond burst during one driving laser cycle in three steps. First, an electron is released by tunneling through the potential barrier formed by the atomic Coulomb field and the driving laser field. Then, the freed electron gains kinetic energy while being accelerated by the electric field of the laser. Finally, the electron returns to its birth place, recombines with the parent ion, and emits a photon. The photon energy is equal to the binding energy of the atom plus the kinetic energy of the returning electron [6, 7].

It turns out that the ionization rate of an atom in intense laser fields does not depend much on the laser wavelength. Therefore, the highest intensity an atom can experience before being fully ionized is almost wavelength independent. This intensity is called the saturation ionization intensity, \( I_s \). On the other hand, the energy gain of an electron in an electric field scales quadratically with the acceleration time or the laser cycle/wavelength. For a given driving laser pulse duration, the maximum energy of the photon emitted by the atom is given by

\[
\hbar \omega_c = I_p + \frac{0.5I_p^{3.5} \lambda^2}{\ln \left( \frac{0.86I_p^{3.5} G_{in} C_{p, \lambda}^2}{\ln(1-\rho_s)} \tau_p \right)}^{1/2},
\]

where \( \rho_s \) is the ionization probability at the peak of the driving laser pulse that defines the saturation of the ionization of the ground state population, which can be set to 0.98. The unit of \( \hbar \omega_c \) and \( I_p \) is eV. The unit of \( \lambda \) is \( \mu \)m, \( \tau_p \) is in fs. The values of \( n^*, G_{in} \), and \( C_{p, \lambda}^2 \) associated with the quantum parameters of the ground state are found in [3]. Equation (1) shows the explicit dependence of the cutoff photon energy on the driving laser wavelength.

Figure 6 shows the calculated photon energy that can potentially be reached with noble gases for different laser wavelengths using Eq. (1). The pulse duration of the driving laser was fixed at 25 fs in the single atom calculations. When 1D phase-matching is considered, \( \rho_s \) can be replaced by the ionization probability, \( \rho_{pm} \), at which the index of refraction of the remaining ionized gas equals to that of the plasmas formed by the ionized portion of the gas, which leads to

\[
\hbar \omega_{c, pm} = I_p + \frac{0.5I_p^{3.5} \lambda^2}{\ln \left( \frac{0.86I_p^{3.5} G_{in} C_{p, \lambda}^2}{\ln(1-\rho_{pm})} \tau_p \right)}^{1/2},
\]

The values of \( \rho_{pm} \) can also be found in [3]. For helium, \( \rho_{pm} \) equals to \( 5 \times 10^{-5} \), which is much less than \( \rho_s \). Therefore the cutoff photon energy under such a phase-matched condition is less than that from a single atom calculation.

![Fig. 6. Calculated maximum photon energy as a function of driving laser wavelength. Republished with permission of Taylor & Francis, from [3].](image-url)
The first demonstration of high harmonic cutoff extension with long-wavelength lasers was conducted by using an optical parametric amplifier (OPA) pumped by a femtosecond Ti:Sapphire laser. The nonlinear crystal is BBO. The energy of the 1.5 μm pulses was less than 100 μJ. Later, higher-energy OPAs, >1 mJ, ∼45 fs, became commercially available. When the OPA output beam is coupled to a gas-filled hollow-core fiber and the positive chirp of the output pulse is compensated by the negative group velocity dispersion of fused silica, two-cycle pulses with 0.5 mJ or more energy centered at 1.8 μm were produced [40]. When the laser is focused on a neon target, the high harmonic spectrum covers the range of 160 to 400 eV, as shown in Fig. 7 [41]. Isolated attosecond bursts have also been generated by using the attosecond lighthouse technique described in Section 3 [42].

To further increase the driving laser energy and avoid the 50% loss of the hollow-core fiber, optical parametric chirped pulse amplifiers with kHz repetition rate, two-cycle duration, and more than 1 mJ energy have been developed at 1.6 to 2 μm center wavelengths. A typical OPCPA is shown in Fig. 8, which takes advantage of the matured Ti:Sapphire laser technology [43,44]. The carrier-envelope phase stabilized seed pulses with ∼100 nJ energy are produced by a difference frequency-generation process driven by the mJ level white light from a gas cell or a gas-filled hollow-core fiber. The nonlinear crystals for parametric amplification are BiB3O6, which can be phase-matched over a very broad spectral range from 1.2 to 2.3 μm when pumped by Ti:Sapphire lasers. The final pulse energy has been generated by using the attosecond lighthouse technique described in Section 3 [42].

3. NOVEL ATTOSECOND GATING AND CHARACTERIZING ATTOSECOND PULSES

During multiphoton ionization, many things occur. The newly freed electron may elastically scatter, inelastically scatter, and emit incoherent light, but, in Fig. 9, we concentrate only on that aspect of strong field atomic physics that leads to high harmonic and attosecond pulse generation. In Fig. 9, the dynamics of the process are represented by the orange arrow. The two essential components of the electron wave function are captured: one bound by the Coulomb potential of the ion and the other, an electron wave packet tunneling from the atom and moving in the continuum with a semi-classical motion. The total wave function is the sum of the two parts, and the illustration captures the overlap of the two components of the wave function. The charge oscillation due to this laser-induced interference is responsible for attosecond pulse generation. In other words, attosecond pulse generation can be thought of as an interference process.

Before discussing attosecond gating and characterization, it is useful to introduce the concept of quantum trajectories for the ionizing electron. A quantum trajectory is a semiclassical mapping of a moment of birth into a moment and energy of re-collision. The set of quantum trajectory is the electron re-collision wave packet, as illustrated in Fig. 9. In the high harmonics context, quantum trajectories have their origin in the “Lewenstein model” of high harmonic generation [8]. In the approximation where we ignore the ionic potential along the quantum trajectory (known as the strong field approximation),
and we use classical physics to estimate the path, then any moment of birth during the quarter period following a field crest would return the electron to its origin. This means that, averaged over one half-cycle, 50% of the wave packet has the potential to re-collide within one period of birth [6], converting its kinetic and potential energy into a photon.

Phase distinguishes coherent from incoherent optics, so phase control is a tremendously important variable. As the electron transits the quantum trajectory, it accumulates phase with respect to the wave function from which it originated. The phase is essentially determined by the classical action of an electron along the trajectory plus a contribution from the ionization potential of the state from which the electron originated [8]. Thus, the radiation that is created when components of the electron wave packet recombines to its initial state (or any other phase related state) and has a phase that we can estimate with classical physics or measure through analyzing the emitted radiation. Because we can manipulate the classical action by means of the field, we can control the phase of the XUV radiation. Alternatively, measuring the phase of the XUV light tells us about the manipulation.

While we have spoken of an atom, there is nothing specific about the ideas that confine us to atomic media. Small molecules are much like atoms in the context of this discussion [49], and large molecules or wide bandgap semiconductors allow a similar response if we map the idea of ionization onto electron-hole pair creation [50]. Thus, the form of extreme nonlinear optics that has just been discussed, although not unique [51,52], is relatively general.

With both mid-infrared and 800 nm wavelength drivers in mind, consider now the re-collision. The key to producing isolated attosecond pulses is to ensure that no trajectories other than those that originate in one quarter-field cycle of the fundamental pulse are able to produce radiation in the direction that is observed. If this is fulfilled, then the resulting radiation is confined to a time determined by the classical trajectories, thus a time window of approximately 50% of the light period. For 800 nm light, this would be about 1.5 fs.

To progress further, now consider the phase coherence across a beam. As previously discussed, a moment of birth is mapped into a moment and energy of re-collision. For a given energy of re-collision (or XUV wavelength), this mapping depends on the wavelength and field strength of the fundamental. In a realistic beam with a spatial intensity profile, the field strength depends on the spatial position of the atom in the laser focus. Therefore, across the wavefront the radiation is produced with different phases.

The classical mapping of moment of birth into energy of re-collision suggests that it is useful to subdivide the quarter period after any field crest into two times that generate the same frequency. Electrons are born soon after the field crest and returning between three-quarters period to one period later. They are the “long trajectory electrons.” They produce radiation with a characteristic spatial phase. There are also electrons born later and returning earlier. These short trajectory electrons produce XUV radiation that has a different spatial phase structure.

The differing spatial phase of the radiation created by short and long trajectory electrons across the beam profile means that the long and short trajectory components of the beam separate in the far field and one or the other can be observed, usually the short trajectory contribution.

Radiation produced by the short trajectory electrons begin with the longest wavelength component arriving earliest, and the output is frequency chirped over the next ~ quarter period of the fundamental, until it reaches the cutoff (or maximum) frequency permitted for this intensity and wavelength driver. A linear chirp, such as this, can be removed by passing the pulse through a dispersive material [53]. In this way, we reach shortest controlled pulse ever produced: 67 as [18].

With high-energy infrared drivers, such as those previously described, the phase accumulated along any electron trajectory is greater, as is the divergence difference between radiation originating from the short and long trajectory. The attosecond pulses they create will have a higher cutoff energy and the greater the bandwidth but a smaller chirp [54]. Photon energies in the keV range are possible [48], and pulse durations near 10 as seem feasible. Therefore, we now consider methods for generating isolated attosecond pulses.

A. Subcycle Gating in Gases and Solids

For isolated attosecond pulse generation, there is one overarching requirement. As discussed above, the fundamental pulse must be carrier-envelope-phase stable. Once this is achieved, there are two general methods for selecting an isolated attosecond pulse from the train of pulses that constitutes the high harmonics. One approach is to manipulate the re-collision electron so that only radiation from one re-collision is important. This approach operates on the single-atom level. That is, each atom in the gas of atoms creates an identical attosecond pulse. The pulse measured in an experiment is the coherent sum of all of these atomic-level attosecond pulses. The other approach is to manipulate the beam so that only radiation from a single re-collision can be emitted in a given direction. Any atom in the focal volume will now create a train of pulses, but, like a phased array, the radiation is directed to a slightly different direction on each half cycle of the fundamental. In this case, attosecond pulse selection operates at the level of the wavefront of the beam.

1. Amplitude Gating

The first isolated attosecond pulses were generated with the first of the two methods mentioned above [16]. Specifically, the method is called “amplitude gating.” For amplitude gating, the gate operates on the dual requirement that the field must be high enough to ionize the atom at one field crest and that it must remain strong enough to force an energetic re-collision ~2/3 of a period later. If the former is not fulfilled, then there is no re-collision by definition. If the latter is not fulfilled, then the radiation created in the re-collision and recombination can be removed with a high photon energy bandpass filter. For a short enough driver pulse, there is only one re-collision that fulfills this dual requirement.

2. Polarization Gating

The first proposed active gating method was polarization gating [55]. Polarization gating also falls within the first category above. It seeks to ensure that the electron and ion will miss
each other when they are given an opportunity to re-collide except for only one half-period. Polarization gating achieves this requirement by using a fundamental pulse with time-dependent elliptical polarization. As shown in Fig. 10, it can be achieved by time-delayed pulses with opposite handed circular polarization. These pulses can be created passively with wave plates [56]. The result is a short driving pulse continuously changes from circular to linear and then back to circular of the other handedness. When a gas is illuminated with such a pulse, high harmonic radiation can only be emitted for a brief interval when the driving field is near linear. (This can be readily confirmed with a classical trajectory calculation.) Thus, the emission is confined to a fraction of the pulse duration, which can be just a fraction of an optical cycle.

3. Attosecond Lighthouse

There are many variants of polarization gating, such as double optical [57] or partial polarization gating [58], but rather than deal with them in detail, consider the second general approach to attosecond pulse selection. It has already been discussed how the short and long trajectory electrons create radiation with different divergences, allowing the long and short trajectory contribution to be isolated in the far field. One might ask if there is another beam structure that will do even better. The answer is “yes.” Imagine a space–time coupled beam that has a time-dependent wavefront, a wave front that changes directions continuously throughout the beam. Then, radiation created each half cycle will propagate in a different direction. If that difference exceeds the beam divergence, then, as the beam propagates, the spatially overlapping attosecond pulse train of the high harmonics separates in the far field into isolated attosecond pulses. This method, known as the “attosecond lighthouse” [59,60], is illustrated in Fig. 11. It creates multiple isolated attosecond pulses, and each one of them is coherent with the others and potentially individually controllable. They will prove a powerful resource for measuring attosecond dynamics.

B. Characterization of Attosecond Pulses

Now consider attosecond pulse measurement. One’s initial tendency is to try to directly adapt laser methods of autocorrelation, spectral phase interferometry for direct electric-field reconstruction (SPIDER) or FROG to attosecond pulse measurement. However, this turns out to be difficult, if not impossible. Primarily the attosecond pulses are too weak, and there is not an efficient enough nonlinear material. Instead, the adaptation of other methods is general considering the clear relationship between key elements of laser and attosecond methods.

A short pulse only exists because of the phase relation between the different frequencies that make up the pulse. Therefore, any measurement needs a method to directly or indirectly compare the phase at different frequencies. In all cases, this is achieved using a nonlinear process to shift radiation from one frequency to another. For laser pulses, many materials are effective nonlinear media. In attosecond technology, an ionizing (or recombining) electron can play the same role. For laser pulses, a beam splitter divides the beam in question into two components. In attosecond technology, the nonlinearity arises from mixing one or more infrared photons with the attosecond ionizing (or recombining) electron.

Two basic techniques are used to measure attosecond duration pulses. For both, the electron is the key element that allows measurement because the electron is so sensitive to fields. In one approach, we exploit the streak camera idea. In its attosecond incarnation, we transfer amplitude and phase information of the attosecond pulse to a photoelectron replica and then measure the photoelectron replica by mixing in the energy and phase structure of one (or more) infrared photons [61]. In the second approach we use the ionizing atomic gas in which the attosecond pulse is being used as the highly nonlinear medium that permits measurement. Here, it is the antenna-like nature of the re-collision electron that allows us to encode information onto the attosecond pulse itself. The pulse then contains information on its own duration, and the pulse duration information can be retrieved using FROG-like methods.

1. Streaking

Consider streaking first. Photoionization is a coherent process. During photoionization, the amplitude and phase of a light pulse are transferred to an electron through the transition moment. For simple atoms, the transition moment is well understood and, therefore, a photo-electron measurement can serve as a proxy for measuring the amplitude and phase of the pulse itself. This is the fundamental idea underlying the method called “reconstruction of attosecond harmonic beating by
interference of two-photon transitions” (RABBITT) [15], PROOF [20], and attosecond streaking [62,63]. Here, the nonlinearity arises from mixing in one or more infrared photons. In PROOF and RABBITT, one infrared photon that is added; for attosecond streaking, many are added.

Attosecond streaking (sketched in Fig. 12) can be understood classically [64]. While an electron is bound, it cannot respond to the infrared laser field. However, as soon as the electron is released, it is accelerated by the field of the laser. Thus, the electron gains energy from the XUV photon and also from the integral of the time-dependent field from its moment of ionization to its moment of re-collision. The laser field's contribution to the electron's energy depends on the range of moments of birth—or the pulse duration.

The strength of streaking methods is that the attosecond pulse can be created, filtered, and transported to an experiment before it is measured. As long as the atomic system in which the measurement is made is well understood, the pulse is accurately measured where it is used. The weaknesses of the method are twofold: (1) an attosecond pulse is space–time coupled. If the source is reimaged into the medium (as is usually the case) and the IR field overlaps the full image, then streaking measures the spatially averaged pulse; (2) because the photoionization cross section decreases with photon energy, streaking-related measurement methods become increasingly difficult, as interest moves to attosecond pulses with higher photon energy and potentially shorter pulses.

2. In situ Measurement

In situ methods [64] share some aspects of streaking. Both rely on photoelectrons, but for in situ measurement, the photoelectron that is responsible for the measurement is the re-collision electron itself. When the re-collision electron photo-recombines, it creates the attosecond pulse as a photon replica of itself as seen through the transition moment. That is, attosecond pulse generation is the inverse of photoionization. As with streaking, the job is to measure the (photo-recombining) electron's spectral phase.

In common with PROOF or RABBITT, for in situ measurement a weak control field is used to perturb the trajectory of the re-collision electron, modifying its phase. Modification is only possible during the brief interval between birth and re-collision. Using a perturbing field incident at an angle produces a modification to the phase of the re-collision electron wave packet, which varies as the detection is translated across the attosecond pulse wavefront. In this way, a spatial modulation can be induced on the attosecond pulse. If the angle is small, then the attosecond beam is deflected with the deflection depending on the relative phase between the perturbing beam and the attosecond pulse. If the angle is large, then the deflecting beam is diffracted. In both cases, information that is imposed on the electron wave packet is transferred to the XUV radiation where it is "read."

With the beam profile depending on the phase (or time) the 2D information is obtained for reconstructing the beam spatial profile at each frequency. This is very much like how FROG determines the time profile of a short pulse from the spectral profile as a function of time. The phase of the time-dependent deflection of the beam for each frequency component, relative to the beam deflection at some reference frequency, determines the spectral phase at the associated frequency [65].

The strength of in situ measurement is that the space–time structure of an attosecond pulse is obtained, and the measurement process is so efficient that it allows single-shot measurement of the pulse [66] and of the perturbing field [67]. It seems perfectly scalable to high-energy soft x rays and to pulses that are much shorter than those currently produced. The weakness is that the pulse is measured in the medium in which it is created. If the pulse is filtered afterward, these changes require that the modified beam is measured relative to the just measured pulse by spectral interferometry.

C. Controlling Attosecond Pulses

Measurement and control are deeply entwined ideas. An unknown pulse is measured by controlling the final state of an observable. Measuring an unknown pulse requires a material with a well-understood response so that the changes in the final state can be understood. The same set of steps can determine (1) the unknown response of a material if the pulse is well-determined; (2) it can control the observable, should we be interested in its control. Therefore, all methods of measuring attosecond pulses can be turned into methods of measuring material response or controlling materials. This is true for both attosecond streaking and in situ measurement.

1. Controlling Attosecond Beams

In the case of streaking, we are not so interested in controlling the electron characteristics, although this can lead to new ways to create a laser in the air [68]. The significance of control is much clearer in the case of in situ measurement because, here, the information that is needed for measurement is transferred to the optical pulse, thereby modifying the pulse or controlling the pulse. This modification can be quite important and quite dramatic. For example, it is possible to control re-collision on a subcycle basis with a control beam that is perpendicularly polarized. This opens the opportunity to tune an attosecond pulse.

Many control methods are spectrally selective. For example, it is possible to impose spin angular momentum on a beam [69] by mixing two circularly polarized fundamental beams, one the second harmonic of the other, and with different handedness. In this case, the electron re-collision is modulated in such a manner as to create rotating polarization for any emitted
harmonic. Harmonics alternate between left-handed circular; right-handed circular; and absent throughout the full output spectrum.

It is also possible to impose orbital angular momentum on a high harmonic pulse [70–72]. One method is similar to what is done with visible lasers. In laser technology, one writes a phase structure on the beam. In the case of XUV light, the phase structure is written on the re-collision electron by a weak control pulse, and then it is transferred to the XUV light as the electron recombines.

In fact, any phase can be imposed on the XUV beam, as it is being produced via an external control beam adding phase to the re-collision electron along its trajectory. Specifically, this includes a Fresnel zone plate to focus the XUV radiation [73], offering the potential to focus beams that have been just created or to spectrally filter the beam.

2. Transient Grating Spectroscopy

Before concluding this section, it is important to return to measurement. Writing grating structures into a medium is closely related to transient grating spectroscopy and 2D spectroscopy: two of the most powerful probing methods used in conventional ultrafast optics. In transient grating spectroscopy, a grating is introduced into the material in order to measure material dynamics, not to control the radiation—although it does both. As shown in Fig. 13, a grating can be induced by a pair of excitation pulses. In transient grating spectroscopy, we aim to follow the materials response as a function of time delay. Transient grating spectroscopy is powerful because the probe pulse is diffracted to a region where it would not otherwise be so the dynamics is observed without background. In fact, one can observe the deflected beam and the diffracted radiation.

Transient grating spectroscopy has been applied to measuring conical intersection dynamics [74] and also photochemical decomposition [75]. In these cases, the pump pulse creates a photoexcitation grating in the molecular gas. As the molecule undergoes its natural dynamics, the excited state grating evolves. As shown in Fig. 13, the probe pulse can be a fundamental beam creating high harmonics (or attosecond pulses) in situ. Equally interesting is the case where the probe pulse is an attosecond pulse itself, but that brings us to transient absorption spectroscopy, the subject of the next section of this review.

**Fig. 13.** Adapted from [75]. Reprinted with permission from AAAS. A beam of NO₂ molecules is ejected into the vacuum. Excited by 400 nm light, the NO₂ molecules bend toward a conical intersection. High harmonic radiation created by a delayed, intense 800 nm beam is diffracted by the patterned medium. A fully coherent spectroscopy, the defraction pattern encodes the time dependence of the amplitude and phase of the transition moment of the excited state relative to the fixed ground state of the molecule.

4. FAST EXPANSION OF SCIENTIFIC APPLICATIONS WITH ATTOSECOND PULSES

Soon after their first demonstration, attosecond pulses were used to measure the lifetime of Auger decay processes [76]. Since then, some experiments have been carried out with attosecond pulse trains, while others have utilized isolated attosecond pulses. In all cases, due to the rather low flux of attosecond pulses, the experiments combine attosecond extreme ultraviolet pulses with few-cycle near-infrared pulses to achieve time measurements.

**A. Experimental Methodology**

A few key methods have been developed to measure attosecond time-resolved processes. The first is a combination of an isolated attosecond pulse with a carrier-envelope-phase stabilized pulse to create the method of streak field detection [1,16,76]. Photoelectrons resulting from ionization of a target atom are subjected to a strong near-infrared field, which shifts the electron momenta, streaking the electron velocities as a function of time delay between the two pulses and determining when the electrons are born in the field. In the case of a direct photoionization, the method provides a way to measure the duration of the attosecond pulse. In the case of delayed photoemission, the phase delays give powerful insight into photoemission for different orbitals in atoms or materials. Observed phase delays as short as 10s of attoseconds have been the subject of considerable theoretical investigation to understand the effect of the strong field and other artifacts on the desired interpretations. Similarly, it is possible to use the near-infrared field to detect the timing of the birth of ions by tunnel ionization in a strong field [77]. The timing and direction of a recolliding electron controlled by a strong field, in the very process that is used to produce high harmonics, has resulted in a rich field of investigation [78]. By such experiments, there have been many insights into the re-collision process, the production of high harmonics, and the time scales for the birth of electrons in a strong laser field.

The development of the method of attosecond transient absorption (Fig. 14) provided first measurements of a valence electronic state coherent superposition in ions formed by strong field ionization [79]. The transient absorption technique, importantly, provides a method of general applicability [80]; it can be used to study atoms, molecules, liquids, solids, and plasmas, and available attosecond pulses address the spectral features of
many elements. The method obtains bonding, oxidation state, and state-resolved information, and it provides powerful details about line shapes, wave packet superpositions, and decays. Because the detection step involves an integration of the total emission from the sample and its interference with the incident extreme ultraviolet attosecond pulse, there is much ongoing theoretical work to ensure that interpretations in the time regime where the near-infrared pulse overlaps with the isolated attosecond pulse can be properly harnessed [81,82].

B. Light-Induced States, Lorentz-to-Fano Line Shapes, Subcycle Interferences, and Wave Packet Superpositions in Atoms and Molecules

Due to the great spectral breadth of isolated attosecond pulses or pulse trains, the pulses are ideally suited to produce massive superpositions of states in atoms or molecules. The excitation can often investigate above or near ionization limits to follow decaying states. The time evolution of the dynamics is obtained by manipulating the initial superposition with few-cycle near-infrared pulses [83]. The near infrared pulses are strong enough to transfer population through other states via lambda (Λ)-, vee (V)-, and ladder (Ξ)-type coupling schemes [84] of two or more near-infrared photons. Many of these have been theoretically described and explored [85]. Moreover, the near-infrared pulses are strong enough to shift levels with the field. These interactions modify the polarization of the medium, which then interferes with the initial attosecond pulse at the detector. The result is a rich detail that can observe light-induced states (coupling to a dark state, which is observed in the attosecond pulse spectrum only during the pulse overlap region) [86] and coherent superpositions or quantum beats (either electronic or vibrational, revealed by lambda- or vee-type coupling through close-lying neighboring states) [87]. Autler–Townes splitting can also be observed if there is a suitable resonance with a neighboring state [88]. The near-infrared field can phase shift the spectral features causing Lorentzian lines to take on a Fano line shape, or vice versa [89], and rapid subcycle oscillations can be observed due to interferences created by ladder-type coupling [90].

Figure 15 demonstrates several of the many kinds of effects observed among the Rydberg states of argon atoms [91]. In the experiment, the extreme ultraviolet attosecond pulse arrives first, and the few-cycle near-infrared pulse modifies the polarization of the medium as a function of time delay. The ionization limit is 15.76 eV, and numerous transient features in states approaching and above the ionization limit are observed. Some time dynamic features in the absorption profiles emerge during the pulse overlap region, including line broadening, sideband structure, subcycle fast modulations, and 5–10 femtosecond slow modulations. There are two general processes underlying the light–matter interaction: energy shifts of individual atomic levels by the strong field and coherent population transfer between atomic eigenstates, revealing the coherent superpositions and other interferences. By combining theories of these two basic processes, excellent descriptions of four main effects labeled in the figure are obtained: (a) broadening and shifting of individual absorption lines at small time delays due to the AC Stark effect; (b) horizontal sideband structures between adjacent absorption resonances at longer time delays due to the AC Stark effect acting on adjacent lines; (c) rapid modulations at 1.3 fs due to ladder-type interferences; and (d) slow modulations at 5–10 fs due to vee-type population transfer, revealing electronic superpositions established by the attosecond pulse.

C. Atom, Surface, and Nanoparticle Photoelectron Emission

The methods of attosecond streaking and RABBITT (i.e., two-photon sideband interferometry, named by the acronym of the technique, Reconstruction of Attosecond Beating By Interference of Two-photon Transitions) [15] are used to make impressive measurements of the relative phase delays of photoelectron emission from different atoms in mixtures of gases or sequentially in different gases [92,93], in different orbitals within the same atom, or in different band features in photoemission from the surfaces of solid-state materials [94,95]. RABBITT measures the phase delays in sidebands created by the strong field of a near infrared pulse using attosecond pulse trains shifted in time with respect to the near infrared field.

In all cases what is sought is the true Wigner phase delay for the photoemission process [96,97]. The strong field interacting with the sample can perturb the outcome, and there are considerable theoretical discussions about the interpretations of the delays [97]. For example, in Ne atoms, a 21 ± 5 attosecond delay in extreme ultraviolet light photoemission from the 2p orbital, compared to the 2s orbital, is observed experimentally [98]. However, theoretical investigations predict delays half of this value or less [97]. In the process of investigating the phenomena theoretically, it is found that the strong field affects the photoemission delays and this is critical to assess the timing delays. Even with these issues, excellent progress has been made to interpret contributions due to initial-state polarization, final-state interactions of the electron with the final ion state, and Coulomb-laser field coupling in the continuum state. Strong field photoemission has been extended
to size-selected silicon dioxide nanoparticles [99]. Using carrier-envelope-phase controlled pulses and imaging of the photoelectrons, the results provide clear evidence for the direct ejection and attosecond time scale re-collision dynamics, the effect of local trapping potentials, and the potential application to steering electrons to re-collide with aerosol droplets.

In recent intriguing work on photoemissions from solids, the streaking delays of collective electron oscillations was investigated [94]. In solid magnesium, using an isolated attosecond pulse with a central energy of 118 eV, streaking measurements are performed on both the band feature of the Mg(2p) state, observed at a relative electron kinetic energy of 68 eV (Fig. 16), and the first plasmon-like (plasmon loss) resonance feature at lower kinetic energy (58 eV). The observed 60 as delay of the plasmon feature is interpreted in terms of both the intrinsic plasmon excitation (excited directly by part of the photon energy through interaction of the electron gas with the core hole of the main line) and extrinsic plasmon excitation (excited secondarily by inelastic scattering of the outgoing electron from the main line). With a suitable model for the electron escape and average escape times for the two mechanisms, a finite and distinguishable fraction of the intrinsic plasmon excitation mechanism is determined. The intrinsic process is expected to have considerably shorter electron escape times at higher kinetic energies, allowing a determination of the intrinsic fraction to be 0.1 ± 0.05, even though the extrinsic mechanism dominates.

D. Strong Field Ionization and Charge Migration in Molecules

A rich field of attosecond timing is built around measurements: for example, of the angular clocking of photoelectrons [96], using strong, circularly polarized near-infrared fields to obtain the escape times by electron tunneling from atoms, or attosecond high harmonic interferometry [100]. Moreover, the measurement of state-resolved attosecond transient absorption in strong field ionization provided the first observation of a coherent superposition among valence states of ions produced in strong field ionization [79]. In those transient absorption measurements in Kr atoms (Fig. 17), the observed coherent superposition between the $^2P_{1/2}$ and $^2P_{3/2}$ ion states indicates the simultaneous formation of the two electronically excited states in the ion and the preservation of a precise phase relationship between them when they are formed. Moreover, a complete density matrix for the diagonal (population) and off-diagonal (coherence) terms is obtained in an open quantum mechanical system. It was shown theoretically that, if the strong field pulse were longer, the degree of coherence would decrease considerably.

Cederbaum and co-workers [101–104] and Levine and co-workers [105–107] pioneered theoretical analyses of the production and subsequent evolution of coherent superpositions that lead to charge-state dynamics in molecules, i.e., coherent recurrences or charge migration, a holy grail for recent chemical dynamics measurements. Cederbaum and Zobeley [101] calculated that a localized hole created by the removal of an electron from a specific subgroup in a molecule, for example, by an attosecond pulse, could redistribute across the molecule by a correlation-driven process due to a nonstationary state being formed. Subsequent to this seminal work, numerous examples of charge migration dynamics have been assessed theoretically in valence states and inner valence states, including correlated hole and particle dynamics in neutral species [101–107]. These exciting predictions provide strong motivation for experimental groups to observe charge migration and to look for signatures of correlation-driven processes.
In early investigations in the 1990s, it was shown that laser pulses could be used to interrogate charge localization in large molecules by laser dissociation and subsequent mass spectrometric analysis of the ion fragment [108]. This method has recently been applied in an innovative attosecond experiment on gas phase phenylalanine [109]. The attosecond pulse is used to create a sudden hole in the molecule, albeit the pulse is extremely broad (15–35 eV); therefore, the ionization step can, in principle, produce numerous excited states of the phenylalanine ion. A few-cycle near-infrared pulse is then used to fragment the ion by strong field dissociative ionization as a function of time delay, resulting in COOH plus the dication, C₆H₄CH₂CHNH₂⁺⁺ fragment. The dication fragment population exhibits on average a 4.3 fs periodic recurrence that has multiple periods embedded in the signal, which are ascribed to electronic recurrences. Extensive theoretical calculations, coupled with the knowledge that the observed periods are too high to be the frequencies of vibrational recurrences, provides compelling evidence that charge migration is being observed. The long persistence time of the recurrences is intriguing and suggests work on longer time dephasing.

A different kind of charge migration experiment, based on the electron re-collision, high harmonic spectroscopy method, has been performed on the HCCI molecular ion, starting with a strong near-infrared field in the neutral HCCI molecule [110]. By varying the period of the driving laser field, an electron can be sent out from the molecule and timed to re-collide on the time scale of the motion of recurrences of the hole migration in the molecule. Moreover, by aligning the molecules with a separate laser pulse, the recollision dynamics were probed on the next rotational alignment recurrence in a field-free region, allowing side-on versus end-on recollisions. Each harmonic order corresponds to a unique time trajectory for the analysis. Additionally, the phase of each harmonic is measured as a function of alignment angle. The results show that hole migration is occurring by recurrences between the two main electronic states of the ion during the recollision time scale and the re-collisions can be controlled by timing the re-collision trajectory set by the laser wavelength with the hole migration period. The clear evidence for hole migration among the two lowest states of the ion sets a precedent for future investigations of charge migration in molecules and possible correlation-driven charge migration phenomena.

E. Circularly Polarized Attosecond Pulse Phenomena

With the recent demonstrations of circularly polarized high harmonic pulse trains [69,111–113], exciting new work is being done to couple circularly polarized near-infrared driver light with chiral molecules [114]. The small difference in the degree of nonlinearity of the two enantiomers is observed to be greatly amplified in the high harmonic output when using elliptically polarized light fields. Two mechanisms are potentially operating, one involving chiral displacement due to the Lorentz force (v × B), considered to be a weak effect, and another involving dipole excitation of the ion ground state to an excited state, essentially a hole migration driven by the field, resulting in strong changes in the chiral recombination probability, as well as a homodyne enhancement due to underlying nonchiral channels.

Predictions of methods to create not just circularly polarized attosecond pulse trains but indeed circularly polarized isolated attosecond pulses suggest combinations of fields that can achieve such pulses [115]. Molecular frame photoelectron angular distributions have been theoretically calculated for circularly polarized attosecond pulses and shown to depend on Rabi frequencies with intermediate excited states [116]. Circularly polarized attosecond pulses are theoretically proposed to investigate novel electron phenomena such as electron vortices in photoionization [117]. Subjecting He atoms to two oppositely circularly polarized attosecond pulses is predicted to lead to electron angular distributions in the polarization plane that will exhibit helical vortex structures (Fig. 18).

F. Field-Induced Dielectric Breakdown and Bandgap Semiconductor Dynamics

The application of the method of attosecond transient absorption to solid-state dynamics is emerging as an exciting new field of investigation. In a seminal experiment on a dielectric medium, silicon dioxide, attosecond transient absorption was used to reveal an instantaneous and reversible alteration of the material from an insulator to a conductor through the silicon L edge spectra [118]. There is a transient redshift, due to a dynamic Stark effect, and a large change in the transient absorption in the conduction band of the silicon dioxide, indicative of induced carriers in the conduction band. Concurrent calculations show that the induced polarization of the materials follows the instantaneous field of the driving laser pulse.

In single crystal silicon semiconductor material, electrons were driven by a strong near-infrared field from the valence band to the conduction band via a tunneling process (Fig. 19) [119]. The results reveal a persistent decrease in the conduction band energy, a rapid ponderomotive/Stark effect transient blueshift, and persistent broadening of regions...
5. FUTURE PERSPECTIVES

The rapid progress in attosecond optics research is driven by both the needs of scientific applications and advances in driving laser technology. Whereas the new generation driving lasers are being developed at university laboratories worldwide, an international attosecond user facility is being built in Szeged, Hungary, namely, the Extreme Light Infrastructure Attosecond Light Pulse Source (ELI-ALPS). The specifications of the three major driving lasers shown in Fig. 20 are extremely impressive [120]. While being able to deliver few cycle pulses (5 to 10 fs), the repetition of these OPA lasers are 10 to 100 times higher than that of the current lasers of their energy classes (few mJ, 100 mJ and Joule-level), which is beneficial to acquiring data with a high signal-to-noise ratio and optimizing experimental conditions. The 100 kHz laser is critical for photoelectron spectroscopy experiments to minimize the space charge effects. Attosecond user facilities like this may play important roles because of the high costs of developing and maintaining driving lasers with such high average powers.

Projecting forward, the four general directions of laser technology—more energetic pulses, higher average power, longer wavelength drivers, and better control—will continue to define the advances in attosecond technology. Long-wavelength infrared sources have important advantages, and difficulties, for attosecond pulse generation. The advantages are that infrared drivers (1) produce much shorter wavelength attosecond pulses; (2) pulses with much greater bandwidth; and (3) pulses that can also be more background free [121]. These benefits will enable attosecond science to borrow more freely from synchrotron physics, reaching core to valence transitions, for example. It will also allow shorter duration attosecond pulses—in fact, much shorter pulses if investigators can solve how to remove the atto-chirp over such a large bandwidth. It might not even be necessary to remove the chirp to reap the benefit for measurement. A pulse with a known spectral phase can be as useful as one in which the spectral phase is removed [122]. In other words, used correctly, a well-characterized chirped attosecond pulse can be just as valuable as a transform limited pulse. Thus, experiments with very high time resolution—perhaps even approaching the attosecond barrier—are within reach.

There are three difficulties of using long-wavelength drivers for attosecond pulse production. First, the driver is more sensitive to plasma production; therefore, it is more easily chirped and de-focused. This could add to space–time coupling on the attosecond beam emitted from gas cells. Second, the single atom response is weaker for the short-wavelength components of an attosecond pulse. While some of this can be overcome with harmonic gas pressure, it is unclear how close the harmonic generation can come to absorption-limited conversion. Third, short-wavelength pulses will be more difficult to use in pump–probe experiments because of the generally small cross sections for soft x-ray absorption.

Progress will be both in sources and in their application. For soft x-ray attosecond-pump attosecond-probe to be generally applicable low noise attosecond sources are needed, transient grating and related spectroscopies for increased background suppression are needed even more, and excellent focusing must be achieved. The latter is an issue that needs much more attention.

Broadening applications in attosecond science has been slowed by the limited spectral range of attosecond pulses. Thus, it has not been possible to address the spectral features of many important elements, carbon, nitrogen, and oxygen, in attosecond dynamics experiments. This is being resolved by the implementation of long-wavelength driver pulses to generate attosecond pulses from 300–500 eV. In new experiments, it will be possible to investigate carbon nanotubes, graphene, and charge migration dynamics in all-carbon nitrogen–oxygen species, which also opens up all biological systems for study.

Attosecond science has also been limited by the fact that attosecond pulses are weak, and it has not been possible to split an isolated attosecond pulse in two and use one for a pump and one...
for the probe. Experiments are therefore forced to couple the isolated attosecond pulse with the strong field of intense near-infrared pulse, which is strong enough to perturb the potentials of the atoms and molecules and affect the outcome of the experiment. In future work, high-flux attosecond pulses will be available to create the pump and probe pulses, operating on x-ray core level transitions, and eliminating the ambiguous regime of pulse overlap. This, however, requires new thinking and spectroscopies on core state spectroscopic transitions and lifetimes.

One key area that will undoubtedly be introduced in the future is multidimensional x-ray spectroscopy [123]. The proposed methods are based on the familiar principles of optical and infrared multidimensional coherent spectroscopies, previously based on magnetic resonance multidimensional methods, but in the unfamiliar spectroscopic regime of x-rays, where core level lifetimes and other features still need to be addressed. When these x-ray techniques are harnessed, there will be many new powerful approaches to investigate dynamics and to peer beneath heterogeneous broadening effects. New applications of attosecond pulses to achieve scientific discoveries will undoubtedly come in the areas of charge migration in molecules and infrared multidimensional coherent spectroscopies, previously based on magnetic resonance multidimensional methods, but in the unfamiliar spectroscopic regime of x-rays, where core level lifetimes and other features still need to be addressed. Novel investigations will explore correlation phenomena in materials such as insulator to metal transitions and superconductivity. A large area of x-ray attosecond spectroscopic investigations will involve charge transfer and charge transport in transition metal solar photovoltaic systems, fuel cells, and high-speed detectors. There is great promise for understanding and implementing electronic and optical signal processing for enhanced speeds in the near future with attosecond technologies [125].
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