Award Number: W81-XWH-09-2-0175

TITLE: Development of EBM-CDSS (Evidence-Based Clinical Decision Support System) to AIG Prognostication in Terminally Ill Patients”.

PRINCIPAL INVESTIGATOR: Benjamin Djulbegovic, MD, PhD

CONTRACTING ORGANIZATION: University of South Florida
Tampa, FL 33612

REPORT DATE: March 2016

TYPE OF REPORT: Final

PREPARED FOR: U.S. Army Medical Research and Materiel Command
Fort Detrick, Maryland 21702-5012

DISTRIBUTION STATEMENT: Approved for Public Release; Distribution Unlimited

The views, opinions and/or findings contained in this report are those of the author(s) and should not be construed as an official Department of the Army position, policy or decision unless so designated by other documentation.
<table>
<thead>
<tr>
<th>REPORT DOCUMENTATION PAGE</th>
<th>Form Approved</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. REPORT DATE</strong>&lt;br&gt;March 2016</td>
<td><strong>OMB No. 0704-0188</strong></td>
</tr>
<tr>
<td><strong>2. REPORT TYPE</strong>&lt;br&gt;Final</td>
<td><strong>3. DATES COVERED</strong>&lt;br&gt;25Sep2009 - 31Dec2015</td>
</tr>
<tr>
<td><strong>4. TITLE AND SUBTITLE</strong>&lt;br&gt;Development of EBM-CDSS (Evidence-Based Clinical Decision Support System) to AIG Prognostication in Terminally Ill Patients”.&lt;br&gt;&lt;br&gt;email: <a href="mailto:bdjulbeg@health.usf.edu">bdjulbeg@health.usf.edu</a></td>
<td><strong>5a. CONTRACT NUMBER</strong>&lt;br&gt;W81-XWH-09-2-0175&lt;br&gt;&lt;br&gt;5b. GRANT NUMBER&lt;br&gt;5c. PROGRAM ELEMENT NUMBER&lt;br&gt;5d. PROJECT NUMBER&lt;br&gt;5e. TASK NUMBER&lt;br&gt;5f. WORK UNIT NUMBER</td>
</tr>
<tr>
<td><strong>6. AUTHOR(S)</strong>&lt;br&gt;Dr. Djulbegovic Benjamin</td>
<td><strong>7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES)</strong>&lt;br&gt;University of South Florida&lt;br&gt;4202 E. Fowler Avenue, Tampa, FL 33620</td>
</tr>
<tr>
<td><strong>8. PERFORMING ORGANIZATION REPORT NUMBER</strong></td>
<td><strong>9. SPONSORING / MONITORING AGENCY NAME(S) AND ADDRESS(ES)</strong>&lt;br&gt;U.S. Army Medical Research and Materiel Command Fort Detrick, Maryland 21702-5012</td>
</tr>
<tr>
<td><strong>10. SPONSOR/MONITOR’S ACRONYM(S)</strong></td>
<td><strong>11. SPONSOR/MONITOR’S REPORT NUMBER(S)</strong></td>
</tr>
<tr>
<td><strong>12. DISTRIBUTION / AVAILABILITY STATEMENT</strong>&lt;br&gt;Approved for public release; distribution unlimited</td>
<td><strong>13. SUPPLEMENTARY NOTES</strong></td>
</tr>
</tbody>
</table>
Goal of the project is to develop an Evidence-based Clinical Decision Support (CDSS-EBM) system and make it available at the point of care to improve prognostication of the life expectancy of terminally ill patients to improve referral of patients to hospice. In addition, the EBM-CDSS will be expanded with an evidence based pain management module (EB-PMM) to assist physicians managing patients with pain.

The study was conducted at the Moffitt Cancer Center (MCC) and Tampa General Hospital (TGH). [Both sites received scientific review committee, IRB and the sponsor approval]. The study was successfully closed on December 31, 2015. Our key research accomplishments are as follows:

- We have successfully designed Evidence-based Clinical Decision Support System (CDSS-EBM) software to facilitate end of life care decisions. It will be available on the web once the final publication is available in the public domain (the paper is submitted for publication).
- We enrolled 184 study participants [we have screened and approached 1052 patients]
- We used both the English and Spanish version of the informed consent forms for our study.
- The final CDSS-EBM for hospice referral will be made available along with evidence-based pain management module, which we also developed during as a part of this project.
- We have published numerous manuscripts in peer-reviewed journals as well as abstracts at prestigious national meetings. Our key findings were presented at the Annual Meeting of Society of Medical Decision-Making held in St Louise in October, 2015. The paper was rated as the second-best submission (the final report is submitted for publication).
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Introduction

The goal of this project was to develop an Evidence-based Clinical Decision Support System (CDSS-EBM) available at the point of care which will improve prognostication of life expectancy of terminally ill patients and facilitate the hospice referral process. In addition, the CDSS-EBM was expanded with an evidence based pain management module (EB-PMM) to assist physicians managing patients with pain.

Body:

Key research-related accomplishments:

- We screened 1052 participants for eligibility and finally enrolled a total of 184 study participants.
- The study was available to both English and Spanish speaking patients.
- We have successfully designed CDSS-EBM software to facilitate end of life care decisions. Features of the software include: utilization of multiple prognostication models, incorporation of the dual visual analogue scales for elicitation of regret, elicitation of acceptable regret, incorporation of treatment effects in the decision making calculations. The details of the CDSS-EBM are published in a peer-reviewed journal manuscript (See appendix: Extensions to Regret-based Decision Curve Analysis: An application to hospice referral for terminal patients. BMC medical informatics and decision making, 11(1), 1, 2011). The final version will be made available in the public domain once the paper, which is submitted for publication, is accepted for publication.
- We have also successfully designed Evidence-based Chronic Pain Management Module (EB-PMM) to complement the CDSS-EBM. The version is available in JAVA language (web version) and for IPAD. The final version will be made available in the public domain once the paper, which is submitted for publication, is accepted for publication.
- Over the period of the project we obtained approvals in terms of continuing review reports from the University of South Florida (USF) Institutional Review Board on regular basis and never missed a deadline. The study will be closed at IRB after the final report is published.
Reportable outcomes

Publications in peer reviewed journals: (attached in appendices)


Meeting abstracts: (attached in appendices)


Conclusions

Main conclusions of our work include:

1. We have developed a novel method for eliciting decision maker’s preferences based on regret theory, and which can facilitate decision-making in the end-of-life setting. We showed that the method accurately represent true patients’ preferences 85% of time and predict actual choice (continue treatment vs. choosing hospice) 71% of times. We have developed new tool (decision support system), which can be easily integrated within clinical work-flow.

2. We have applied our method successfully across all disease and have also have modified it and further tested it in the management of specific diseases including such intermediate HCC, pancreatic cancer, and statin use.

3. We have extended our regret approach to derive the first dual processing model of medical decision-making that has potential to enrich the current medical decision-making field.

4. We have validated survival models using a novel family of flexible survival functions in the context of a web-based prediction tool.

5. We showed that a flexible family of survival models predicts survival more accurately that the commonly used Cox proportional hazards model, by allowing for the flexible modeling of the baseline survival function.

6. We performed an external validation of a web-based interactive prognostic tool using novel survival models. We established that for a model to be useful to hospice and palliative care researchers, it should report explicit risk scores and estimates of baseline survival to be combined with new patient information to provide guidance on how this should be done.

7. Finally, and most importantly, we have successfully explored our theoretical framework to successfully develop new tools (software application) to facilitate decision-making in the end-of-life setting and hospice referral process.

8. We have also developed a new theoretical framework about which we are particularly excited- we linked our regret threshold model with signal detection theory, fast-and-frugal heuristics and evidence accumulation theory- and which we believe hold promise for decision-making applications across diverse medical settings.
Three manuscripts outlining our overall study findings are being submitted for publication in peer-reviewed journals.

The titles of these manuscripts are as below:
- Eliciting people’s regret improves the decision-making at the end of life
- Active treatment in the end-of-life setting does not prolong survival in comparison to palliative care and is associated with increased toxicity. A systematic review
- External validation of performance of palliative performance scale (PPS) and modified PPS

Next steps:

Once all our publications are in the public domains, we hope to apply for funding from state and national agencies including the Department of Defense to continue our research in this field including scaling up our findings across diverse settings and institutions.
Appendix

- Includes PDFs of all publications to date

(provided in separate files)
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Abstract
Rationale, aims and objectives Theories of decision making are divided between those aiming to help decision makers in the real, ‘large’ world and those who study decisions in idealized ‘small’ world settings. For the most part, these large- and small-world decision theories remain disconnected.

Methods We linked the small-world decision theoretic concepts of signal detection theory (SDT) and evidence accumulation theory (EAT) to the threshold model and the large world of heuristic decision making that rely on fast-and-frugal decision trees (FFT).

Results We connected these large- and small-world theories by demonstrating that seemingly different decision-making concepts are actually equivalent. In doing so, we were able (1) to link the threshold model to EAT and FFT, thereby creating decision criteria that take into account both the classification accuracy of FFT and the consequences built in the threshold model; (2) to demonstrate how threshold criteria can be used as a strategy for optimal selection of cues when constructing FFT; and (3) to show that the compensatory strategy expressed in the threshold model can be linked to a non-compensatory FFT approach to decision making. We also showed how construction and performance of FFT depend on having reliable information – the results were highly sensitive to the estimates of benefits and harms of health interventions. We illustrate the practical usefulness of our analysis by describing an FFT we developed for prescribing statins for primary prevention of cardiovascular disease.

Conclusions By linking SDT and EAT to the compensatory threshold model and to non-compensatory heuristic decision making (FFT), we showed how these two decision strategies are ultimately linked within a broader theoretical framework and thereby respond to calls for integrating decision theory paradigms.

Introduction
Theories of decision making deal with either ‘large’- or ‘small’-world phenomena [1]. In a small world, decision makers are not under time pressure and have access to all relevant knowledge, including all alternatives, consequences and probabilities. In turn, such knowledge enables a decision maker to make an optimal, rational decision. A prototype of ‘small’-world theory is expected utility theory (EUT). By contrast, in a ‘large’ (i.e. typically a real) world, knowledge about the complete set of alternatives, consequences and probabilities is limited. Under these circumstances, a rational decision maker relies on adaptive cognitive processes that surprisingly often lead to efficient and accurate choices. A prototype of large-world theory is the heuristic theory of decision
making [2]. Until lately, no attempt had been made to connect
decision theories of large worlds with those of small ones.
Recently, however, Luan et al. successfully applied small-world
signal detection theory (SDT) to fast-and-frugal tree (FFT)
heuristics [3]. In a separate undertaking, Lee and Cummins [4]
proposed evidence accumulation theory (EAT) as a concept unifying
heuristics and ‘rational’ models.

In a further endeavor to unify different psychological and sta-
tistical theories [5], we link the threshold model (formulated
within both the EUT and regret framework) [6–8] with SDT and
FFT and with EAT. We illustrate the usefulness of this new frame-
work in the context of medical decision making with the example
of prescribing statins for primary prevention of cardiovascular
disease (CVD).

**Methods**

**SDT**

SDT, which has its origins in the Neyman–Pearson theory of
hypothosis testing, is widely used throughout science and medi-
icine [3]. Its fundamental assumption resides on the notion that the
two possible events (signal, e.g. presence of disease, and noise,
e.g. absence of disease) have overlapping distributions on an
observation scale X [9]. Each of these distributions is further
divided into two possible outcomes, which are determined by
setting a decision criterion \( x_c \) as in Fig. 1. The criterion divides
the signal distribution into true positives (hits) and false negatives
(misses). In medicine, the hit rate is called sensitivity (S) and

![Diagram of SDT](image)

**Figure 1** A relationship between signal detection theory (SDT) and fast-and-frugal trees (FFT). The upper part of the figure illustrates the concepts of SDT in a binary decision task, and the lower part illustrates the four possible FFTs that can be constructed when three cues are searched in a set order. Based on the decisions pointed to by the first two exits, the trees are named from left to right FFT_yy, FFT_yn, FFT_ny and FFT_nn (where y stands for ‘yes’ and n for ‘no’). The arrows connecting the figure parts indicate the rough locations of the four FFTs’ decision criteria when they are used to make a binary yes/no decision. Among the four, FFT_yn has the most liberal decision criterion, and FFT_nn the most conservative one. The decision criteria of FFT_yn and FFT_ny are less extreme than the other two, with FFT_yn being more liberal than FFT_ny. The two overlapping normal distributions next to each cue illustrate SDT’s assumption of how object values are distributed on a cue and emphasize that each cue comes with its own discriminability and decision criterion in \( d’ \) and \( c \) respectively (see Table 1 – Appendix). Note that the structure of FFTs shown in the figure is not based on contrasting it to the threshold (the latter is shown in Fig. 5; see text for further explanations; figure is based on Luan et al. [3]).
1 – sensitivity is the false-negative rate (FN). The noise distribution is composed of true negatives (correct rejections) and false positives; their rates are called specificity (C) and false alarm rate (FA), respectively [9]. From these data, we can calculate the accuracy of classification of a particular diagnostic cue. Because the consequences of misses versus false alarms often differ, two additional metrics are typically calculated according to SDT. These are $d'$ (discrimination) and $c$ (decision criterion) [9]. Discrimination or discriminability ($d'$) measures the distance between the means of signal and noise in standard deviation units (z-scores). The decision criterion ($c$) also as an estimate bias [3,9] determines the decision cut-off; if it is set at $c = 0$, then FA and $FN$ are weighted according to the prior probabilities of signal and noise. If $c$ is moved to the left (<0), then $FN < FA$ relative to prior probabilities of signal and noise (liberal bias). The opposite holds when $c$ is moved to the right (>0). In this case, $FN$s are more tolerated than $FAs$ ($FN > FA$), relative to prior probabilities of signal and noise (conservative bias). The threshold likelihood ratio of the decision at hand according to SDT is given as:

$$
\beta_{optimal} = \frac{V(C) - V(FA)}{V(S) - V(FN)} \frac{p(\text{Noise})}{p(\text{Signal})}
$$

where $V(\cdot)$ represents the utility of a particular outcome [3] (see section on threshold model below). For terminology of SDT, see Appendix A.

FFTs

FFTs are a class of simple heuristic decision-making strategies that rely on limited information to reduce estimation error and facilitate fast decisions [1,2,10]. An FFT is a decision tree composed of sequentially ordered cues. Typically, cues and decisions are binary (yes/no), and their relation can be framed as if-then statements (e.g. if a person has severe chest pain, then perform diagnostic tests to rule out myocardial infarction). If the condition is met, the decision can be made and the FFT is exited. If the condition is not met, the FFT considers the other cues, one after another, until the exit condition of a cue is met. The last cue of an FFT has two exits to ensure that a decision is ultimately made [3]. Formally, an FFT is defined as a decision tree that has $m + 1$ exits, with one exit for each of the first $m - 1$ cues and two exits for the last cue [3].

An FFT relies on the so-called non-compensatory decision making; once the tree is exited, cues lower in the decision tree hierarchy cannot compensate for cue information higher in the hierarchy [1,11]. Surprisingly, by ignoring information, FFTs can be more accurate than statistical multivariate regression models (‘less is more’) [2]. This is because FFTs can be less susceptible to overfitting than the regression models [2].

Every cue in a FFT can correctly or incorrectly classify signal and noise. The performance of each cue can be described using SDT criteria [3]. Figure 1 illustrates the application of SDT to FFT. Thus, decision theories developed for small worlds can be directly linked to large-world decision theories [1,2]. The most important aspect of Fig. 1 is that the exit structure of the FFTs determines the ratio between false negatives and false positives. For example, the structure FFTty on the far left side of Fig. 1 has a high hit rate (sensitivity) at the expense of a large rate of false alarms. The FFTun on the far right side of the figure reflects the opposite: the FA is reduced at the expense of a large rate of false negatives.

**EAT**

Whereas SDT is based on Neyman-Pearson statistics, EAT is based on Abraham Wald’s sequential decision theory, which assumes that decisions are made by accumulating evidence via a sequential sampling process [3]. Lee and Cummins showed [4] that sequential heuristics such as the best (TTB) can be related to traditional ‘rational’ approaches to decision making by introducing an action threshold. TTB is a lexicographic heuristic for deciding between two objects, similar in spirit to an FFT, which assigns one object to one of two categories. Decisions in the framework of heuristic decision making often occur after the first piece of evidence is deemed sufficient for action (according to the stopping rule of TTB, similar to that of an FFT), whereas traditional rational approaches such as EUT require all of the available information to be sampled before a decision is made. Lee and Cummins [4] argued that by setting different threshold levels of evidence required for decision making, both the heuristics decision making and the rational models become special cases of a more general evidence accumulation account.

**Threshold model**

A popular benefit-risk analysis in clinical medicine has relied on the application of the threshold model, which has been developed both in EUT and expected regret framework [6–8]. As noted earlier, in this paper we describe a signal in terms of a patient having a disease with some probability, $p$. According to the threshold model, when a physician is faced with uncertainty about whether to treat or simply observe further the patient, there must exist some $p$ at which prescribing or not prescribing treatment are equal options (see Fig. 2) [6–8]. This probability is referred to as the threshold probability ($\theta$) [6–8]. Analyzing the tree shown in Fig. 2, we find that the physician should prescribe treatment if $p$ is

<table>
<thead>
<tr>
<th>Utilities</th>
<th>Regret</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D^+$</td>
<td>$u_1 = Rg(Rs, D^+)$</td>
</tr>
<tr>
<td>$D^-$</td>
<td>$u_2 = Rg(Rs, D^-)$</td>
</tr>
<tr>
<td>$W$</td>
<td>$u_3 = Rg(NoRs, D^+)$</td>
</tr>
<tr>
<td>$1 - p$</td>
<td>$u_4 = Rg(NoRs, D^-)$</td>
</tr>
</tbody>
</table>

*Figure 2. A decision tree from which the threshold model is derived. A physician has two choices: treat (e.g. prescribe statins) versus do not treat. The patient may or may not have disease $D$ with the probability $p$. The probability at which a decision maker is indifferent between acting (e.g. treating) or not acting (e.g. withholding treatment) is called the threshold probability (see Appendix B for details).*
larger than $T$ and should withhold treatment if $p$ is less than $T$. Figure 2 shows a decision tree where outcomes are expressed both in terms of utility and in terms of regret. Detailed derivations of the inequalities above are shown in Appendix B. Note that the regret model and EUT produce the same results as long as regret is a linear function of lost potential utilities, as is often the case in clinical settings [12,13].

One important aspect of the tree in Fig. 2 concerns the definition of treatment benefits and harms. In the original threshold model, these were defined as net benefits ($B$) and net harms ($H$). $B$ represents the difference in the utility of the outcomes if a patient with disease was treated versus not treated; $H$ is defined as the difference in the utility of the outcomes for a patient without the disease. That is, $B = utility$ of true positives $-$ utility of false negatives ($B = U_1 - U_3$ in Fig. 2); $H = utility$ of true negatives $-$ utility of false positives ($H = U_0 - U_2$ in Fig. 2) [6–8], similar to the classification of decision errors according to SDT.

This brief description of the threshold model lends itself to outlining a rationale for application of the threshold model to FFTs: a cue in an FFT can be selected according to the threshold model. Appendix B provides a brief derivation of the threshold model and Appendix C a side-by-side comparison of the threshold model with SDT.

**Linking threshold model with SDT and FFT**

As stated earlier, according to the threshold model, treatment is withheld if the posterior probability of disease is smaller than $\frac{1}{1 + \frac{B}{H}}$ and is prescribed if the probability is larger than $\frac{1}{1 + \frac{B}{H}}$. Appendix C demonstrates that $\beta_{optimal}$ (Eq. 1) is equivalent to the action threshold in the threshold model.

Despite this mathematical equivalence between SDT and the threshold model, as demonstrated further below, the explicit linkage of the threshold to SDT (via EAT) can change the structure of an FFT. This, in turn, may affect both classification accuracy and decision consequences. More importantly, under some circumstances, using the threshold to calculate SDT statistics may not necessarily result in an orderly increase in $c$ statistics from the left (FFTyy) to the right (FFTnn), as in the case of standard FTs shown in Fig. 1. To distinguish it from a standard FFT, we henceforth refer to the threshold-derived FFT as an FFTT.

As noted, as long as the relationship remains linear, identical results can be derived using regret theory framework [12,13]. However, if preferences are elicited using regret scales [14], the differences between FFT and regret threshold model are often dramatic, even though their mathematical formulation is identical [8,15].

In the next three sections, we (1) show an application of the threshold model to both aid selection of cues for generating FFTs and help make better decisions; (2) describe the linking of the threshold model to EAT; and (3) provide a practical illustration of the approach outlined in this paper by focusing on decision differences between FFT and FFTT.

**Selection of cues for FFT**

Martignon and colleagues described two strategies to select cues for FFTs: MAX and ZIG (or zigzag, dual max) [16]. These strategies entail selecting a cue with the highest predictive accuracy but do not consider the consequences of a right or wrong decision.

The threshold model can be applied to determine when each cue should be considered before it is actually searched (Fig. 3).

The following relation holds for the situation before each cue is considered:

1. Whenever the positive likelihood ratio ($LR+$) is smaller than $\beta_{optimal}$, we should not consider the cue (we should accept noise, or consider a new cue)
2. Whenever the negative likelihood ratio ($LR-$) is larger than $\beta_{optimal}$, we should not consider the cue (we should accept signal, or consider a new cue)
3. If both ($LR+ > \beta_{optimal}$ and $LR- < \beta_{optimal}$, we should proceed with considering a given cue and refine likelihood ratios accordingly.

Hence, the threshold model effectively determines the point when searching for more information will not change our decision. This is a critical aspect of effective application of heuristics: deciding when to stop further search, which, if continued, may prove to be counterproductive, costly or even detrimental [2].

It can be particularly challenging to determine a cue’s cut-off when the cue is continuous. In such cases, the threshold model can be helpful. It can be shown that the optimal cut-off occurs at the point on a Receiver Operating Characteristics (ROC) curve plotting true positives (S) versus false positives (1 – C) where its slope is given by [17]:

### Figure 3 Selecting a cue according to the threshold model. Note how the threshold model effectively determines the point when search for more information will not change the decision. This is a critical aspect of effective application of heuristics: deciding when to stop further search, which, if continued, may turn to be counterproductive, costly or even detrimental (see text for details).
\[ \text{slope of ROC curve} = \frac{H}{B} \cdot \frac{p(\text{Noise})}{p(\text{Signal})} \]  

(2)

Threshold model and EAT
As described earlier, EAT has been proposed as a unifying theory that can account for both heuristic decision making (such as TTB) and rational, EUT models [4]. Here we show how the threshold model can further unify SDT, FFT and EAT within EUT and the expected regret format. Lee and Cummins proposed that decision making follows sequential accrual of information to allow for comparison between two stimuli (choices) [4] and that when evidence exceeds a threshold, a decision is made. However, this threshold is never formally defined. Here we show that the threshold is equal to \( \ln \beta_{\text{optimal}} \). The decision should be made when the (\( \ln \)) of the sum of existing evidence \( \geq \ln \beta_{\text{optimal}} \) according to

\[ \sum_{a \neq x} \ln(LR_{a+}) + \sum_{a \neq x} \ln(LR_{a-}) \leq \ln \beta_{\text{optimal}} \]  

(3)

In other words, for each patient with a sequence of cue answers (\( a_1, a_2, \ldots, a_n \)) we can evaluate the sum of the logs of the likelihood ratios and see whether it is smaller than the log of \( \beta_{\text{optimal}} \). If the left-hand sum is smaller than \( \ln \beta_{\text{optimal}} \), treatment should be withheld, and if it is larger, treatment should be prescribed. Appendix D shows a formal linkage between EAT and the threshold model. As illustrated below, Eq. (3) allows treatment to be individualized for people with different cue values; it directly takes the consequences of treatment into account, whereas a standard FFT focuses on the accuracy of classification. That is, determining the accuracy statistics (\( d' \) and \( c \)) based on the combination of cues' true positives and true negatives in standard FFT–SDT format may not necessarily be equivalent to the classification based on the consequences of treatment according to Eq. (3) (see below for the specific illustration of the difference in the results between standard FFT and FFT).

An illustration
We now illustrate linking these four theories – threshold, SDT, FFT and EAT – in the setting of prescribing statins for primary prevention of CVD. Statins are promoted as effective drugs for both primary and secondary prevention of CVD, the leading cause of mortality and morbidity in the United States and in most other economically developed nations [18,19]. Currently, the American College of Cardiology and the American Heart Association (ACC/AHA) recommend statins if the 10-year risk of myocardial infarction or stroke is \( \geq 7.5\% \) [20]. The risk of CVD can be estimated using multivariate regression models such as Framingham Risk Score (FRS) [21], derived from the Framingham Heart Study cohort [22]. However, many doctors find the use of the FRS and similar predictive models cumbersome and do not rely on them. In addition, the new guidelines recommend that doctors should not make their decisions based on laboratory values such as cholesterol levels [23]. As a consequence, most physicians rely on their clinical judgments and intuitive heuristics to advise their patients about taking statins. The important question is how formally defined heuristics such as FFT face against multivariate regression models such as FRS. To answer this question, we obtained the data from the Framingham cohort from the National Heart, Lung, and Blood Institute in order to compare the accuracy of inferences based on FFT aided by SDT and threshold models with those based on the FRS model. Note, however, that our main goal was not to develop a new tool (FFT) that will replace decades of epidemiological and clinical research but instead to illustrate how new clinical tools can be developed using simple adaptive tools such as FFT while retaining a coherence with statistical decision theories.

The original data include the following eight variables: age, gender, total cholesterol, high-density cholesterol, systolic blood pressure, whether the patient received treatment for hypertension, whether the patient smoked and whether the patient had diabetes. All these variables were statistically associated with CVD over 10 years. Our interest was in generating an easy-to-use FFT containing ideally no more than three to five variables in order to retain its clinical usefulness. Given that new ACC/AHA guidelines de-emphasize laboratory measurements [20], we were particularly interested in generating an FFT based on clinical variables only. We aimed to compare the FFT with the FRS model at the recommended threshold of 7.5\% of CVD [20].

To select a cue, we determined \( \beta_{\text{optimal}} \) and compared it with the threshold LR for each cue (Fig. 3). If the rule was not met, a cue was not selected. Table 1 shows the performance criteria of eight cues that comprise the FFT model in comparison with our selection criteria in Table 1. The key determinants for the cue selection are benefits (B) and harms (H) of statins and the probability of CVD. The benefits and harms of statins in the setting of primary prevention of CVD are debatable. A Cochrane systematic review of four randomized trials enrolling 35,254 patients found a statistically significant effect of statins on two health outcomes only: statins reduced CVD by 1.33–2.5\% percentage points in terms of absolute risk at the expense of an absolute increase of 0.4 percentage points in incidence of diabetes [19]. Other authors, however, estimated benefits of statins to be around 1\% and incidence of diabetes about 1\% [24]. In addition, statins have also been reportedly associated with a number of other harms (such as myalgia, liver test abnormalities, rhabdomyolysis) [25] that have not been precisely quantified in control trials [19] but that reduce the B/H ratio. Because of the uncertainty regarding the actual B/H of statins in this setting, there is an intense debate in the literature whether statins are more beneficial or more harmful to patients for primary prevention of CVD [23,26–28]. To take these uncertainties into account, we selected cues for the range of plausible B/H for primary prevention of CVD from as low as 0.5 to as high as 6. To make the FRS data more relevant, we assumed the baseline prevalence for CVD of 6\% as the current best estimate of CVD in the general population [29].

From Table 1, it can be seen that across the wide range of B/H, three cues met our criteria for inclusion in an FFT: age, whether the patient has been diagnosed with diabetes and whether the patient is being treated for high blood pressure. Notably, these cues are always considered during a typical patient–physician encounter. Assuming that the B/H ratio of statins for primary prevention is between 1.33 and 2.5 [19], we determined the cut-off for age to be 39–49 years, with the best estimate at 44. Because our goal is to illustrate methods and not necessarily to generate a new tool for clinical practice, we report only analysis based on a B/H ratio of 2.5.
### Table 1: Selection of cues to create a fast and frugal decision tree (FFT) for administration of statins in prevention of cardiovascular disease (CVD)

<table>
<thead>
<tr>
<th>Cues</th>
<th>≤0.1&lt;sup&gt;1&lt;/sup&gt;</th>
<th>0.2–0.6</th>
<th>0.7–1.1</th>
<th>1.2–1.6</th>
<th>1.7–2.1</th>
<th>2.2–4</th>
<th>4 to &lt;5</th>
<th>≥5&lt;sup&gt;1&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (≥44)</strong></td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Smoker</strong></td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diabetic</strong></td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Blood pressure treated</strong></td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic blood pressure (≥125 mmHg)</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total cholesterol (≥250 mg dL&lt;sup&gt;–1&lt;/sup&gt;)</td>
<td>YES&lt;sup&gt;4&lt;/sup&gt;</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HDL cholesterol (≥40 mg dL&lt;sup&gt;–1&lt;/sup&gt;)</td>
<td>YES</td>
<td>YES</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Bold texts refer to cues selected for the FFT described in this manuscript.

*At probability of cardiovascular disease (pCVD) of 6% (general population prevalence).

<sup>1</sup>At cut-off is selected at 220 mg dL<sup>–1</sup> then total cholesterol can also be selected for B/H 1.2–1.6.

<sup>2</sup>No cue should be selected (completely uninformative) (β<sub>response</sub> > LR<sup>+</sup>) (see Fig. 3).

<sup>3</sup>No cues should be selected, that is, all patients should be treated (β<sub>response</sub> < LR<sup>–</sup>) (see Fig. 3).

HDL, high-density lipoprotein.

---

**Figure 4** Fast-and-frugal tree (FFT) for prescribing statins for primary prevention of heart disease. An example of an FFTyn structure (see Fig. 1). The FFT was generated based on selection of three cues obtained from the initial patient visit: Does the patient have diabetes (yes/no)? Is the patient being treated for high blood pressure (Y/N)? Is the patient older than 44 (Y/N)? The FFT stipulates that a physician will prescribe statins whenever the patient exits the tree structure after answering 'yes' and withhold prescribing statins whenever the patient exits the tree structure after answering 'no'. Therefore, there are four possible FFTs and for each individual patient there are eight possible exit paths: NNN, NNy, NNY, NYY, YNN, YNY, YYN, YYY (see also Figs 1 & 5).

The assumed B/H ratio (Table 1), however, gives equal weight to adverse effects of statins such as developing diabetes, muscle pain and liver toxicity. Because people may weigh these clinical factors differently, the FFT can be adjusted to accommodate different preferences for the trade-off between benefits and harms.
outcomes differently, we also conducted a sensitivity analysis by assigning diverging weights to the failure to prevent CVD (regret of omission) and to incurring adverse events (regret of commission).

To test for the differences between the performance of FFtT (which applies the threshold model to derive classification and decision criteria) versus FTT (standard FTT, which refers to no threshold for making classification and decision recommendations) versus the FRS model (according to which statins should be prescribed if the probability of CVD is ≥7.5%), we also conducted a formal hypothesis test using the approach described by Wickens [30]. The null hypothesis of no difference was rejected if the probability of observing z-statistics was ≤0.05 [30].

**Results**

Table 2 shows the performance metrics of FFtT, FTT, and the FRS model. Note that FRS performance characteristics remain identical, and that performance of FFtT does not always change predictably across all FFtT combination of cues. Unlike for FTT, where ε-statistics increase from FFtTy to FFTn, ε-statistics are unpredictable for FFtT. That is because the threshold value is such that the balance of benefits and harms of statins remains constant across the combinations of cues and – depending on a given path – it is possible that more patients can be treated, for example, with FFtTy than with FFtTyy (see Table 3 and Fig. 5). In general, FFtT retained high specificity across the cues, but at expense of very low sensitivity. The same held for all FFtTs except for FFtTyy, where specificity was more modest (80%) and sensitivity was higher, albeit not at a level to be considered informative (49%).

With respect to d' (discrimination, arguably the most important measure in SDT), FFtT and FRS performed better than FTT. Discriminability of FFtTyy was superior to FFTyy (P=0.0078), whereas no difference was detected between FFtTyy and the FRS model (P=0.61); the FRS model was, however, superior to FFT (P=0.003). At the same time, no difference was detected between FFTn versus FFtTn and the FRS model (P=0.412 for FFTn versus FFTn; P=0.60 for FFtTn versus FRS; P=0.76 for FFTn versus FRS).

Overall, the performances of both FFT and the FRS model were far from perfect. This is not particularly surprising in light of the recent external validation of four most popular CVD risk prediction models (including FRS) demonstrating that all existing models fall short of being highly predictive of CVD [31,32]. All the models tested had high and positive values for ε. The ε value for FFTtTyy was higher than for FFtTyy (P=0.00001) and FRS (P=0.00001) but was identical for FFTn and FFT (both had a larger ε value than the FRS model, at P=0.00001). For FFTn and FFtTn, the ε value was larger than that of their respective FFTTs (at P=0.00001). Both ε values remain larger than that of FRS (P=0.00001). In general, a positive ε value means that more weight is placed on avoiding false positives, while a negative ε value indicates a preference for avoiding not treating someone with CVD (i.e. avoiding false negatives). In light of the current controversy about H/H of statins and the estimation that more than a billion people worldwide would be prescribed the treatment if the AHA/CCA guidelines were adhered to [28], it is important to identify a simple tool for avoiding unnecessary treatment. That is, more important than the accuracy statistics shown in Table 2 are the decision
<table>
<thead>
<tr>
<th></th>
<th>FFT (YY) with threshold</th>
<th>FFT (YY) w/o threshold</th>
<th>FRS (EUR (0.075)) model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>0.0197 (0.0196, 0.0197)</td>
<td>0.4934 (0.4934, 0.4935)</td>
<td>0.4348 (0.4347, 0.4348)</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.9918 (0.9906, 0.9929)</td>
<td>0.8674 (0.8673, 0.8675)</td>
<td>0.8866 (0.8866, 0.8867)</td>
</tr>
<tr>
<td>LR+</td>
<td>18.3996 (5.4231, 62.3226)</td>
<td>2.5621 (2.3176, 2.8321)</td>
<td>3.8013 (3.3502, 4.3132)</td>
</tr>
<tr>
<td>LR−</td>
<td>0.6914 (0.6572, 0.7056)</td>
<td>0.6274 (0.5871, 0.6770)</td>
<td>0.6282 (0.6021, 0.6765)</td>
</tr>
<tr>
<td>c</td>
<td>2.5658 (2.5652, 2.5662)</td>
<td>0.4424 (0.4416, 0.4432)</td>
<td>0.6859 (0.6832, 0.6848)</td>
</tr>
<tr>
<td>d*</td>
<td>1.0096 (1.0033, 1.0159)</td>
<td>0.8580 (0.8471, 0.8568)</td>
<td>0.9034 (1.0349, 1.0438)</td>
</tr>
<tr>
<td></td>
<td>FFT (YN) with threshold</td>
<td>FFT (YN) w/o threshold</td>
<td>FRS (EUR (0.075)) model</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.0077 (0.0067, 0.0078)</td>
<td>0.0677 (0.0676, 0.0678)</td>
<td>0.4348 (0.4346, 0.4349)</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.9915 (0.9915, 0.9915)</td>
<td>0.9915 (0.9915, 0.9915)</td>
<td>0.8866 (0.8856, 0.8857)</td>
</tr>
<tr>
<td>LR+</td>
<td>7.9220 (4.9748, 12.6153)</td>
<td>7.9220 (4.9748, 12.6153)</td>
<td>3.8013 (3.3502, 4.3132)</td>
</tr>
<tr>
<td>LR−</td>
<td>0.9403 (0.9338, 0.9572)</td>
<td>0.9403 (0.9338, 0.9572)</td>
<td>0.6282 (0.6021, 0.6765)</td>
</tr>
<tr>
<td>c</td>
<td>1.9990 (1.9374, 1.9406)</td>
<td>1.9390 (1.9374, 1.9406)</td>
<td>0.6859 (0.6832, 0.6846)</td>
</tr>
<tr>
<td>d*</td>
<td>0.8616 (0.8874, 0.8957)</td>
<td>0.8616 (0.8874, 0.8958)</td>
<td>1.0394 (1.0349, 1.0438)</td>
</tr>
<tr>
<td></td>
<td>FFT (NY) with threshold</td>
<td>FFT (NY) w/o threshold</td>
<td>FRS (EUR (0.075)) model</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.0196 (0.0195, 0.0196)</td>
<td>0.0152 (0.0152, 0.0153)</td>
<td>0.4348 (0.4346, 0.4349)</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.9998 (0.9989, 0.9988)</td>
<td>0.9998 (0.9989, 0.9988)</td>
<td>0.8866 (0.8856, 0.8857)</td>
</tr>
<tr>
<td>LR+</td>
<td>18.4174 (5.4373, 62.3837)</td>
<td>14.3246 (4.1257, 49.7360)</td>
<td>3.8013 (3.3502, 4.3132)</td>
</tr>
<tr>
<td>LR−</td>
<td>0.9815 (0.9725, 0.9906)</td>
<td>0.9888 (0.9779, 0.9953)</td>
<td>0.6282 (0.6021, 0.6765)</td>
</tr>
<tr>
<td>c</td>
<td>2.5675 (2.5641, 2.5709)</td>
<td>2.6183 (2.6139, 2.6227)</td>
<td>0.6859 (0.6832, 0.6846)</td>
</tr>
<tr>
<td>d*</td>
<td>1.0094 (1.0031, 1.0157)</td>
<td>0.9078 (0.8997, 0.9160)</td>
<td>1.0394 (1.0349, 1.0438)</td>
</tr>
<tr>
<td></td>
<td>FFT (NN) with threshold</td>
<td>FFT (NN) w/o threshold</td>
<td>FRS (EUR (0.075)) model</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.0196 (0.0195, 0.0196)</td>
<td>0.0060 (0.0056, 0.0060)</td>
<td>0.4348 (0.4346, 0.4349)</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.9998 (0.9989, 0.9988)</td>
<td>0.9988 (0.9986, 0.9986)</td>
<td>0.8866 (0.8856, 0.8857)</td>
</tr>
<tr>
<td>LR+</td>
<td>18.4174 (5.4373, 62.3837)</td>
<td>33.7405 (1.8674, 609.6319)</td>
<td>3.8013 (3.3502, 4.3132)</td>
</tr>
<tr>
<td>LR−</td>
<td>0.9815 (0.9725, 0.9906)</td>
<td>0.9942 (0.9892, 0.9892)</td>
<td>0.6282 (0.6021, 0.6765)</td>
</tr>
<tr>
<td>c</td>
<td>2.5675 (2.5641, 2.5709)</td>
<td>3.0430 (3.0349, 3.0511)</td>
<td>0.6859 (0.6832, 0.6846)</td>
</tr>
<tr>
<td>d*</td>
<td>1.0094 (1.0031, 1.0157)</td>
<td>1.0584 (1.0462, 1.0706)</td>
<td>1.0394 (1.0349, 1.0438)</td>
</tr>
</tbody>
</table>

*FFT only refers to two cues as the last cue has both exits. This FFT asks if the patient has diabetes (yes/no) (YN), is on blood pressure medication (BPRx) (YN) and is older than 44 (YN) (see Fig. 4). 1 Assumes benefit/harms of statins for primary prevention of cardiovascular disease (CVD) of 2.5 and probability (pCVD) = 0.05; FFTT – fast and frugal tree that takes threshold in consideration; FFT – standard fast and frugal tree that takes no threshold into consideration (w/o); FRS – Framingham Risk Score.

ACC/AHA – The American College of Cardiology and American Heart Association recommends statins if pCVD ≥7.5% (see text for details).

Note that because in both FFTT_ry and FFTT_ni trees 99.44% of the patients take the first exit, FFTT_ry and FFTT_ni result in almost identical results.

Table 2: Performance of FFTT versus FFT versus FRS* model

The consequences of FFTT versus FFT versus FRS in terms of prescribing statins to patients who actually end up developing CVD versus not prescribing statins to those who do not develop it.

Table 3 shows a comparison of treatments according to FFTT, FFT and AHA/ACC guidelines. In general, there is a statistically significant association – ranging from small to moderate – between FFT paths and risks for CVD. Note, however, the wide ranges in the probability estimates of CVD according to the FRS for each combination of the cues, which confirms the previously mentioned unreliability of the FRS estimates [31,32]. All models concur that patients who do not have diabetes, are not being treated for high blood pressure and are younger than 44 should not be prescribed statins ("NNN"). Likewise, all models agree that patients who have diabetes (irrespective of treatment for hypertension and age) should also be recommended statins. The models differ in their recommendations for patients with other risk profiles, but given the absence of universally agreed prediction and recommendations standards, it is not surprising that no clear-cut guideline for prescribing statins has emerged for all patients [23,26–28]. Indeed, the tendency to avoid unnecessary treatment becomes further apparent when the B/H ratio decreases: the c values become even more positive, indicating that our FFTT/FRTT place more value on avoiding unnecessary treatment (i.e. false positives; results not shown). Of course, if our goal is to avoid false negatives, this FFTT/FRTT performs only modestly, but so does FRS.

This consideration assumes that we weigh consequences of false negatives versus false positives equally. What would happen if a decision maker weighed these differently [33]? When the effect of differential weighting of false negatives (regret of omission) versus false positives (regret of commission) on the discriminatory capability of our FFTT was assessed, avoidance of false positives was associated with both larger d' and larger c (Fig. 6). As Fig. 6 shows, under some circumstances our FFT (when weighted by expected consequences) can even achieve virtually perfect discrimination (d' ≥ 4).
Table 3 Who should be treated with statins? Comparison of individualized decision making according to FFT/ evidence accumulation theory versus FFT versus FRS model/ACC/AHA guidelines

(a) FTTy

<table>
<thead>
<tr>
<th>Possible paths for this FTT†</th>
<th>pCVĐ* (median and range)</th>
<th>logLRSum**</th>
<th>Number of patients</th>
<th>Treatment According to FFTy†</th>
<th>Treatment According to FTT†</th>
<th>Treatment According to FRS model (ACC/AHA guidelines)††</th>
</tr>
</thead>
<tbody>
<tr>
<td>NNN</td>
<td>1.7% (0.43-24.5%)</td>
<td>-0.514</td>
<td>2732</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>NNV</td>
<td>7.45% (1.1-47.1%)</td>
<td>0.873</td>
<td>871</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>NY</td>
<td>11.9% (1.1-62.4%)</td>
<td>1.458</td>
<td>101</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Y</td>
<td>21.7% (6.5-57.3%)</td>
<td>2.513</td>
<td>21</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*pCVĐ – probability of cardiovascular disease according to FRS (because highly skewed data, summary statistics expressed as median and range); FRS – Framingham Risk Score; ACC/AHA – The American College of Cardiology and American Heart Association recommends statins if pCVĐ ≥ 7.5%; FTT – fast-and-frugal tree that takes threshold in consideration (according to the criterion stated in **); FFT – standard fast-and-frugal tree that takes no threshold in consideration but according to which each patient whose path ends with ‘Y’ should be treated (see text for details).

**Σε̂ ln(LRi)+Σε̂ ln(LR−i); treat if logLRSum >lnβoptimal (1.83; based on benefit/risk of statins of 2.5 and pCVĐ = 0.06); otherwise withhold treatment.

†Spearman rho correlation coefficient between pCVĐ and the FFT path: 0.64; P < 0.000001. Spearman rho correlation coefficient between pCVĐ and treatment according to: FFT (0.11; P < 0.000001); FFT (0.60; P < 0.000001) and FRS/ACC/AHA guidelines (0.68; P < 0.000001).

(b) FFTyn

<table>
<thead>
<tr>
<th>Possible paths for this FTT†</th>
<th>pCVĐ* (median and range)</th>
<th>logLRSum**</th>
<th>Number of patients</th>
<th>Treatment According to FFTyn†</th>
<th>Treatment According to FTTyn†</th>
<th>Treatment According to FRS model (ACC/AHA guidelines)††</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN</td>
<td>2.4% (0.43-47.1%)</td>
<td>-0.077</td>
<td>3603</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>NNY</td>
<td>6.4% (1.1-24.7%)</td>
<td>0.907</td>
<td>31</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>NYY</td>
<td>15.9% (2.5-62.4%)</td>
<td>2.38</td>
<td>65</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Y</td>
<td>21.7% (6.5-57.3%)</td>
<td>2.913</td>
<td>21</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*pCVĐ – probability of cardiovascular disease according to FRS (because highly skewed data, summary statistics expressed as median and range); FRS – Framingham Risk Score; ACC/AHA – The American College of Cardiology and American Heart Association recommends statins if pCVĐ ≥ 7.5%; FTT – fast-and-frugal tree that takes threshold in consideration (according to the criterion stated in **); FFT – standard fast-and-frugal tree that takes no threshold into consideration but according to which each patient whose path ends with ‘Y’ should be treated (see text for details).

**Σε̂ ln(LRi)+Σε̂ ln(LR−i); treat if logLRSum >lnβoptimal (1.83; based on benefit/risk of statins of 2.5 and pCVĐ = 0.06); otherwise withhold treatment.

†Spearman rho correlation coefficient between pCVĐ and the FFT path: 0.232; P < 0.000001. Spearman rho correlation coefficient between pCVĐ and treatment according to FFT (0.223; P < 0.000001), FFT (0.223; P < 0.000001) and FRS/ACC/AHA guidelines (0.68; P < 0.000001).

(c) FFTty

<table>
<thead>
<tr>
<th>Possible paths for this FTT†</th>
<th>pCVĐ* (median and range)</th>
<th>logLRSum**</th>
<th>Number of patients</th>
<th>Treatment According to FFTty†</th>
<th>Treatment According to FTTty†</th>
<th>Treatment According to FRS model (ACC/AHA guidelines)††</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>2.5% (0.43-62.4%)</td>
<td>-0.018</td>
<td>3723</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>NNN</td>
<td>12.7% (0.9-15.5%)</td>
<td>2.41</td>
<td>4</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>NNY</td>
<td>24.8% (10.4-67.2%)</td>
<td>3.8</td>
<td>10</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>YY</td>
<td>35.6% (6.5-46.3%)</td>
<td>4.37</td>
<td>7</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*pCVĐ – probability of cardiovascular disease according to FRS (because highly skewed data, summary statistics expressed as median and range); FRS – Framingham Risk Score; ACC/AHA – The American College of Cardiology and American Heart Association recommends statins if pCVĐ ≥ 7.5%; FTT – fast-and-frugal tree that takes threshold in consideration (according to the criterion stated in **); FFT – standard fast-and-frugal tree that takes no threshold into consideration but according to which each patient whose path ends with ‘Y’ should be treated (see text for details).

**Σε̂ ln(LRi)+Σε̂ ln(LR−i); treat if logLRSum >lnβoptimal (1.83; based on benefit/risk of statins of 2.5 and pCVĐ = 0.06); otherwise withhold treatment.

†Spearman rho correlation coefficient between pCVĐ and the FFT path: 0.115; P < 0.000001. Spearman rho correlation coefficient between pCVĐ and treatment according to FFT (0.11; P < 0.000001), FFT (0.10; P < 0.000001) and FRS/ACC/AHA guidelines (0.68; P < 0.000001).
Table 3  Continued

<table>
<thead>
<tr>
<th>Possible paths for this FFT†</th>
<th>pCVD* (median and range)</th>
<th>logLRsum**</th>
<th>Number of patients</th>
<th>Treatment According to FFT**</th>
<th>Treatment According to FTT**</th>
<th>Treatment According to FRS model (ACC/AHA guidelines)**</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>2.5% (0.43-62.4%)</td>
<td>-0.318</td>
<td>3723</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>YN</td>
<td>18% (9.9-15.9%)</td>
<td>2.85</td>
<td>14</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>YYY</td>
<td>7.7% (6.5-8.8%)</td>
<td>3.92</td>
<td>2</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>YYY</td>
<td>35.5% (22.1-46.3%)</td>
<td>5.31</td>
<td>5</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*pCVD – probability of cardiovascular disease according to FRS (because highly skewed data, summary statistics expressed as median and range); FRS – Framingham Risk Score; ACC/AHA – The American College of Cardiology and American Heart Association recommends statins if pCVD ≥7.5%; FFT – fast-and-frugal tree that takes threshold in consideration (according to the criterion stated in **); FTT – standard fast-and-frugal tree that takes no threshold into consideration but according to which each patient whose path ends with ‘Y’ should be treated (see text for details).

** $\sum_{k=1}^{m} (|N_k|^{-0.5}) + \sum_{j=1}^{n} (|N_j|-1)$; if logLRsum > $|m_Rsum| 1.63$ (based on benedict/farns of states of 2.5 and pCVD = 0.00); otherwise withhold treatment.

†Spearman rho correlation coefficient between pCVD and the FFT path: 0.115; $P < 0.0000001$. Spearman rho correlation coefficient between pCVD and treatment according to FTT (0.11; $P < 0.0000001$), FTT (0.06; $P = 0.0039$) and FRS/AAC/AHA guidelines (0.08; $P < 0.000001$).

Figure 6  Effect of differential weighting of false negatives (regret of omission) versus false positives (regret of commission) on FFTs’ discriminability ($d’$) and decision criterion ($d$) for pCVD = 0.06 and B/H = 2.5. The effect on FFTY, FFTYy, FFTn and FTTm is shown. Note how weighting may affect signal theory statistics to approach perfect discrimination under some circumstances ($d’ > 4$).

Discussion

In this paper, we show how a simple threshold model [34] can function as a foundational building block that can serve as a link between SDT, FFTs and EAT. We draw attention to two issues of relevance for decision sciences. First, many seemingly different concepts used in different disciplines are actually equivalent. Second, by making this connection, we arrived at what we believe are novel findings. For one, Eq. (3) explicitly links the threshold model to EAT and FFT, thereby enabling creation of decision criteria that take into account both the accuracy statistics of FFT and the consequences built in the threshold model. As a result, decision recommendations based on standard FFT often differ from FFT that take threshold into consideration (FFTT), as demonstrated in this paper (see Table 3 and Fig. 5).

Another novel result is that threshold criteria can be used as a strategy for selecting cues to construct an FFT (Table 1). Finally, although the threshold model describes a compensatory decision-making strategy and the FFT represents a non-compensatory approach to decision making, we show that both strategies are ultimately linked within a broader theoretical framework.

Of key interest, we believe that we described a new method for creating and evaluating FFTs of relevance to medical decision making. Clinical decision making is dominated by heuristic thinking and by simple decision trees resembling FFTs. Yet few methods have actually been developed to show how these FFTs can be constructed, evaluated and applied.
Although the purpose of this paper is methodological, it is interesting to note that we succeeded in generating an FFT of practical importance. Consistent with FFT principles, we showed that our simple FFT, constructed from readily available cues, indicates that the patients who do not have diabetes and/or do not require antihypertensives can avoid statins. Likewise, we showed that patients who have diabetes should be treated. Both recommendations agree with the complex FRS model and AHA/ACC guidelines. In addition, it is instructive to note that our simple FFT departs from the AHA/ACA guidelines reflecting the disagreement in the field as to who should or should not be treated with statins [23,26,28,35]. This raises another interesting application of our proposed methodology: When FFT does not agree with currently employed risk models and guideline recommendations (Table 3), this likely identifies open questions that need to be settled in future research.

In the final analysis, we showed how decisions depend on reliable information [36] – the results are highly sensitive to the estimate of the benefits and harms of interventions. Moreover, efficient cognitive processes require that we ignore part of the information available, particularly information that is unreliable, increases the estimation error or is costly to obtain [1,2]. Selection of a particular cue – the cue that may end up being used for constructing a simple FFT – should be evidence based and rely on as accurate information as possible. Specifically, we defined the criteria that can be used for selection of cues for FFT and under which circumstances such a selection would not be helpful.

In addition, we showed that the threshold model can provide a link between EUT and expected regret theory and SDT, FFT and EAT, thereby enabling us to integrate several theories of decision making under one conceptual umbrella [5]. By contrasting the logarithm of the sum of the accumulated evidence for positive (LR+) and negative (LR−) values for each cue with the action threshold, we define the decision criteria (for giving treatment). Most importantly, the latter offers an attractive possibility of individualizing treatment according to the combination of cues that a patient has.

Our method is not without limitations, however. Equation (3) assumes independence of cues, which may or may not be correct. Yet, as the bias–variance dilemma implies, assuming independence is likely to increase the bias of the model but simultaneously decrease estimation error (variance). Thus, the real question is one of the trade-off between the two sources of error: bias versus variance [2]. Future work should improve on the proposed methodology by taking into account this trade-off in the selection of cues.

Figure 7 shows a summary interpretation of our approach to unify several theoretical concepts. FFT–EAT proposes that evidence is accumulated sequentially after which decision is made when certain threshold is exceeded (see Eq. 3). Such a decision is inevitably associated with false-positive versus false-negative errors, which are best appreciated within SDT framework (see Figs 1, 5 & 6).

Acknowledgement
This research is supported in part by DOD grant (#W81XWH 09-2-0175) PI: Dr. Djulbegovic.

References


When to Perform Hepatic Resection for Intermediate-Stage Hepatocellular Carcinoma
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Transcatheater arterial chemoembolization (TACE) is the first-line therapy recommended for patients with intermediate hepatocellular carcinoma (HCC). However, in clinical practice, these patients are often referred to surgical teams to be evaluated for hepatectomy. After making a treatment decision (e.g., TACE or surgery), physicians may discover that the alternative treatment would have been preferable, which may bring a sense of regret. Under this premise, it is postulated that the optimal decision will be the one associated with the least amount of regret. Regret-based decision curve analysis (Regret-DCA) was performed on a Cox’s regression model developed on 247 patients with cirrhosis resected for intermediate HCC. Physician preferences on surgery versus TACE were elicited in terms of regret; threshold probabilities (P,) were calculated to identify the probability of survival for which physicians are uncertain of whether or not to perform a surgery. A survey among surgeons and hepatologists regarding three hypothetical clinical cases of intermediate HCC was performed to assess treatment preference domains. The 3- and 5-year overall survival rates after hepatectomy were 48.7% and 33.8%, respectively. Child-Pugh score, tumor number, and esophageal varices were independent predictors of survival (P<0.05). Regret-DCA showed that for physicians with P, values of 3-year survival between 35% and 70%, the optimal strategy is to rely on the prediction model; for physicians with Pt<35%, surgery should be offered to all patients; and for P, values >70%, the least regretful strategy is to perform TACE on all patients. The survey showed a significant separation among physicians’ preferences, indicating that surgeons and hepatologists can uniformly act according to the regret threshold model. Conclusion: Regret theory provides a new perspective for treatment-related decisions applicable to the setting of intermediate HCC. (HEPATOLOGY 2015;61:905-914)

Hepatocellular carcinoma (HCC) is one of the most common cancers worldwide. It is the third leading cause of cancer-related death and is usually associated with cirrhosis.1,2 The treatment of HCC is complex and different from many other cancers because of the conflicting needs to be oncologically radical, while, at the same time, aiming to preserve liver function, because the patient may die either from cancer or from progression of cirrhosis. Hepatic resection, even though radical, has usually only a minor role in the treatment of multiple, large HCC.2-4 Transcatheater arterial chemoembolization (TACE) is the recommended first-line treatment for such a tumor stage (Intermediate Barcelona Clinic Liver Cancer [BCLC] stage).2-4 The main reason for the narrow indications for hepatic resection (HR) is the unfavorable outcomes expected in patients having an intermediate HCC.2-5 However, in clinical practice,
such patients are frequently referred to surgical teams for evaluation and treatment.\textsuperscript{5-7} This deviation from the guideline recommendations\textsuperscript{2,3} is the consequence of the uncertainty regarding the optimal treatment for intermediate-stage HCCs, the balance between therapeutic efficacy and preservation of liver function, and the lack of uniformity of stage definition resulting in the inclusion of a heterogeneous patient population.\textsuperscript{5-8}

Both hepatologists and surgeons are daily involved in the decision of whether or not to operate on a patient with intermediate-stage HCC. The decision is fraught with uncertainty and consequences that are impossible to predict at the time of the decision. After making a decision under such uncertainty, the physician may discover, when learning the relevant outcomes, that an alternative approach would have been preferable. This knowledge may bring a sense of loss or regret. Regret theory postulates that choices may be influenced by the decision maker's anticipation that certain outcomes will be associated with high regret, which he or she would like to avoid or minimize.\textsuperscript{9,11} Thus, if we seek to minimize regret, the optimal choice would be the one associated with the least amount of regret. In general, regret can be felt as a result of wrong action (regret of commission) or failure to act (regret of omission).\textsuperscript{12} The assessment of regret of commission versus omission can be used to compute a threshold value at which the physician is uncertain about which treatment strategy to adopt.\textsuperscript{13-15}

The threshold value then can be employed to facilitate decision making through the technique known as regret-decision curve analysis (Regret-DCA).\textsuperscript{14-17} In the present study, we assessed whether decisions regarding performing surgery or TACE on a patient with intermediate HCC can be aided by a prognostic model, depending on regret-based thresholds. We also recorded a distribution of the threshold probabilities to assess whether the preferences vary or are clustered within a relatively narrow range, which has important implications from the decision-making point of view.

**Materials and Methods**

**Description of the Regret Model.** The regret model assumes that there must be some probability of an event at which regret of omission (e.g., failure to perform resection in a patient with HCC) is equal to regret of commission (e.g., unnecessary surgery).\textsuperscript{11,13-15}

Similarly to classic expected-utility–based decision theory,\textsuperscript{16,17} the regret model assumes that a patient should be treated if the probability of an event is equal or greater than a specific threshold probability.\textsuperscript{14-16} The regret model was applied here to estimate the threshold probability at which the decision maker is indifferent between HR versus withholding surgery and administer TACE for intermediate HCC. The patient should be referred to surgery if his or her probability of survival is

---

**On the basis of your experience, and considering the expected 3-year survival after resection and TACE of intermediate HCC.**

**REGRET OF OMISSION:** how would you rate the level of your regret, on a scale of 0 to 100 (0 = no regret; 100 = maximum regret), if you decided NOT to operate the patient and refer him to TACE? (i.e., the patient may be still alive after 3 years from surgery, instead he is dead within 3 years from TACE)

- 0 = No regret
- 75
- 100 = Maximum regret

**REGRET OF COMMISSION:** how would you rate the level of your regret, on a scale of 0 to 100 (0 = no regret; 100 = maximum regret), if you performed surgery, instead of TACE, and the patient did not live 3 years as expected? (i.e., the patient died within 3 years from surgery)

- 0 = No regret
- 25
- 100 = Maximum regret

---

Fig. 1. The DNAS was used to obtain the decision maker's P, as reported in Equation (1). The questions depicted were associated with each of the three clinical cases of the survey conducted in the present study.

---
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equal to or above this threshold probability, because surgical choice would be associated with the least amount of regret. This can be summarized as shown by Equation 1:

$$P_t = 1/(1 + (\text{regret of omission}/\text{regret of commission}))$$

(1)

where $P_t$ = threshold probability. Regret of omission was defined as regret felt by the physician (surgeon or hepatologists) who withheld hepatectomy from a patient with intermediate HCC who, otherwise, may have benefited from this treatment. Regret of commission was defined as regret felt by the physician who decided to perform a hepatectomy, instead of referring the patient to TACE (Fig. 1). For example, if a physician feels that his or her regret of omission is 4 times greater than regret of commission, the threshold probability at which he or she is indifferent between liver resection and TACE is equal to 20%. This means that he or she should offer hepatectomy if the probability of survival after surgery, at a predefined temporal endpoint, is greater than 20%; otherwise, surgery should be avoided and TACE would represent the least regretful strategy.

The clinical question regarding which treatment to adopt can be broken into three categories: (1) a physician can be aggressive and recommend resection to all patients with intermediate HCCs; (2) a physician can decide to withhold surgery and administer TACE to all patients; or (3) a physician can use a prediction model for guidance. The decision tree that describes the present clinical problem is depicted in Fig. 2. In the present study, we employed a Regret-DCA model to compute the expected regret for a range of threshold probabilities. Regret-DCA is a modification of the original DCA, based on expected regret. Assuming that the threshold probability of an event at which a physician would opt for treatment is informative of how the physician weighs the relative harms of a false-positive (FP) and a false-negative (FN) prediction, the expected regret of the model, across different threshold probabilities, can be derived and computed as follows:

$$\text{Expected regret} = (\text{FP}/n) \times (P_t/1-P_t) + (\text{FN}/n)$$

(2)

$$\text{Expected regret} \{\text{Surgery}\} = (1-s) \times (P_t/1-P_t)$$

(3)

$$\text{Expected regret} \{\text{No Surgery}\} = s$$

(4)

![Decision Tree](image)

Fig. 2. A decision tree for performing hepatic resection in patients with intermediate HCC, where $s$ = 3-year survival expected after surgery in the whole study population, TP = true positive, TN = true negative, FP = false positive, and FN = false negative. $U_i$ are the utilities associated with each outcome. Mathematical details of the regret-based decision tree were previously published.14,15
where $P_t =$ threshold probability (from Equation (1)), 
$FP =$ false positive, that is, the number of patients
who will die within a specific temporal endpoint and
for whom the estimated probability of survival is equal
or greater than the threshold probability, $FN =$ false
negative, that is, the number of patients who will sur-
vive longer than a specific temporal endpoint and for
whom the estimated probability of survival was lower
than the threshold probability, $n =$ number of patient
in the DCA, and $s =$ 3-year survival estimation. In
the present analysis, the temporal endpoint was set at 3
years, which corresponds to the median survival of
the patient study population. Once Regret-DCA is plot-
ted, the physicians can consult a predictive model to
assess the probabilities of survival based on specific
clinical and tumor features. For this reason, a Cox's
regression model was developed on 247 patients with
cirrhosis referred to surgery for intermediate HCC, as
detailed in the next paragraph.

**Study Population.** Between January 1999 and
November 2011, 806 consecutive patients with cirrho-
sis were resected for HCC at two tertiary referral surgical
units; the policies of the two centers regarding indica-
tions for HR have already been published. From the two institutional prospective databases, 247
patients with cirrhosis, resected for intermediate HCC,
were selected for the present analysis. Intermediate
HCC was defined on the basis of BCLC classification
as follows: single tumor more than 5 cm in diameter;
2-3 tumors, of which at least 1 was >3 cm in diam-
eter; more than 3 tumors of any diameter; and absence
of extrahepatic metastasis and absence of tumor inva-
sion into a major branch of the portal or hepatic veins
and performance status 0. The definition is sup-
ported by the decision-making nature of the present
analysis (that means that decision for resection or
TACE is made on such criteria) and by recent surgical
literature.

Other exclusion criteria were the following: patients
treated as an emergency; those receiving portosystemic
shunts before (or at the same time as) HR or those
undergoing preoperative portal vein embolization; evi-
dence of direct invasion of adjacent organs; or spread
to the lymph nodes of the hepatic hilum at pathologi-
cal examination. Presence of a positive margin ($R^+$) at
pathological examination represented additional exclu-
sion criteria and all resections considered here were
curative resections (R0). The diagnosis of cirrhosis was
confirmed on histological specimens. All patients
underwent intraoperative hepatic ultrasonography and
were deemed to have resectable tumors at the time of
surgery. Demographic, clinical, and tumoral

<table>
<thead>
<tr>
<th>Variable</th>
<th>In Study (n = 247)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years</td>
<td>65 (57-71)</td>
</tr>
<tr>
<td>Male gender (%)</td>
<td>201 (81.4)</td>
</tr>
<tr>
<td>HBsAg+ (%)</td>
<td>57 (23.1)</td>
</tr>
<tr>
<td>Anti-HCV+ (%)</td>
<td>126 (51.0)</td>
</tr>
<tr>
<td>Mild ascites (%)</td>
<td>24 (9.7)</td>
</tr>
<tr>
<td>Presence of varices (%)</td>
<td>58 (23.5)</td>
</tr>
<tr>
<td>Serum albumin, mg/dl</td>
<td>3.8 (3.4-4.0)</td>
</tr>
<tr>
<td>Total bilirubin, mg/dl</td>
<td>0.85 (0.59-1.25)</td>
</tr>
<tr>
<td>Platelet count, $\times 10^9$/mmc</td>
<td>149 (105-218)</td>
</tr>
<tr>
<td>INR</td>
<td>1.13 (1.07-1.21)</td>
</tr>
<tr>
<td>Child-Pugh score</td>
<td>5 (5-6)</td>
</tr>
<tr>
<td>A5 (%)</td>
<td>141 (57.1)</td>
</tr>
<tr>
<td>A6 (%)</td>
<td>86 (34.8)</td>
</tr>
<tr>
<td>B7 (%)</td>
<td>18 (7.3)</td>
</tr>
<tr>
<td>B8 (%)</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>MELD score</td>
<td>8 (7-9)</td>
</tr>
<tr>
<td>Radiological tumor number</td>
<td>1 (1-2)</td>
</tr>
<tr>
<td>Single tumor (%)</td>
<td>124 (50.2)</td>
</tr>
<tr>
<td>Two or three tumors (%)</td>
<td>93 (37.7)</td>
</tr>
<tr>
<td>More than three tumors (%)</td>
<td>30 (12.1)</td>
</tr>
<tr>
<td>Radiological largest tumor size, cm</td>
<td>6.0 (5.0-7.7)</td>
</tr>
</tbody>
</table>

Continuous variables are reported as medians and IQRs (25th-75th percentiles).
Abbreviations: HBsAg, hepatitis B surface antigen; HCV, hepatitis C virus.

**Statistical Analysis.** Clinical and tumoral charac-
teristics were reported as the number of cases and
prevalence, and median and interquartile ranges
(IQRs), as appropriate, on the basis of type of vari-
ables and distributions. Median and IQR were selected,
instead of mean and standard deviation, because of
violation of normal distribution by the majority of vari-
ables (by Kolmogorov-Smirnov's test). Comparisons
were performed using appropriate statistical analyses
on the basis of type of variable or distribution. Overall
survival (OS) was estimated using Kaplan-Meier's
method. Each variable was entered in a univariate
Cox's regression model. To avoid any colinearity
within the model, albumin and bilirubin were not
included in the multivariate model because they were
already incorporated in the Child-Pugh classification;
in addition, because the international guidelines are
mainly based on Child-Pugh classification for the
assessment of liver functional reserve, the Model for
End-stage Liver Disease (MELD) score was also
removed from the multivariate analysis and here
reported only as descriptive variable of the study.
population. Otherwise, any variables having a $P$ value
<0.10 based on univariate Cox’s regression were
entered in the multivariate backward proportional haz-
ard model. The baseline cumulative hazard after sur-
gery was assessed by the means of Breslow’s estimator.
Schoenfeld’s residuals confirmed the proportional haz-
ard assumption of the model. Once beta-coefficients
(b) for each independent predictor (x) and baseline
cumulative hazard values were obtained from multi-
variate regression, the 3-year survival estimations was
calculated, and reported, using the following equation:
$S_0(\text{year})^{\wedge}(\text{EXP}(PI))$, where $S_0(\text{year}) = \text{EXP}(\text{baseline}
\text{cumulative hazard at 3 years})$ and $PI = x_1b_1 + x_2b_2 + \ldots + x_nb_n$. The 3-year survival probabilities predicted
from the model, for each of the 247 patients, were
used to compute the Regret-DCA. Statistical analyses
were performed with the STATA statistical program
(StataCorp LP, College Station, TX) and R (version
2.12.0; R Foundation for Statistical Computing,
Vienna, Austria).

Description of the Survey. Regrets of omission
and commission were assessed using an online survey.
This assessment was obtained using the dual visual
analog scale (DVAS), as reported in Fig. 1. The DVAS
comprise of two 100-point scales, each anchored to
the absence of regret and maximum regret. One
of the scales was used to measure the regret of omis-
sion and the other to measure the regret of com-
mission. Three hypothetical clinical cases were sent for
consultation to physicians involved in HCC manage-
ment (surgeons or hepatologists) with at least 10 years
of experience in the treatment of HCC and cirrhosis.
These clinical cases were based on the expert opinion
with awareness of a recent proposal for a subclassifica-
tion of intermediate HCCs. The base case was repres-
ted by a 70-year-old man with hepatitis C cirrhosis
and HCC beyond the early BCLC stage, without vas-
cular invasion or distant metastases, surgically remov-
able, having an Eastern Cooperative Oncology Group
performance status of 0.

Case 1: Laboratory shows: total bilirubin = 0.9 mg/
dL; albumin = 3.8 g/dL; INR = 1.3; no ascites; no encephalopathy; and
Child-Pugh A5. A computed tomography (CT) scan
shows two nodules: The largest is 40 mm and the
smallest is 10 mm, both located in liver segment 7.
There are no varices at endoscopy, and platelet count
is normal.

Case 2: Laboratory shows: total bilirubin = 1.8 mg/
dL; albumin = 3.0 g/dL; INR = 1.4; no ascites; no
encephalopathy; and Child-Pugh A6. There are varices
at endoscopy, there is splenomegaly at ultrasound (US)
examination, and the platelet count is between 100
and $120 \times 10^{3}/\text{mm}^3$. A CT scan shows two nodules:
The largest is 60 mm and the smallest is 35 mm,
located in different liver segments of the same
hemiliver.

Case 3: Laboratory shows: total bilirubin = 1.9 mg/
dL; albumin = 2.6 g/dL; INR = 1.6; no ascites; no
encephalopathy; and Child-Pugh B7. There are varices
at endoscopy, splenomegaly at US, and the platelet
count is approximately $90 \times 10^{3}/\text{mm}^3$. At CT scan,
there is one nodule of 70 mm.

Physicians involved were asked to assess their person-
AL regret of omission and commission in terms of 3-
year survival after resection, and considering, as an
alternative strategy to withold surgery, TACE. Thresh-
old probabilities were compared with the
Regret-DCA and with the predicted survival obtained
from the model in order to assess whether each single
physician would recommend surgery or TACE in rela-
tionship with his or her specific regret and estimated
probability of survival. We did not include the specific
survival data in any of the vignette description, but
assumed that it would be obvious to the experienced
physicians that survival differed among all 3 cases
described in the survey. Physicians were not asked
for their own decision because we were mostly interested
whether the physicians’ preferences would cluster
within three zones defined by the Regret-DCA: per-
form surgery on all patients; avoid surgery on all
patients and administer TACE; and make a decision
based on the prognostic model.

Results

Patient Characteristics and Outcome. Baseline
characteristics of the 247 patients with cirrhosis
resected for intermediate HCC are reported in Table
1. During a median follow-up of 24 months (range, 1
month to 11 years), 132 patients died (53.4%). The
median survival was 35 months (95% confidence
interval [CI]: 26-42); the 1-, 3-, and 5-year survival
rates were 77.8%, 48.7%, and 33.8%, respectively.
Results from Cox’s regression are reported in Table 2.
Child-Pugh score ($P = 0.001$), number of tumors (sin-
gle vs. two or three vs. multiple nodules; $P = 0.015$)
and presence of esophageal varices (EV) at endoscopy
($P = 0.015$) were found to be independent predictors
of OS after hepatic resection. These variables were
used to build the 3-year probability of survival for
each of the 247 patients.

Regret-DCA. Regret-DCA was applied to the
3-year survival prediction, and Fig. 3 depicts how the
### Table 2. Uni- and Multivariate Cox’s Regressions on OS of Patients Submitted to Hepatic Resection for Intermediate HCC

<table>
<thead>
<tr>
<th>Variable</th>
<th>Univariate Regression</th>
<th>Multivariate Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exp (B) (95% CI)</td>
<td>P Value</td>
</tr>
<tr>
<td>Age (per year increase)</td>
<td>1.066 (0.987-1.025)</td>
<td>0.547</td>
</tr>
<tr>
<td>Gender (male vs. female)</td>
<td>0.815 (0.529-1.257)</td>
<td>0.355</td>
</tr>
<tr>
<td>HBsAg (positive vs. negative)</td>
<td>1.154 (0.778-1.711)</td>
<td>0.478</td>
</tr>
<tr>
<td>Anti-HCV (positive vs. negative)</td>
<td>1.319 (0.926-1.879)</td>
<td>0.125</td>
</tr>
<tr>
<td>Mild aheses (present vs. absent)</td>
<td>1.200 (0.461-2.178)</td>
<td>0.549</td>
</tr>
<tr>
<td>EV (present vs. absent)</td>
<td>1.667 (1.138-2.443)</td>
<td>0.009 1.535 (1.044-2.257)</td>
</tr>
<tr>
<td>Serum albumin (per g/dL increase)</td>
<td>0.551 (0.388-0.784)</td>
<td>0.001</td>
</tr>
<tr>
<td>Total bilirubin (per mg/dL increase)</td>
<td>1.939 (1.407-2.729)</td>
<td>0.001</td>
</tr>
<tr>
<td>Platelet count (per x10^3/mm increase)</td>
<td>0.998 (0.996-1.001)</td>
<td>0.069 0.999 (0.997-1.002)</td>
</tr>
<tr>
<td>INR (per unit increase)</td>
<td>2.568 (0.662-9.958)</td>
<td>0.173</td>
</tr>
<tr>
<td>Child-Pugh score (per unit increase)</td>
<td>1.982 (1.216-2.085)</td>
<td>0.001</td>
</tr>
<tr>
<td>MELD score (per unit increase)</td>
<td>1.206 (1.088-1.336)</td>
<td>0.001</td>
</tr>
<tr>
<td>Radiological tumor size (per cm increase)</td>
<td>1.345 (1.053-1.718)</td>
<td>0.018 1.357 (1.061-1.737)</td>
</tr>
<tr>
<td>Radiological largest tumor size (per cm increase)</td>
<td>1.008 (0.946-1.073)</td>
<td>0.815 –</td>
</tr>
</tbody>
</table>

To avoid any collinearity within the model, albumin and bilirubin were not included in the multivariate model because they were already incorporated in the Child-Pugh classification. In addition, because international guidelines are mainly based on Child-Pugh classification for the liver functional reserve assessment, MELD score was also removed from the multivariate analysis. Otherwise, any variables having a P value <0.10 at univariate Cox’s regression were entered in the multivariate backward proportional hazard model. The 3-year baseline cumulative hazard was 0.034.

Abbreviations: HBsAg, hepatitis B surface antigen; HCV, hepatitis C virus.

---

**Table 3. Results From Regression Analysis of 247 Patients Resected for Intermediate HCC**

<table>
<thead>
<tr>
<th>Clinical Scenario</th>
<th>1-year (%)</th>
<th>2-year (%)</th>
<th>5-year (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Child-Pugh A5, no varices</td>
<td>86.9</td>
<td>65.3</td>
<td>51.7</td>
</tr>
<tr>
<td>Single large nodule</td>
<td>82.7</td>
<td>56.1</td>
<td>40.8</td>
</tr>
<tr>
<td>Two or three nodules</td>
<td>71.2</td>
<td>45.6</td>
<td>29.6</td>
</tr>
<tr>
<td>More than three nodules</td>
<td>86.6</td>
<td>52.0</td>
<td>36.3</td>
</tr>
<tr>
<td>Child-Pugh A5, with varices</td>
<td>74.7</td>
<td>41.1</td>
<td>25.2</td>
</tr>
<tr>
<td>Single large nodule</td>
<td>67.3</td>
<td>29.9</td>
<td>15.4</td>
</tr>
<tr>
<td>Two or three nodules</td>
<td>74.3</td>
<td>40.6</td>
<td>24.7</td>
</tr>
<tr>
<td>More than three nodules</td>
<td>66.6</td>
<td>29.4</td>
<td>15.0</td>
</tr>
<tr>
<td>Child-Pugh A6, no varices</td>
<td>88.4</td>
<td>51.4</td>
<td>35.7</td>
</tr>
<tr>
<td>Single large nodule</td>
<td>71.5</td>
<td>36.0</td>
<td>20.5</td>
</tr>
<tr>
<td>Two or three nodules</td>
<td>63.4</td>
<td>25.0</td>
<td>11.7</td>
</tr>
<tr>
<td>More than three nodules</td>
<td>53.8</td>
<td>15.2</td>
<td>5.4</td>
</tr>
<tr>
<td>Child-Pugh A5, with varices</td>
<td>71.1</td>
<td>35.4</td>
<td>20.0</td>
</tr>
<tr>
<td>Single large nodule</td>
<td>62.9</td>
<td>24.8</td>
<td>11.3</td>
</tr>
<tr>
<td>Two or three nodules</td>
<td>53.3</td>
<td>14.8</td>
<td>5.2</td>
</tr>
<tr>
<td>Child-Pugh A6, with varices</td>
<td>59.2</td>
<td>20.3</td>
<td>8.5</td>
</tr>
<tr>
<td>Single large nodule</td>
<td>48.1</td>
<td>11.5</td>
<td>3.5</td>
</tr>
<tr>
<td>Two or three nodules</td>
<td>33.1</td>
<td>5.3</td>
<td>1.1</td>
</tr>
</tbody>
</table>

---

Fig. 3. Regret-DCA for the Cox’s model built to predict the 3-year survival probability based on records of 247 patients resected for intermediate HCC. The optimal strategy is the action that results in the least amount of regret in case it is proven wrong. For \( R_i < 70\%\), the least regretful strategy is to consult the prediction model for treatment selection. According to the prediction model, a patient should have surgery if the survival probability is greater than the threshold probability. The patient should not be referred to surgery and should be recommended TACE otherwise. For \( R_i > 70\%\) values, the prediction model remains the best decision-making approach because it is equal in regret to the strategy to submit all patients to surgery.

---

Regret-DCA was performed on the 3-year overall survival (OS) prediction. The 1- and 5-year survival predictions are reported here for descriptive purposes.
choice based on the model versus "surgery to all" is equal. An example can help clarify the process. Assume that the P_e value calculated by a physician for the 3-year survival for a specific HCC patient is 46.2% (regret of omission = 70; regret of commission = 60) and assume that the disease is a Child-Pugh class A5, without varices, and with a single large HCC: in this case, the decision process requires comparison of the physician's threshold to the prediction probability obtained from the regression model described in Table 3. As can be noted, the predicted 3-year survival is 65.3%; thus, higher than the physician threshold of 46.2%. Consequently, surgery represents the least regretful treatment strategy.

Survey Results. To further explain this decision approach and assess a distribution of the threshold probabilities in individual physicians, a survey was conducted among 40 physicians, asking for regret assessment of the three clinical cases previously described. Detailed results are reported in Table 4, and a summary is reported in Table 5. There were 120 decisions: HR would have been recommended in 41 (34%), whereas TACE would have been recommended in 79 (66%) cases. As can be noted from Table 4, threshold probabilities (P_e) for case 1 ranged considerably, from 5% to 58.8%; the estimated probability of survival in this case was 56.1%. Basing the final decision on the regret model, 95% of physicians (38 of

<table>
<thead>
<tr>
<th>Physician</th>
<th>Specialty</th>
<th>Case 1 (%)</th>
<th>Predicted Decision</th>
<th>Case 2 (%)</th>
<th>Predicted Decision</th>
<th>Case 3 (%)</th>
<th>Predicted Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Surg</td>
<td>11.1</td>
<td>HR</td>
<td>30.0</td>
<td>TACE</td>
<td>33.3</td>
<td>TACE</td>
</tr>
<tr>
<td>2</td>
<td>Hep</td>
<td>40.0</td>
<td>HR</td>
<td>73.3</td>
<td>TACE</td>
<td>87.5</td>
<td>TACE</td>
</tr>
<tr>
<td>3</td>
<td>Sur</td>
<td>9.1</td>
<td>HR</td>
<td>16.7</td>
<td>HR</td>
<td>50.0</td>
<td>TACE</td>
</tr>
<tr>
<td>4</td>
<td>Hep</td>
<td>40.0</td>
<td>HR</td>
<td>70.0</td>
<td>TACE</td>
<td>75.0</td>
<td>TACE</td>
</tr>
<tr>
<td>5</td>
<td>Sur</td>
<td>5.0</td>
<td>HR</td>
<td>76.2</td>
<td>TACE</td>
<td>90.0</td>
<td>TACE</td>
</tr>
<tr>
<td>6</td>
<td>Sur</td>
<td>18.2</td>
<td>HR</td>
<td>36.4</td>
<td>TACE</td>
<td>40.0</td>
<td>TACE</td>
</tr>
<tr>
<td>7</td>
<td>Hep</td>
<td>10.0</td>
<td>HR</td>
<td>50.0</td>
<td>TACE</td>
<td>80.0</td>
<td>TACE</td>
</tr>
<tr>
<td>8</td>
<td>Sur</td>
<td>5.0</td>
<td>HR</td>
<td>44.4</td>
<td>TACE</td>
<td>60.0</td>
<td>TACE</td>
</tr>
<tr>
<td>9</td>
<td>Sur</td>
<td>31.0</td>
<td>HR</td>
<td>33.3</td>
<td>TACE</td>
<td>50.0</td>
<td>TACE</td>
</tr>
<tr>
<td>10</td>
<td>Hep</td>
<td>22.2</td>
<td>HR</td>
<td>85.7</td>
<td>TACE</td>
<td>94.1</td>
<td>TACE</td>
</tr>
<tr>
<td>11</td>
<td>Hep</td>
<td>42.9</td>
<td>HR</td>
<td>63.6</td>
<td>TACE</td>
<td>54.5</td>
<td>TACE</td>
</tr>
<tr>
<td>12</td>
<td>Hep</td>
<td>28.6</td>
<td>HR</td>
<td>90.0</td>
<td>TACE</td>
<td>95.2</td>
<td>TACE</td>
</tr>
<tr>
<td>13</td>
<td>Sur</td>
<td>33.3</td>
<td>HR</td>
<td>89.5</td>
<td>TACE</td>
<td>90.9</td>
<td>TACE</td>
</tr>
<tr>
<td>14</td>
<td>Hep</td>
<td>9.1</td>
<td>HR</td>
<td>66.7</td>
<td>TACE</td>
<td>90.5</td>
<td>TACE</td>
</tr>
<tr>
<td>15</td>
<td>Hep</td>
<td>20.0</td>
<td>HR</td>
<td>75.0</td>
<td>TACE</td>
<td>55.8</td>
<td>TACE</td>
</tr>
<tr>
<td>16</td>
<td>Sur</td>
<td>25.0</td>
<td>HR</td>
<td>41.7</td>
<td>TACE</td>
<td>40.0</td>
<td>TACE</td>
</tr>
<tr>
<td>17</td>
<td>Hep</td>
<td>37.5</td>
<td>HR</td>
<td>57.1</td>
<td>TACE</td>
<td>71.4</td>
<td>TACE</td>
</tr>
<tr>
<td>18</td>
<td>Sur</td>
<td>11.1</td>
<td>HR</td>
<td>60.0</td>
<td>TACE</td>
<td>80.0</td>
<td>TACE</td>
</tr>
<tr>
<td>19</td>
<td>Sur</td>
<td>18.2</td>
<td>HR</td>
<td>20.0</td>
<td>HR</td>
<td>62.5</td>
<td>TACE</td>
</tr>
<tr>
<td>20</td>
<td>Sur</td>
<td>20.0</td>
<td>HR</td>
<td>81.8</td>
<td>TACE</td>
<td>86.4</td>
<td>TACE</td>
</tr>
<tr>
<td>21</td>
<td>Sur</td>
<td>15.8</td>
<td>HR</td>
<td>60.0</td>
<td>TACE</td>
<td>85.0</td>
<td>TACE</td>
</tr>
<tr>
<td>22</td>
<td>Hep</td>
<td>30.8</td>
<td>HR</td>
<td>66.7</td>
<td>TACE</td>
<td>70.0</td>
<td>TACE</td>
</tr>
<tr>
<td>23</td>
<td>Hep</td>
<td>12.5</td>
<td>HR</td>
<td>40.0</td>
<td>TACE</td>
<td>70.0</td>
<td>TACE</td>
</tr>
<tr>
<td>24</td>
<td>Sur</td>
<td>22.2</td>
<td>HR</td>
<td>33.3</td>
<td>TACE</td>
<td>31.8</td>
<td>TACE</td>
</tr>
<tr>
<td>25</td>
<td>Sur</td>
<td>40.0</td>
<td>HR</td>
<td>47.4</td>
<td>TACE</td>
<td>33.3</td>
<td>TACE</td>
</tr>
<tr>
<td>26</td>
<td>Hep</td>
<td>19.0</td>
<td>HR</td>
<td>89.5</td>
<td>TACE</td>
<td>95.2</td>
<td>TACE</td>
</tr>
<tr>
<td>27</td>
<td>Sur</td>
<td>20.8</td>
<td>HR</td>
<td>35.0</td>
<td>TACE</td>
<td>50.0</td>
<td>TACE</td>
</tr>
<tr>
<td>28</td>
<td>Hep</td>
<td>20.0</td>
<td>HR</td>
<td>50.0</td>
<td>TACE</td>
<td>70.0</td>
<td>TACE</td>
</tr>
<tr>
<td>29</td>
<td>Sur</td>
<td>20.0</td>
<td>HR</td>
<td>57.1</td>
<td>TACE</td>
<td>87.5</td>
<td>TACE</td>
</tr>
<tr>
<td>30</td>
<td>Hep</td>
<td>30.0</td>
<td>HR</td>
<td>80.0</td>
<td>TACE</td>
<td>50.0</td>
<td>TACE</td>
</tr>
<tr>
<td>31</td>
<td>Hep</td>
<td>58.3</td>
<td>TACE</td>
<td>78.9</td>
<td>TACE</td>
<td>78.9</td>
<td>TACE</td>
</tr>
<tr>
<td>32</td>
<td>Hep</td>
<td>58.8</td>
<td>TACE</td>
<td>77.8</td>
<td>TACE</td>
<td>88.9</td>
<td>TACE</td>
</tr>
<tr>
<td>33</td>
<td>Hep</td>
<td>18.2</td>
<td>HR</td>
<td>33.3</td>
<td>TACE</td>
<td>82.4</td>
<td>TACE</td>
</tr>
<tr>
<td>34</td>
<td>Hep</td>
<td>20.0</td>
<td>HR</td>
<td>30.0</td>
<td>TACE</td>
<td>70.0</td>
<td>TACE</td>
</tr>
<tr>
<td>35</td>
<td>Sur</td>
<td>15.8</td>
<td>HR</td>
<td>38.9</td>
<td>TACE</td>
<td>68.2</td>
<td>TACE</td>
</tr>
<tr>
<td>36</td>
<td>Hep</td>
<td>40.0</td>
<td>HR</td>
<td>60.0</td>
<td>TACE</td>
<td>90.0</td>
<td>TACE</td>
</tr>
<tr>
<td>37</td>
<td>Hep</td>
<td>10.0</td>
<td>HR</td>
<td>30.0</td>
<td>TACE</td>
<td>69.2</td>
<td>TACE</td>
</tr>
<tr>
<td>38</td>
<td>Sur</td>
<td>15.7</td>
<td>HR</td>
<td>20.0</td>
<td>HR</td>
<td>50.0</td>
<td>TACE</td>
</tr>
<tr>
<td>39</td>
<td>Sur</td>
<td>46.7</td>
<td>HR</td>
<td>53.8</td>
<td>TACE</td>
<td>83.3</td>
<td>TACE</td>
</tr>
<tr>
<td>40</td>
<td>Sur</td>
<td>13.6</td>
<td>HR</td>
<td>75.0</td>
<td>TACE</td>
<td>80.0</td>
<td>TACE</td>
</tr>
</tbody>
</table>

If the predicted survival is greater than the P_e, the optimal choice would be to perform HR, otherwise TACE should be administered. Predicted survivals at 3 years: case 1, 56.1%; case 2, 25.0%; case 3, 20.3%.

Abbreviations: Sur, surgeon; Hep, hepatologist.
40) would theoretically decide for the same treatment, namely, HR. In 31 cases, the preferences fell within a zone “perform surgery in all patients” on the Regret-DCA curve (Fig. 3). Regarding case 2, threshold probabilities ranged from 16.7% to 90.0% and the use of the Regret-DCA would have led 92.5% of physicians to decide for TACE (estimated survival probability: 25.0%). Regarding case 3, threshold probabilities ranged between 31.8% and 95.2%, possibly leading all physicians to decide for TACE (estimated survival probability: 20.3%). Table 5 reports a summary of the survey. It was of interest to observe that median threshold probabilities of surgeons were always lower than that of hepatologists. Surgeons reported a statistically significant higher regret of omission than hepatologists for cases 1 ($P = 0.006$) and 2 ($P = 0.049$), whereas the magnitude of this difference for case 3 was less pronounced ($P = 0.127$). Conversely, hepatologists suffer from higher regret of commission, especially for case 3 ($P = 0.026$), whereas for case 2, the difference, in comparison to surgeons, was smaller ($P = 0.052$), or even null for case 1 ($P = 0.277$).

**Table 5. Summary Statistics of the Survey Conducted Among Surgeons and Hepatologists to Test the Regret Theory**

<table>
<thead>
<tr>
<th>Clinical Scenario</th>
<th>All Physicians (n = 40)</th>
<th>Surgeons (n = 20)</th>
<th>Hepatologists (n = 20)</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_i$</td>
<td>20.0 (14.2-32.8)</td>
<td>18.2 (11.7-24.3)</td>
<td>25.4 (18.4-40.0)</td>
<td>0.076</td>
</tr>
<tr>
<td>Regret of omission</td>
<td>80 (70-90)</td>
<td>90 (80-95)</td>
<td>75 (60-90)</td>
<td>0.006</td>
</tr>
<tr>
<td>Regret of commission</td>
<td>20 (15-40)</td>
<td>20 (10-30)</td>
<td>20 (15-40)</td>
<td>0.277</td>
</tr>
<tr>
<td>Case 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_i$</td>
<td>57.1 (35.3-75.0)</td>
<td>43.1 (33.3-60.0)</td>
<td>66.1 (50.0-78.7)</td>
<td>0.024</td>
</tr>
<tr>
<td>Regret of omission</td>
<td>40 (20-60)</td>
<td>50 (30-70)</td>
<td>20 (20-50)</td>
<td>0.049</td>
</tr>
<tr>
<td>Regret of commission</td>
<td>50 (30-70)</td>
<td>40 (25-60)</td>
<td>20 (40-70)</td>
<td>0.052</td>
</tr>
<tr>
<td>Case 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_i$</td>
<td>70.7 (51.1-87.2)</td>
<td>61.3 (42.5-84.6)</td>
<td>77.0 (70.0-80.7)</td>
<td>0.028</td>
</tr>
<tr>
<td>Regret of omission</td>
<td>25 (10-40)</td>
<td>30 (10-60)</td>
<td>20 (10-30)</td>
<td>0.127</td>
</tr>
<tr>
<td>Regret of commission</td>
<td>70 (50-80)</td>
<td>50 (30-70)</td>
<td>75 (70-90)</td>
<td>0.026</td>
</tr>
</tbody>
</table>

Values are reported as medians and IQRs (25th-75th percentiles).

40) would theoretically decide for the same treatment, namely, HR. In 31 cases, the preferences fell within a zone "perform surgery in all patients" on the Regret-DCA curve (Fig. 3). Regarding case 2, threshold probabilities ranged from 16.7% to 90.0% and the use of the Regret-DCA would have led 92.5% of physicians to decide for TACE (estimated survival probability: 25.0%). Regarding case 3, threshold probabilities ranged between 31.8% and 95.2%, possibly leading all physicians to decide for TACE (estimated survival probability: 20.3%). Table 5 reports a summary of the survey. It was of interest to observe that median threshold probabilities of surgeons were always lower than that of hepatologists. Surgeons reported a statistically significant higher regret of omission than hepatologists for cases 1 ($P = 0.006$) and 2 ($P = 0.049$), whereas the magnitude of this difference for case 3 was less pronounced ($P = 0.127$). Conversely, hepatologists suffer from higher regret of commission, especially for case 3 ($P = 0.026$), whereas for case 2, the difference, in comparison to surgeons, was smaller ($P = 0.052$), or even null for case 1 ($P = 0.277$).

**Discussion**

Making decisions, which are almost always done under uncertainty, represents one of the essential aspects of clinical medicine. Theoretically, no decision can be guaranteed to be absolutely correct. As a result, decisional tasks may be subject to errors that can have important consequences regarding patient outcomes. After making a decision, some can have the inclination to focus on the negative aspects of the choice made; thus, they can experience regret. The cognitive error that leads to regret is fundamentally influenced by uncertainty about best decisions and expected outcomes. In the field of HCC, there is still a substantial uncertainty regarding optimal diagnostic processes and therapeutic approach, especially in the setting of intermediate stage. This is mainly the consequence of the absence of high-level evidence regarding the superiority of one treatment over the alternative. Therefore, the decision-making approach to HCC is well suited for application of regret theory methodology.

The present results suggest that regret theory can be applied to decision making of surgery versus avoid surgery, and administer TACE to patients with intermediate HCC. Both European and American guidelines on the management of HCC currently recommend TACE as the first-line therapy for this tumor stage. However, patients in this tumor stage are highly heterogeneous, and it seems unlikely that one single treatment can best serve such a mixed patient group. In addition, given the high stakes, this is ultimately a patient-driven, preference-based decision. However, in practice, the hepatologist’s and surgeon’s preferences will determine the approach. The present Regret-DCA shows that the optimal therapeutic option can effectively include both HR and TACE depending on the decision maker’s preferences expressed here by the regret threshold values. Neither surgery nor TACE are a priori excluded in the treatment strategy of intermediate HCC, but are related to the feeling of each single physician involved in the decision making, based on his or her clinical skills and scientific evidence knowledge. Modern cognitive theories suggest that the decision-making process includes both so-called type 1 (based on feeling, intuition, and automatic responses) and type 2 processes (which include logical analysis and deliberation). Regret is cognitive emotion and, as such, may include both the analytical assessment of the expected outcomes, but also explicitly pushes physicians to evaluate and anticipate their personal feeling in the case of a wrong decision. Thus,
both type 1 and 2 cognitive components are here taken into account in a comprehensive approach to the decision making. By weighting the personal regret about surgery, in comparison to the alternative treatment, surgeons and/or hepatologists can reach the final therapeutic decision on the basis of expected outcome and correlation with the least amount of regret. Consequently, the derived choice would be considered optimal from both analytical and emotional points of view. We believe that the regret-based approach is probably applicable to clinical situations with high stakes, such as the one considered here; other types of decisions are probably better addressed by the more complex dual-processing model, in which regret is only one, albeit important, of the features of decision making.11,13-15

The results from the survey reported here confirm the utility of the Regret-DCA. The regret threshold probabilities were found to vary across a large range of values. This aspect highlights the fact that different physicians can prescribe different therapies. Nevertheless, the application of the regret DCA shows that virtually all physicians can act according to the regret-threshold model leading to similar decisions regarding which treatment to adopt, even in the presence of high uncertainty. This finding is of particular interest. In fact, it can be expected that surgeons and hepatologists could have different threshold probabilities, and, from the present study, it is clear that surgeons were more prone to experience regret of omission, in comparison to hepatologists. This is a feature fundamentally intrinsic to being a surgeon, and this difference emphasizes the need for a multidisciplinary approach in the decision making of HCC, given that the surgeon’s regret may fundamentally differ from the hepatologists’ (and the patient’s) regret. Our results are of interest to the guideline developers, particularly in the setting of the development of preference-based recommendations. The guidelines panels typically develop their recommendations for “an average” patient with HCC based on the literature data. However, the actual clinical characteristics of the patients observed in the clinics often differ from the literature in important ways, and, most important, their preferences for the treatments can often significantly differ from the preferences of the members of the guidelines panels. Our analysis indicates that it is possible to identify some zones of preferences where recommendations will likely be uniformly accepted versus those where individual preferences of both surgeon and patient will vary from case to case. This approach can better individualize treatment choices, making them tailored on the peculiarities of each patient’s characteristics and needs.

The present study has limitations that deserve discussion. First, we were forced to develop our own surgical prognostic model because no similar tools are available in the literature.5-7 Further larger and externally validated prognostic models for the intermediate stage of HCC are warranted, but the one we developed fit the purpose of the present analysis. Second, the issue of treatment of HCC is more complex than summarized in the present model. Many factors, such as the availability of liver transplantation after TACE or resection, the ability of surgeons and radiologists in providing the two alternative strategies as well as other clinical aspects, play a role in the feeling of regret that a physician could experience. Moreover, no direct comparison between surgery and TACE was available for further investigation of the regret theory. However, in the final analysis, it emerged that most of these factors converge to the question of what is the optimal choice under clinical uncertainty. Therefore, the application of the regret decision theory, even at risk of simplifying the real-world situations, appears to be well suited to analyze the problem addressed in the present analysis. It has also to be noted that data regarding TACE are not needed for the present analysis, because this procedure remained the comparison in the survey where physicians were asked to elicit their regret in relationship with resection to TACE. Third, we have not actually asked the physicians who participated in the survey to indicate their real choices regarding surgery versus TACE; our assessments of their choices were based on the theoretical predictions based on their response to questions shown in Fig. 1. Whether the physicians make their actual decisions according to the regret threshold model remains to be demonstrated, but this aspect is worthy of a specific and dedicated study. The DCA model assumes that preferences (as elicited by regret in our case) and the predicted probabilities of survival are independent. Given the wide range of the threshold probabilities observed among the physicians we surveyed, it does not seem likely that regret values and survival probabilities correlate. Therefore, change in the median values of regret observed among the three vignettes reflects the physicians’ preferences, rather than estimated probability of survival.

In conclusion, we provided here evidence that the regret theory can be applied in the setting of treatment of intermediate HCC, helping physicians to minimize different points of view in favor of the best treatment choice for each single patient. Our results also support
the recommendation for a multidisciplinary approach, which can minimize the amount of regret about the therapeutic choice made. The uncertainty highlighted by this study, and by the survey conducted, suggests the urgent need for high-level evidence of the superiority of one treatment versus the alternative in the setting of intermediate HCC. However, obtaining better evidence will not per se lead to better decision making. We believe that wider application of the methods described in this article may actually improve physicians’ decision making and, in turn, patients’ outcomes.
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Abstract

Background: This paper explores and evaluates the application of classical and dominance-based rough set theory (RST) for the development of data-driven prognostic classification models for hospice referral. In this work, rough set based models are compared with other data-driven methods with respect to two factors related to clinical credibility: accuracy and accessibility. Accessibility refers to the ability of the model to provide traceable, interpretable results and use data that is relevant and simple to collect.

Methods: We utilize retrospective data from 9,103 terminally ill patients to demonstrate the design and implementation of RST-based models to identify potential hospice candidates. The classical rough set approach (CRSA) provides methods for knowledge acquisition, founded on the relational indiscernibility of objects in a decision table, to describe required conditions for membership in a concept class. On the other hand, the dominance-based rough set approach (DRSA) analyzes information based on the monotonic relationships between condition attributes values and their assignment to the decision class. CRSA decision rules for six-month patient survival classification were induced using the MODLEM algorithm. Dominance-based decision rules were extracted using the VC-DomLEM rule induction algorithm.

Results: The RST-based classifiers are compared with other predictive and rule-based decision modeling techniques, namely logistic regression, support vector machines, random forests and C4.5. The RST-based classifiers demonstrate average AUC of 69.74% with MODLEM and 71.73% with VC-DomLEM, while the compared methods achieve average AUC of 74.21% for logistic regression, 73.52% for support vector machines, 74.59% for random forests, and 70.88% for C4.5.

Conclusions: This paper contributes to the growing body of research in RST-based prognostic models. RST and its extensions possess features that enhance the accessibility of clinical decision support models. While the non-rule-based methods—logistic regression, support vector machines and random forests—were found to achieve higher AUC, the performance differential may be outweighed by the benefits of the rule-based methods, particularly in the case of VC-DomLEM. Developing prognostic models for hospice referrals is a challenging problem resulting in substandard performance for all of the evaluated classification methods.
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Background
Hospice care reduces the emotional burden of illness on terminal patients by optimizing pain relief strategies [1] and provides a demonstrated, cost-effective increase in the quality of end-of-life care when compared to conventional programs [2]. This increase in quality of care elevates the quality of life of both patients and their families [3].

The advantages of hospice care are diminished for terminally ill patients who enter either prematurely or too late. In general, premature hospice referral represents a lost opportunity for the patient to receive potentially effective and life-prolonging treatment. Conversely, late hospice referral is not desirable and negatively impacts both the quality of end-of-life care and the quality of life of patients and their families [4, 5]. According to Medicare regulations, patient eligibility for hospice care is contingent upon a life expectancy of less than six months, as estimated by the attending physician and certified by the medical director of the hospice program [6]. Medicare claims data report that 14.9% of hospice care patients lived for more than 180 days after enrollment, while 28.5% were late referrals who died within 14 days [4, 6]. Accurate prognostication of life expectancy is crucial in end-of-life care decisions and is consequently of vital importance for patients, their physicians and their families.

Prognostic models are an important instrument in prognostication as, in conjunction with direct physician observation, they increase the accuracy of prognostication when compared to physician observation alone [7]. However, a significant barrier to the widespread practical use of prognostic models is their perceived lack of clinical credibility [8].

The objective of this work is to explore and evaluate the application of rough set approaches in the development of data-driven prognostic models with respect to two criteria essential to clinical credibility: accuracy and accessibility. To this end, we will explore Rough Set Theory (RST) as it is applied to end-of-life care and hospice referral decision support models. Additionally, we will compare the results of the RST-based models with several widely known methods: logistic regression, support vector machines (SVM), C4.5, and random forests (RF).

This paper is organized as follows: The Motivation Section presents important features of clinically credible prognostic models and other characteristics of clinical data sets that motivate the use of RST. We then present an overview of the fundamental theory of rough sets for analyzing datasets (section Methods), followed by a similar overview of the theory of the Dominance-based Rough Set Approach (DRSA). In this section, we also discuss the use of decision rules in conjunction with the rough set approaches. The section Dataset description describes the dataset used for the demonstration of the proposed prognostic models. Section Experimental design presents the development of the prognostic models, followed by an overview of the performance evaluation methods used in this study. Finally, we report the results and conclusions, and discuss limitations and future directions of our work.

Motivation
The objective of a prognostic model is to determine relationships between covariates and a health-related outcome. In the case of life expectancy estimation, prognostic models improve the accuracy in critical clinical decisions and are shown to be superior to physicians' prognostication alone [9]. Models for estimating the life expectancy of terminally ill patients include the use of statistical and probabilistic methods [10–18], artificial intelligence techniques such as neural networks and support vector machines (SVM) [19–21], decision trees [22, 23] and rough set methods [24, 25]. Survival models [6, 12, 14, 16, 18, 22, 23] focus on estimating the probability that a patient will survive a finite period of time. Classification models, based on methods such as neural networks, SVM and logistic regression [17, 19–21, 26], represent the survival outcome as a binary variable, predicting the status of a patient at a critical point in time (e.g. six months) by classifying the patient as surviving or not surviving the critical time frame. Classification models require the use of non-censored data where survival outcome is known for every patient in the dataset at the critical decision point in time.

A recent review [15] demonstrated that, despite the importance of accurate prognostication within the spectrum of medical care objectives, there is a lack of accessible and accurate prognostic models available to physicians in practice. To withstand clinical trials, and to meet the needs of physicians and patients, a prognostic model must have clinical credibility, meaning that the model must possess a high level of accuracy and accessibility for physicians to believe in the value of the model as a prognostic tool. That is, in addition to accurate prognostication, such a model should be traceable in its structure, meaning the "model's structure should be apparent and its predictions should make sense to the doctors who will rely on them" [8]. Likewise, the model should provide interpretable results that facilitate explanation of the prognosis, the data required for the model must be relevant and simple to collect with high reliability, and physicians must be able to apply the modeling method correctly without violating the fundamental assumptions of the model.

Clinical datasets present unique challenges that must also be addressed when building data-driven prognostic models. Cios and Moore [27] argue that there are a number of features specific to medical data that result from the volume, heterogeneity and complexity of data that
lack canonical form. Additionally, ethical, legal and societal concerns greatly affect the framework under which medical data may be used. The current US model encourages the use of de-identified, minimal risk medical data for research purposes, specifically data collected during routine treatment of patients. It is common for medical data collected in such a way to contain redundant, insignificant, incomplete or inconsistent data objects. Furthermore, the underlying conceptual structures of medicine are not easily formalized mathematically, as the medical field lacks the necessary constraints for the mathematical characterizations common to the physical sciences. As a result, many medical concepts are vaguely defined [28].

Rough Set Theory [29] is a mathematical tool for data analysis that has been used to address vagueness and inconsistencies present in datasets [30]. RST provides a systematic approach for analyzing data without implicit assumptions about relationships between covariates, an advantage that makes RST suitable for integration into medical applications [31]. The information extracted from the dataset by RST and its related methods can be represented in the form of “if-then” decision rules—an intuitive representation that offers significant advantage over “black box” modeling approaches [32] and that increases accessibility and thus clinical credibility.

In the medical field, applications of RST focus mainly on the diagnosis and prognostication of diseases, where it has been demonstrated that RST is useful for extracting medical prognostic rules from minimal information. Tsunomo [33] argues that the concepts of approximation established in RST reflect the characteristics of medical reasoning, explaining why RST performs well in the medical field. For example, RST can be used to highlight non-essential prognostic factors in a particular diagnosis, thus helping to avoid redundant, superfluous or costly tests [34–38]. Recently, methods that combine survival analysis techniques and RST have been used to generate prognostic rules that estimate the survival time of a patient [24, 25].

### Methods

**Classical rough set approach (CRSA)**

Rough Set Theory, introduced by Pawlak in [29], provides methods for generalizing or reducing information so as to facilitate knowledge discovery by exploiting the relational indiscernibility of objects in an information table. Central to RST is the notion that an observed object has a certain amount of information associated with it. When considered in relation to a cohort of observed objects, this information is used to group similar objects into information granules. Together, the information provided by the set of observed objects can be generalized to describe the conditions required for membership in a concept class.

#### Notation

The methods of classical RST, hereafter referred to as the CRSA, act upon an information table of the form $S = (U, A, V, f)$, where $U$ is a non-empty finite set of objects, called the universe. $A = C \cup \{d\}$ is a set of attributes that describe a given object in $U$, comprised of a set $C$ of condition attributes and an optional decision attribute $d$. When $d$ is present, the information table is a decision table. The set of all values, $V$, contains the value sets $V_a$, for every attribute $a \in A$. Given an object $x \in U, f: U \times A \rightarrow V$ maps the condition attribute of object $x$ to its associated value $v = f(x, a) \in V_a$. A value attribute pair $(a, v)$ for a given object is referred to as a descriptor.

Table 1 provides an example of a discretized decision table, where six prognostic factors, as the condition attributes, describe seven patients. The decision attribute, presence of coronary disease in the patient, is represented by the binary attribute $d \rightarrow \{\text{Yes}, \text{No}\}$.

The objects in a decision table can be grouped according to their descriptors. For example, patients $x_1$ and $x_6$ have the same attribute values and are thus indiscernible from each other. In general, two objects $x_i, x_j \in U$ are indiscernible with respect to a set of condition attributes $B \subseteq C$ if $f(x_i, a) = f(x_j, a) \forall a \in B$. This relation

<table>
<thead>
<tr>
<th>Patient</th>
<th>$C_1$ Gender</th>
<th>$C_2$ Age</th>
<th>$C_3$ SystBP</th>
<th>$C_4$ HDL</th>
<th>$C_5$ Diabetic</th>
<th>$C_6$ Smoker</th>
<th>$d$ Coronary disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>F</td>
<td>H</td>
<td>M</td>
<td>L</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>$x_2$</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>$x_3$</td>
<td>F</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>$x_4$</td>
<td>F</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>$x_5$</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>$x_6$</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>$x_7$</td>
<td>F</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

$^a$Gender: Female/Male; Age: $L = (54, 59), M = (59, 69), H = (69, 74)$; SystBP: $L = < 129, M = [129 - 139], H = (139 - 159)$; HDL: $L = < 40, M = [40 - 60], H = > 60$
is called an indiscernibility relation, defined as \( R(B) = \{(x_i, x_j) \in U : \forall a \in B, f(x_i, a) = f(x_j, a)\} \).

For example, the patients in Table 1 can be separated into four groups according to the indiscernibility relation \( R(C) : X_1 = \{x_1\}, X_2 = \{x_2\}, X_3 = \{x_3, x_4, x_7\}, X_4 = \{x_5, x_6\} \). These groups of objects are referred to as equivalence classes, or conditional classes for \( B \subseteq C \). An equivalence class for the decision attribute is called a decision class or concept, and in this example there are two groups: \( Y_{X_0} = \{x_1, x_2, x_3\} \) and \( Y_{X_4} = \{x_4, x_5, x_6, x_7\} \). The equivalence class specified by the object \( x_i \) with respect to \( R(B) \) is denoted as \( [x_i]_B \).

**Set approximations**

The goal of the CRSA is to provide a definition of a concept according to the values of the attributes of the equivalence classes that contain objects that are known instantiations of the concept. As such, in a consistent decision table, membership in a conditional class implies membership in a particular decision class. In Table 1, \( x \in X_4 \) implies \( x \in Y_{X_4} \). In this instance, \( x \in X_3 \), however, does not imply \( Y_{X_4} \), \( x_4, x_7 \in Y_{X_4} \), but \( x_3 \in Y_{X_0} \). Thus Table 1 is inconsistent as \( f(x_4, d) \neq f(x_3, d) \) and \( f(x_7, d) \neq f(x_3, d) \).

To represent an inconsistent decision table, the CRSA establishes an upper and lower approximation for each decision class, \( Y \). The lower approximation is comprised of all objects that definitely belong to \( Y \), while the upper approximation includes all objects that possibly belong to \( Y \). It can be said that an object \( x_i \) definitely belongs to a concept \( Y \) if \( [x_i]_C \subseteq Y \) and \( x_i \) possibly belongs to a concept \( Y \) if \( [x_i]_C \cap Y \neq \emptyset \).

Thus, the lower and upper approximations are defined as follows:

\[
\begin{align*}
R_B(Y) &= \{x \in U : [x]_B \subseteq Y\} = \bigcup \{[x]_B : [x]_B \subseteq Y\} \\
\overline{R}_B(Y) &= \{x \in U : [x]_B \cap Y \neq \emptyset\} = \bigcup \{[x]_B : [x]_B \cap Y \neq \emptyset\} \\
R_B(Y) - \overline{R}_B(Y) &= RND_B(Y)
\end{align*}
\]

The boundary region, \( BND_B(Y) \), contains those objects that possibly, but not certainly, belong to \( Y \). Conversely, the set \( U - \overline{R}_B(Y) \) is the outside region containing those objects that certainly do not belong to \( Y \). In our example, the lower and upper approximations for \( Y_{X_0} \) are \( R_C(Y_{X_0}) = X_4 = \{x_4, x_6\} \) and \( \overline{R}_C(Y_{X_0}) = X_4 \cup X_3 = \{x_3, x_4, x_5, x_6, x_7\} \), and the boundary region contains the objects \( BND_C(Y_{X_0}) = \{x_3, x_4, x_7\} \).

Let \( F = \{Y_1, Y_2, \ldots, Y_n\} \) represent a classification, i.e. a set of decision classes. The quality of approximation of classification, \( \gamma_B(F) \), with respect to attributes \( B \), expresses the ratio of all objects covered by the lower approximation \( R_B(F) = (R_B(Y_1), R_B(Y_2), \ldots, R_B(Y_n)) \) over all objects in \( U \). The quality of approximation is expressed as:

\[
\gamma_B(F) = \frac{\sum_{i=1}^n |R_B(Y_i)|}{|U|}
\]

**Dominance-based rough set approach (DRSA)**

Under the DRSA [39] the relations between objects are no longer made by the indiscernibility relation as described in the CRSA [29]. In its place, the DRSA introduces a new dominance relation that allows for ordinal attributes with preference-ordered domains wherein a monotonic relationship exists between the attribute and the decision classes. An example of such a relationship occurs when a “better” or “worse” value of an attribute leads to a “better” or “worse” decision class.

**Notation**

A decision table in the DRSA is expressed in the same way as the CRSA. To differentiate between attributes with and without a preference-ordered domain, those with a preference order are called criteria while those without are referred to as attributes, as in the CRSA.

In the DRSA the domain of criteria \( a \in A \) is completely preordered by the outranking relation \( \geq_a \), representing the preference order of the domain. The outranking relation is also applicable for comparing two objects such that for \( x_i, x_j \in U \), \( x_i \geq_a x_j \) means that \( x_i \) is at least as good as \( (\text{outranks}) \) \( x_j \) with respect to the criterion \( a \in A \).

Commonly, the domain of a criteria \( a \) is a subset of real numbers, \( V_a \subseteq R \) and the outranking relation is then a simple order “\( \geq \)” on real numbers such that the following relation holds: \( x_i \geq_a x_j \Leftrightarrow f(x_i, a) \geq f(x_j, a) \). This relation is straightforward for gain-type criteria (the more, the better), and can be easily reversed for cost-type criteria (the less, the better).

Using Table 1 as an example, the decision criterion \( d \) is preference-ordered such that a positive diagnosis of coronary disease is assumed to be the “preferred” decision class. Criterion preference relations are then organized in the direction of the decision class, values which generally contribute to the incidence of coronary disease are preferred over those which indicate lower risk, much in the same way that a positive diagnosis indicates presence of coronary disease. For the criteria in Table 1, higher values are preferred to lower values—as in the case of \( \text{Age, SystBP}, \) and \( \text{HDL} \)—and “Yes” is preferred to “No”—as in the case of \( \text{Smoker} \) and \( \text{Diabetic} \). No such preference relation exists for \( \text{Gender} \); as such, it is considered an attribute.

Let \( T = \{1, \ldots, n\} \) represent increasing indexes corresponding to the order of preferences of the decision criterion \( d \). Then, the decision table is partitioned into \( n \) classes \( Y_t, t \in T \), where each object \( x \in U \) is assigned to one and only one class \( Y_t \). The decision classes are
preference-ordered according to the decision maker, i.e. for all \( r, s \in T \) such that for \( r > s \) the objects from class \( Y_r \) are strictly preferred to the objects from class \( Y_s \).

For our example in Table 1, \( Y_1 = \{ x_1, x_2, x_3 \} \) corresponds to patients without a coronary disease and \( Y_2 = \{ x_4, x_5, x_6, x_7 \} \) corresponds to the patients with a coronary disease. Therefore, each patient in \( Y_2 \) is preferred to each patient in \( Y_1 \).

**Set approximations**

In the DRSA, the approximated sets are upwards and downwards unions of decision classes rather than individual decision classes as in the CRSA. Upward and downward unions of classes are defined as:

\[
Y^+_t = \bigcup_{s \leq t} Y_s \quad \text{and} \quad Y^-_t = \bigcup_{s \geq t} Y_s, \quad s, t \in T
\]

For any pair of objects \((x_i, x_j) \in U\), \( x_i \) dominates \( x_j \) with respect to a set of condition attributes \( P \subseteq C \), denoted by \( x_i D_P x_j \), if the following conditions are satisfied simultaneously:

\[
x_i \succeq_\varphi x_j, \quad \text{for all criteria } \varphi \in P
\]
\[f(x_i, a) = f(x_j, a), \quad \text{for all attributes } a \in P\]

The dominance relation defines two sets called dominance cones, where for each \( x_i \in U \):

\[
\text{\( D^+_P (x_i) = \{ x_j \in U : x_j D_P x_i \}, \) representing the set of objects that dominates \( x_i \)}
\]
\[
\text{\( D^-_P (x_i) = \{ x_j \in U : x_i D_P x_j \}, \) representing the set of objects dominated by \( x_i \)}
\]

Considering the dominance cones, the lower and upper approximations of the union of decision classes are defined as follows. The lower approximation \( \bar{R}_P(Y^+_t) \) represents objects that certainly belong to \( Y^+_t \), such that there is no other object that dominates \( x \) and belongs to a decision class inferior to \( Y_t \). Similarly, the lower approximation \( \tilde{R}_P(Y^-_t) \) represents objects that certainly belong to \( Y^-_t \), with no other object dominated by \( x \) and belonging to a decision class superior to \( Y_t \). The upper approximations represent objects that possibly belong to one of the upward or downward unions of decision classes.

\[
\begin{align*}
\bar{R}_P(Y^+_t) &= \{ x \in U : D^+_P(x) \subseteq Y^+_t \} \\
\tilde{R}_P(Y^-_t) &= \bigcup_{x \in Y^-_t} D^-_P(x) = \{ x \in U : D^-_P(x) \cap Y^-_t \neq \emptyset \} \\
\bar{R}_P(Y^-_t) &= \{ x \in U : D^-_P(x) \subseteq Y^-_t \} \\
\tilde{R}_P(Y^+_t) &= \bigcup_{x \in Y^+_t} D^+_P(x) = \{ x \in U : D^+_P(x) \cap Y^+_t \neq \emptyset \}
\end{align*}
\]

(1)

Similar to the CRSA, the boundary regions are defined as:

\[
\begin{align*}
\text{\( BND_P Y^+_t = \bar{R}_P(Y^+_t) - \tilde{R}_P(Y^-_t) \)} \\
\text{\( BND_P Y^-_t = \bar{R}_P(Y^-_t) - \tilde{R}_P(Y^+_t) \)}
\end{align*}
\]

Using our example decision table, Table 1, and considering the full set of condition attributes, it can be seen that \( x_4 \in D_C x_3 \), and furthermore \( D^+_C(x_4) = \{ x_3, x_4, x_7 \}, \)
\[D^-_C(x_4) = \{ x_3, x_4, x_7 \}. \]
Considering the dominance cones for all patients, the lower and upper approximations of the union of decision classes are \( \bar{R}_C(Y^+_2) = \{ x_5, x_6 \}, \)
\[\tilde{R}_C(Y^-_2) = \{ x_3, x_4, x_5, x_6, x_7 \}, \]
\[\bar{R}_C(Y^-_1) = \{ x_1, x_2 \}, \]
\[\tilde{R}_C(Y^+_1) = \{ x_1, x_2, x_3, x_4, x_7 \} \]
and the boundary regions are \( BND_C Y^+_2 = BND_C Y^-_2 = \{ x_3, x_4, x_7 \} \).

For every subset of attributes \( P \subseteq C \), the quality of approximation of the decision classes \( Y \) with respect to the attributes \( P \), \( \gamma_P(Y) \), is defined as the proportion among all objects in \( U \) of objects consistently defined with respect to the attributes \( P \) and the decision classes \( Y \).

\[
\gamma_P(Y) = \frac{|U - \left( \bigcup_{t \in T} BND_P Y^+_t \right)|}{|U|} = \frac{|U - \bigcup_{t \in T} BND_P Y^-_t|}{|U|}
\]

**The variable consistency DRSA**

The variable consistency DRSA (VC-DRSA) allows the decision maker to relax the strictness of the dominance relation, thus accepting a limited number of inconsistent objects in the lower approximation, according to an object consistency level threshold, \( l \in (0, 1] \). In practice, by selecting this consistency level \( l \), a patient \( x \in U \) becomes a member of the lower approximation of a given upward union if at least \( l \times 100 \% \) of the patients dominating \( x \) also belong to that decision class. By allowing inconsistencies, the VC-DRSA avoids over fitting the training set and thus may be more effective in classifying new cases.

The lower approximations of the VC-DRSA-based model are represented as follows:

\[
\begin{align*}
\bar{R}^l_P(Y^+_t) &= \left\{ x \in Y^+_t : \frac{|D^+_P(x) \cap Y^+_t|}{|D^+_P(x)|} \geq l \right\} \\
\tilde{R}^l_P(Y^-_t) &= \left\{ x \in Y^-_t : \frac{|D^-_P(x) \cap Y^-_t|}{|D^-_P(x)|} \geq l \right\}
\end{align*}
\]

Continuing with the example described in Table 1, setting \( l = 0.6 \) moves the objects \( x_4 \) and \( x_7 \), previously included in the upper approximation \( \bar{R}_C(Y^+_2) \), to the lower approximation of class \( Y^-_2 \), i.e.: \( \bar{R}^l_C(Y^+_2) = \{ x_4, x_5, x_6, x_7 \} \). This follows from \( \frac{|D^+_C(x) \cap Y^+_2|}{|D^+_C(x)|} = \frac{3}{6} \geq l \), for \( i = 4, 5, 6, 7 \).
Decision rules
There are a number of methods available for induction of decision rules from the lower or upper approximations of the decision classes [40–42] or from reducts extracted from the decision table [43]. Decision rules in this study were obtained using the MODLEM [40, 41] and VC-DomLEM [42] algorithms for the induction of classical and dominance-based rough set rules, respectively. In both cases, decision rules are induced from approximations of decision classes. Both the MODLEM and VC-DomLEM algorithms generate a minimal set of decision rules using a minimal number of rule conditions, thus the inclusion of MODLEM allows for an evaluation of the impact of accounting for the preference order information in the VC-DRSA. Once decision rules have been induced, the collection of these rules can then be used to classify unseen objects—in the case of our example table, a new patient who may have cardiac disease.

A decision rule has the form if A then B, or A → B, where A is called the antecedent and B the consequent of the rule. The antecedent is a logical conjunction of descriptors and the consequent is the decision class or union of decision classes suggested by the rule.

Formally, in the CRSRA, decision rules are generated from the lower or upper approximations. For example, for an approximation containing objects with descriptors r with respect to a set of condition attributes, B_r ⊆ C, a decision rule is expressed as

\[
\text{if } \bigwedge_{i} (f(x,a_i) = r_{a_i}) \text{ then } x \in Y_r
\]

where \(a_i \in B_r\) is an attribute found in the attribute set \(B_r\), and \(r_{a_i} \in V_{a_i}\) and \(Y_r\) are the attribute values and a decision class, respectively, of the objects in the rule-generating approximation. From our example in Table 1, a decision rule induced with MODLEM from the lower approximation \(R^\text{L\text{Age, Smoker}}_{\text{Yes}}(Y_{\text{Yes}}) = \{x_5, x_6\}\) would be: if \(\text{Age} = \text{H} \) and \(\text{Smoker} = \text{Yes}\) then Coronary Disease = \(\text{Yes}\).

In the DRSA, decision rules are induced from the lower approximations and the boundaries of the union of decision classes. From the lower approximations, two types of decision rules are considered. Decision rules generated from the \(l\)-lower approximation of the upward union of decision classes \(Y_l^{\leq}\) are described by

\[
\text{if } \left( \bigwedge_{i} (f(x,b_i) \geq r_{b_i}) \right) \land \left( \bigwedge_{j} (f(x,a_j) = r_{a_j}) \right) \text{ then } x \in Y_l^{\leq}
\]

where \(b_i \in P\) are criteria, \(a_j \in P\) are attributes, \(r_{b_i} \in V_{b_i}\) and \(r_{a_j} \in V_{a_j}\). From the example in Table 1, the \(l\)-lower approximation of the upward union of the decision class, \(Y_l^{\leq} = R^\text{L} Y_2 = \{x_5, x_6\}\), leads to the following decision rule:

- If Gender = M and Age ≥ H and HDL ≥ L and Diabetic ≥ Yes and Smoker = Yes, then Coronary Disease = Yes.

Decision rules generated from the \(p\)-lower approximation of the downward union of classes \(Y_p^{\geq}\) are described by

\[
\text{if } \left( \bigwedge_{i} (f(x,b_i) \leq r_{b_i}) \right) \land \left( \bigwedge_{j} (f(x,a_j) = r_{a_j}) \right) \text{ then } x \in Y_p^{\geq}
\]

where \(b_i \in P\) are criteria, \(a_j \in P\) are attributes, \(r_{b_i} \in V_{b_i}\) and \(r_{a_j} \in V_{a_j}\). From the example in Table 1, the \(p\)-lower approximation of the downward union of the decision class, \(Y_p^{\geq} = R^\text{p} Y_1 = \{x_1, x_2\}\), leads to the following decision rules:

- If Gender = F and Age ≤ H and SystBP ≤ M and HDL ≤ L and Diabetic ≤ No and Smoker ≤ Yes, then Coronary Disease = No
- If Gender = M and Age ≥ H and SystBP ≤ M and HDL ≤ L and Diabetic ≤ No and Smoker ≤ Yes, then Coronary Disease = No

The boundaries \(BND_p Y_l^{\geq}\) and \(BND_p Y_p^{\leq}\) generate the following rules

\[
\text{if } \left( \bigwedge_{i} (f(x,b_i) \geq r_{b_i}) \right) \land \left( \bigwedge_{j} (f(x,a_j) = r_{a_j}) \right) \text{ then } x \in Y_l \cup Y_{l+1} \cup \ldots \cup Y_t
\]

where \(b_i, b_j \in P\) are criteria, \(a_k \in P\) are attributes, \(r_{b_i} \in V_{b_i}, r_{b_j} \in V_{b_j}\) and \(r_{a_k} \in V_{a_k}\) (note i and j are not necessarily different). From the example in Table 1, the boundary decision classes \(BND Y_l^{\leq} = BND Y_p^{\geq} = \{x_3, x_4, x_7\}\), leads to the following decision rule:

- If Age ≥ M and SystBP ≥ M and HDL ≥ H and Diabetic ≥ No and Smoker ≥ No and Age ≤ M and SystBP ≤ M and HDL ≤ H and Diabetic ≤ No and Smoker ≤ No and Gender = F, then Coronary Disease = (No, Yes)

The MODLEM and the VC-DomLEM algorithms utilize a heuristic strategy called sequential covering [44] to iteratively construct a minimal set of minimal decision rules. The sequential covering strategy successively constructs a set of decision rules for each upward and downward union of decision classes in a training set by selecting, at each iteration, the "best" decision rule, after which the training objects described by the rule conditions are removed. Subsequent iterations again select the best decision rule and remove the covered objects until reaching a stopping criteria or until all of the objects in the
unions of decision classes are described by a rule in the rule set.

To ensure minimality, antecedent descriptors, called elementary conditions, of each rule are checked at each iteration and redundant elementary conditions are removed. Similarly, redundant rules are removed from the final rule set.

In both algorithms, decision rules are grown by consecutively adding the best available elementary condition to the rule. CRSA elementary conditions are evaluated in the MODLEM algorithm in terms of either the class entropy measure [45] or Laplacian accuracy [46]; the former was used in this study. MODLEM does not restrict elementary conditions to those attributes currently in the rule; as such, multiple elementary conditions may contain the same attribute. Therefore, a decision rule induced by MODLEM may contain antecedents in which attribute values are described as belonging to a range or a set of values or as being greater or less than a particular value.

Dominance-based elementary conditions are evaluated according to a rule consistency measure. VC-DomLEM provides three such measures; the rule consistency measure used in this study is \( \mu \), as described in [47]. For the sake of clarity, \( Y_t \) shall be used to represent an individual decision class in the CRSA or alternatively an upward or downward union of decision classes, \( Y_t^\geq \) or \( Y_t^\leq \), with respect to the DRSA. The consistency, \( \mu \), of a proposed rule, \( r_{Y_t} \), suggesting assignment to \( Y_t \) is defined as

\[
\mu(r_{Y_t}) = \frac{[\Phi(r_{Y_t}) \cap Y_t]}{[\Phi(r_{Y_t})]}.
\]

Here \( \Phi(r_{Y_t}) \) indicates the set of objects described by the elementary conditions in \( r_{Y_t} \). The elementary condition, \( ec \), that is selected for inclusion is that which leads to the highest rule consistency measure \( \mu(r_{Y_t} \cup ec) \) when combined with the current set of elementary conditions in the proposed rule. In the event of a tie, the elementary condition providing greatest coverage of the new rule is selected, by \( [\Phi(r_{Y_t} \cup ec)] \cap Y_t \). The rule consistency measure, \( \mu \), was also implemented in MODLEM to relax consistency requirements and to allow more general rules to be induced. For further details on the MODLEM and VC-DomLEM algorithms, the reader is referred to [40–42, 47].

To classify an unseen object, a standard voting process [43] is used to allow all rules to participate in the decision process, arriving at a patient classification by majority vote. Each rule is characterized by two support metrics. The left hand side (LHS) support is the number of patients in the table whose attributes match the antecedent, i.e: \( ||\Phi(r)|| \), while the right hand side (RHS) support indicates the number of patients matching both the antecedent and the consequent of the rule, i.e: \( ||\Phi(r) \cap Y_t|| \). For a new, unseen patient, any rule whose antecedent descriptors match the patient descriptors "fires" by contributing as votes the RHS support for each decision class. For example, drawing up the example Table 1, the decision rule \( \text{If Age} = H \text{ and Smoker} = \text{Yes, then Coronary Disease} = \text{Yes has LHS} = 2 \text{ since its antecedent matches patient x}_5 \text{ and x}_6 \text{ and RHS} = 2 \text{ since its antecedent and consequent match the same patients}. \) A new patient matching the antecedent of this rule will receive two votes for decision class Yes and zero votes for decision class No.

Once all rules have 'voted', the number of votes for each decision class is normalized against the total number of LHS support for all fired rules. The resultant ratio of RHS to LHS support is considered a frequency-based estimate of the probability that the patient belongs to the given decision class.

A final classification is therefore determined according to a threshold value, \( \tau \in [0, 1] \). A patient is classified as not surviving six months if the estimated probability of death in six months is greater than \( \tau \). In the event of an estimated probability equal to \( \tau \), or in the absence of any fired rules (no rule matches the patient profile), classification is not possible and the patient is labeled undefined. For example, if the threshold value is set as 0.5 and the voting process yields an estimated probability of 70 %, then the patient is classified as not surviving the six month period.

Dataset description

SUPPORT dataset

The dataset used in this study is the SUPPORT (Study to Understand Prognoses and Preferences for Outcomes of Care and Treatment) prognostic model dataset [48], a study of 9,105 terminally ill patients. SUPPORT enrolled patients, 18 years or older, who met specific criteria for one of nine serious illnesses, who survived more than 48 hours but were not discharged within 72 hours. Patients were followed such that survival and functional status were known for 180 days after entry. The result of the SUPPORT study is a prognostic model for 180-day survival estimation of seriously ill hospitalized adults based on cubic splines and a Cox regression model. Given the inclusion criteria (described in full in Appendix 1 of [12]), the dataset is ideal for the present research in regards to clinical applicability, completeness of data, and comparability of results.

We consider as condition attributes the variables used in the SUPPORT prognostic model equation [12] to ensure consistency. The SUPPORT variables include ten physiologic variables in addition to the diagnosis groups, age, number of days in the hospital before entering the study, presence of cancer, and neurologic function as recorded in the SUPPORT data. Attribute names, descriptions and value ranges are listed in Table 2.
Table 2. Description of attributes from SUPPORT dataset

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Description</th>
<th>Range</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>age</td>
<td>Age of the patient</td>
<td>18–101</td>
<td>62.65</td>
<td>15.59</td>
</tr>
<tr>
<td>alb</td>
<td>Serum albumin</td>
<td>0.4–29</td>
<td>2.95</td>
<td>0.87</td>
</tr>
<tr>
<td>bili</td>
<td>Bilirubin</td>
<td>0.1–63</td>
<td>2.35</td>
<td>5.32</td>
</tr>
<tr>
<td>crea</td>
<td>Serum creatinine</td>
<td>0.09–21.5</td>
<td>1.77</td>
<td>1.69</td>
</tr>
<tr>
<td>hday</td>
<td>Number of days in hospital at study entry</td>
<td>1–148</td>
<td>1.00</td>
<td>9.13</td>
</tr>
<tr>
<td>hrt</td>
<td>Heart rate</td>
<td>0–300</td>
<td>97.16</td>
<td>31.56</td>
</tr>
<tr>
<td>meanbp</td>
<td>Mean arterial blood pressure</td>
<td>0–195</td>
<td>84.55</td>
<td>27.70</td>
</tr>
<tr>
<td>pof</td>
<td>Blood gases, PaO2/(CO2)</td>
<td>12–890.4</td>
<td>239.50</td>
<td>109.70</td>
</tr>
<tr>
<td>resp</td>
<td>Respiration rate</td>
<td>0–90</td>
<td>23.33</td>
<td>9.57</td>
</tr>
<tr>
<td>scoro</td>
<td>SUPPORT coma score, based on Glasgow coma scale</td>
<td>0–100</td>
<td>12.06</td>
<td>24.63</td>
</tr>
<tr>
<td>sod</td>
<td>Sodium</td>
<td>110–181</td>
<td>137.60</td>
<td>6.03</td>
</tr>
<tr>
<td>temp</td>
<td>Temperature in °C</td>
<td>31.7–41.7</td>
<td>37.10</td>
<td>1.25</td>
</tr>
<tr>
<td>wbct</td>
<td>White blood cell count</td>
<td>0.05–200</td>
<td>12.35</td>
<td>9.27</td>
</tr>
</tbody>
</table>

Categorical condition attributes

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Description</th>
<th>Patients</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>aegroup</td>
<td>Diagnosis group:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARF/MOF w. sepsis</td>
<td>3,513</td>
<td>38.59</td>
<td></td>
</tr>
<tr>
<td>CHF</td>
<td>1,387</td>
<td>15.23</td>
<td></td>
</tr>
<tr>
<td>Cirrhosis</td>
<td>508</td>
<td>5.56</td>
<td></td>
</tr>
<tr>
<td>Colon cancer</td>
<td>512</td>
<td>5.62</td>
<td></td>
</tr>
<tr>
<td>Coma</td>
<td>596</td>
<td>6.54</td>
<td></td>
</tr>
<tr>
<td>COPD</td>
<td>967</td>
<td>10.60</td>
<td></td>
</tr>
<tr>
<td>Lung cancer</td>
<td>908</td>
<td>9.97</td>
<td></td>
</tr>
<tr>
<td>MOSF w. malignancy</td>
<td>712</td>
<td>7.81</td>
<td></td>
</tr>
<tr>
<td>ca</td>
<td>Presence of cancer:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1,252</td>
<td>13.75</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>5,993</td>
<td>65.84</td>
<td></td>
</tr>
<tr>
<td>Metastasis</td>
<td>1,858</td>
<td>20.40</td>
<td></td>
</tr>
</tbody>
</table>

Decision attribute

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Description</th>
<th>Patients</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>d6months</td>
<td>Death occurred within 6 months:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4,263</td>
<td>46.83</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4,840</td>
<td>53.17</td>
<td></td>
</tr>
</tbody>
</table>

Values of 0 for hrt, meanbp and resp correspond to cardiac arrests during the day when the measurements were taken.

The median survival time for the patients in the study is 223 days.

Figure 1 shows the patients Kaplan-Meier survival curve with respect to number of days until death. The SUPPORT study inclusion criteria was designed to include patients with 50% risk of death at 180 days; as seen in Table 2 death prior to 180 days was observed in approximately 47% of patients.

General observations regarding the influence of condition attributes can be made by analyzing their relation in the proportion of patients surviving the six month period. For example, the Kaplan-Meier survival curve in Fig. 2 shows that a significant portion (75%) of patients with coma or multi-organ system failure with malignancy (MOSF w/ malig) do not survive longer than 180 days, but patients with congestive heart failure (CHF) or chronic obstructive pulmonary disease (COPD) tend to live longer than 180 days.

Data preprocessing

In its published form, the SUPPORT dataset contains 9,105 cases. Missing physiological attribute values are
filled in with a standard fill-in value representing a normal physiological response, as provided by the SUPPORT authors in [48]. It is also worth noting that in the SUPPORT study, where neurologic functioning of the patient is recorded in the SUPPORT coma score (SCoMA), a patient for whom it was not possible to establish a Glasgow coma score was given a SCoMA value of zero. After missing data imputation, two cases have missing values in physiological attributes not addressed in the SUPPORT data set.

The two incomplete cases were removed and the remaining 9,103 cases were considered in the development of the prognostic models.

**Discretization**

Discretization is the process by which appropriate categorical ranges are found for variables with a continuous value range. There are a number of methods available for unsupervised discretization that operate without
input from the decision maker and are based only on the information available in the data table. In this work, however, discretization was primarily performed using the Acute Physiology and Chronic Health Evaluation (APACHE) III scoring system [11], a clinically accepted scoring system designed to estimate the risk of death in ICU patients. In this sense, the use of the APACHE III scoring system represents a research-validated, clinically appropriate, expert discretization scheme. This choice is founded on the proposition that expert discretization via APACHE III will result in medically and contextually relevant classification rules and data collection requirements, thus increasing the accessibility of the proposed prognostic model and ensures directly comparable rule sets for all evaluated rule-based methods.

APACHE III scores are designed to increase monotonically with respect to risk of death and thus provide the necessary preference relations for the DRSA. APACHE III scores for any given variable are close to zero for normal or only slightly abnormal values of that variable and increase according to increased severity of disease. For example, normal pulse rates of 50–99 bpm are given a score of 0, while elevated and lowered levels, 100–109 and 40–49 bpm respectively, are both given a score of 5. Thus, higher APACHE III scores are preferred to lower scores, as the higher scores indicate greater severity of disease and therefore greater risk of death within six months (considered the positive diagnosis). Discretization is not a requirement of any of the methods used in this study, however the APACHE III scores provide the monotonic preference relations for the DRSA and are used for the all of the rule-based methods.

For the rule-based methods considered in this study, the nine physiologic variables and the age variable were transformed to their representative APACHE III scores. The remaining physiologic variables not included in APACHE III—neurologic function, scoma, and blood gasses, pafi—were discretized using clinically accepted categorizations [49, 50]. The variable hday was discretized using the boolean reasoning algorithm [43]. Table 3 shows the categories defined in this process. Higher values of each of these variables are preferred to lower values.

### Experimental design

This section provides details on the implementation and performance evaluation procedures for the comparison of the classification methods used in this study. The following two sections, describe the RSA and comparative methods respectively, the software used for their implementation and the selection of appropriate parameters for each of the methods. Finally, the methods for performance evaluation are discussed.

The general schema of the experimental design is as follows: after selecting appropriate parameters for each of the methods, 5-fold cross validation was used to divide the data into training and testing sets. Methods with decision rule outputs were trained and tested on the discretized data set to demonstrate expected performance of a clinically credible rule set. Methods without decision rule outputs were trained on the raw, non-discretized, data set. For these methods, designed to be applied to continuous variables, discretization does not improve clinical credibility and would likely hinder performance [51, 52].

### Rough set rule induction and classification

**MODLEM algorithm for CRSA decision rules** CRSA decision rules were obtained using the MODLEM algorithm as described in [40] and [41], implemented by the authors in the R programming language [53]. Decision rules were generated from the lower approximations with a rule consistency level $\mu \geq m$. The rule syntax follows the presentation in section Decision rules.

**VC-DomLEM algorithm for VC-DRSA decision rules** Dominance-based rules were obtained using the VC-DRSA as described in section The variable consistency DRSA and the VC-DomLEM algorithm as implemented in jMAF [54]. VC-DomLEM decision rules were generated from the lower approximation of each decision class, with an object consistency level threshold $l$. The syntax of the VC-DRSA decision rules is as shown in section Decision rules. Only decision rules with rule consistency measure $\mu$ greater than the rule consistency threshold $l$ are included in the classification model. Note that the rule consistency threshold and the object consistency threshold are equal and set at $l$.

### Parameter selection

In order to select the most appropriate models for comparison, the performance of the rough set based models was evaluated for varying levels of rule consistency, $m$ and $l$, for the CRSA and VC-DRSA respectively. Classifier performance at a particular value of $m$ or $l$ is dataset-dependent; however, in general, values

---

Table 3: Discretized attributes not in APACHE III

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
<th>Categorization</th>
</tr>
</thead>
<tbody>
<tr>
<td>scoma</td>
<td>Minor</td>
<td>(*, 5)</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>(9, 44)</td>
</tr>
<tr>
<td></td>
<td>Severe</td>
<td>(44, *)</td>
</tr>
<tr>
<td>pafi</td>
<td>Normal</td>
<td>(300, *)</td>
</tr>
<tr>
<td></td>
<td>Severe defect in gas exchange</td>
<td>(200, 300)</td>
</tr>
<tr>
<td></td>
<td>Acute respiratory distress syndrome</td>
<td>(0, 200)</td>
</tr>
<tr>
<td>hday</td>
<td>Short</td>
<td>(*, 44)</td>
</tr>
<tr>
<td></td>
<td>Long</td>
<td>(44, *)</td>
</tr>
</tbody>
</table>
close to one provide rule sets that are more conservative in
describing the training set objects, while values closer to
zero provide rule sets that are more general. Thus, to find
the appropriate balance between strict, descriptive mod-
els that are prone to overfitting and overly general models
that provide little useful information, the RSA models
were evaluated at $m, l = 0.1, 0.2, 0.4, 0.6, 0.8, 1.0$.

**Comparative methods**
To evaluate the performance of the RSA-based prog-
nostic models, logistic regression, SVM, and RF were
applied to the non-discretized SUPPORT dataset. To
ensure directly comparable rule sets, C4.5 was applied to
the discretized SUPPORT dataset. Each of these method-
ologies was applied using the software package Weka 3.6.9
[55], within which appropriate parameters were selected
for SVM, C4.5 and RF using GridSearch with 10-fold cross
validation settings. Logistic regression was selected for
its popularity in classification models using non-censored
data and in clinical settings [18, 56].

Support vector machines, originally presented in [57],
find separating boundaries between decision classes after
input vectors are non-linearly mapped into a high dimen-
sional feature space. Support vector machines have been
investigated in survival analysis applications [58] as they—
similar to the RSA-based methods—automatically incor-
porate non-linearities and do not make a priori assump-
tions about factor interactions. SVM-based models are
known to perform well at classification tasks, however
they do not provide clinician-interpretable justification
for their results [59]. Support vector machines were
selected to evaluate whether the increased accessibility of
the RSA-based methods involves a trade-off in accuracy.

C4.5 is a well known algorithm for generating a decision
tree using information entropy to select the best splitting
criteria at each node [60]. A decision tree built by C4.5
can be expressed as a set of if-then decision rules, thus pro-
viding a comparative decision rule based method. Decision
trees were obtained using the Weka J48 implementation
[60] of the C4.5 algorithm.

Random forests is a popular ensemble classification
method based on decision trees [61]. The random forests
algorithm builds an ensemble of decision trees, where
each tree is built on bootstrap samples of training data
with a randomly selected subset of factors.

**Performance evaluation methods**
The performance of the models was tested by measuring
the discriminatory power of both the $m$- and $l$-consistent
decision rules sets when applied to the reserved testing
data. For our notation, a classification of $d.6$months = Yes
is referred to as a positive classification, and $d.6$months =
No is negative. Sensitivity is defined as the fraction of
patients who did not survive six months and are correctly
classified by the model, or the fraction of true positive
classifications of all test patients who did not survive six
months. Conversely, specificity is defined as the fraction
of patients who did survive six months and were correctly
classified by the model, or the fraction of true negatives of
all test patients who did survive six months.

The overall accuracy of the classification models is
reported in terms of area under the receiver operat-
ing characteristic (ROC) curve, or AUC (area under the
curve). The ROC curve graphs the sensitivity of the clas-
sifier, or the true positive rate, versus $1 - $ specificity, the
false positive rate, as the threshold probability, $r$, for pos-
itive classification is varied from 0 to 1. The best overall
classification performance is realized when AUC is equal
to 1, while an AUC of 0.5 indicates a classifier perform-
ance no better than random selection. Best separation
between decision classes is realized at the threshold cor-
responding to the point on the ROC curve closest to the
point (0, 1).

In order to select the most appropriate MODLEM and
VC-DomLEM-based models for comparison, two perfor-
ance issues related to the generated rule set were con-
considered: coverage and AUC of the model. The cover-
age of the classification model is defined as the percentage
of testing set patients for whom a classification is possible.
Additionally, to evaluate the number of rules that would
fire for an unseen patient, we collected information on the
number of rules matching each test case patient for the
evaluated levels of $m$ and $l$.

Cohen's Kappa coefficient was computed for both the
selected RSA-based models and the comparative mod-
els [62]. Cohen's Kappa coefficient is designed to mea-
sure the agreement between two classification methods,
but it is commonly used to measure model performance
by comparing a classifier with a random allocation of
patients among the decision classes. A value of zero indi-
cates classification accuracy equivalent to chance (zero
disagreement).

Performance of the prognostic models was evaluated
using a 5-fold cross validation procedure [63] wherein
training and testing sets are repeatedly selected. Cross
validation is a well known method that provides a reason-
able estimate of the generalization error of a prediction
model. In 5-fold cross validation, the entire dataset is ran-
domly divided into five subsets, or folds, and then each
fold (20% of the dataset) is used once as a testing set, with
the remaining folds (80%) used for training.

**Results**
This section presents the results obtained using
MODLEM, VC-DomLEM, logistic regression, SVM, C4.5
and RF models for six-month life expectancy prognostici-
cation of terminally ill patients. The results are analyzed
and compared.
In order to select appropriate \( m \) and \( l \) values for MODLEM and VC-DomLEM-based models, respectively, the performance of these models was evaluated first. AUC and coverage for each evaluated \( m \) and \( l \) level are shown in Table 4. Figures 3 and 4 display the number of rules that fire for each patient in the five testing folds for each \( m \) and \( l \) value. Based on these results, \( m = l = 0.6 \) was chosen as the rule consistency parameter for both algorithms for further evaluation with the comparative methods.

The quality of approximation is 0.9244 for the CRSA, 0.3110 for the DRSA and finally 0.9014 for the VC-DRSA where the object consistency parameter \( t = 0.6 \).

Table 5 describes the number of rules and the number of descriptors in each rule for the two rough set approach-based classifiers at the selected consistency level of 0.6. The average number of MODLEM decision rules in the five rule sets generated by cross validation is 773 rules, with mean and maximum length of 3.65 and 8 descriptors, respectively. In Fig. 3, it can be seen that at rule consistency levels of \( m = 0.2 \) and \( m = 0.1 \), the number of rules fired per patient is always 2. This is because the rule set is generated by only two attributes and each rule contains only one attribute in the antecedent. The VC-DomLEM decision rules are on average slightly longer, with mean and maximum length of 6.85 and 13 elementary conditions, respectively. The mean total number of VC-DomLEM rules is 1,095 rules.

For SVM, the gamma (\( \gamma \)) and cost parameter (\( C \)) were evaluated between \( 10^{-1} \) and \( 10^5 \) at increments of \( 10^{-1} \); final selected parameters were \( \gamma = 0.1 \) and \( C = 100 \). For RF, the number of trees was explored between 10 and 1,000 trees at intervals of 10; the optimal number of trees thus obtained was 500. The maximum number of attributes selected at each bootstrap iteration was also explored in the range of 1 to 15 attributes, with best performance observed when the number of attributes was limited to 1. In the case of C4.5, the confidence factor used for pruning was evaluated between 0.1 and 0.9 with increments of 0.1 and 0.5 was selected. The minimum number of instances per leaf for the C4.5 decision tree was explored in steps of 1 between 1 and 100, with best performance achieved with a minimum of 40 instances per leaf. The pruned C4.5 trees contained an average of 74 nodes over the 5 cross validation folds.

The performance of all of the evaluated classification models is shown in Table 6, where Cohen's kappa coefficient [62] and AUC are reported for each classifier, averaged over the 5 cross validation folds. Highest average kappa coefficient was achieved by RF with \( \bar{k} = 0.37 \). Second highest average kappa coefficient was achieved by VC-DomLEM, logistic regression and SVM at \( \bar{k} = 0.35 \). The MODLEMand C4.5 classifiers achieved \( \bar{k} = 0.32 \) and 0.31, respectively. Average sensitivity and specificity for each of the models are also shown in Table 6. For each model and cross validation fold configuration, the sensitivity and specificity were recorded at the threshold at which both values are simultaneously maximized. This threshold is equivalent to the point on the ROC plot closest to the upper left corner and represents the point of maximum accuracy of the model.

**Table 4 AUC and coverage for MODLEM and VC-DomLEM algorithms with \( l \) and \( m \)-consistent rules**

<table>
<thead>
<tr>
<th>( m, l )</th>
<th>MODLEM</th>
<th>VC-DomLEM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC Coverage (%)</td>
<td>AUC Coverage (%)</td>
</tr>
<tr>
<td>0.1</td>
<td>0.6646 100.00</td>
<td>0.7280 99.88</td>
</tr>
<tr>
<td>0.2</td>
<td>0.6646 100.00</td>
<td>0.7279 99.87</td>
</tr>
<tr>
<td>0.4</td>
<td>0.6888 100.00</td>
<td>0.7277 99.65</td>
</tr>
<tr>
<td>0.6</td>
<td>0.6974 97.41</td>
<td>0.7173 98.72</td>
</tr>
<tr>
<td>0.8</td>
<td>0.6419 86.72</td>
<td>0.7093 76.85</td>
</tr>
<tr>
<td>1.0</td>
<td>0.6158 80.08</td>
<td>0.6559 35.89</td>
</tr>
</tbody>
</table>

**Discussion**

All of the methodologies show fair classification accuracy given that Kappa coefficients are in the range of 0.20 to 0.40 [64]. The results presented in Table 6 show that all of the methods have similar AUC with the best performing algorithm being RF (AUC = 0.7459) and the worst being MODLEM (AUC = 0.6974). The best performing method among the decision- and rule-based methods was VC-DomLEM with an average AUC of 0.7173.

With respect to MODLEM and VC-DomLEM, \( m \) and \( l \) are clearly critical values in determining model performance. Together, Table 4 and Figs. 3 and 4 demonstrate that selecting \( m = l = 0.6 \) balances the accuracy and coverage achieved by the rough set based classifiers against the amount of inconsistency allowed in each. In the case of MODLEM, \( m = 0.6 \) is associated with highest AUC and acceptable coverage. However, in the case of VC-DomLEM, reducing \( l \) below 0.6 provides only marginal benefits in terms of AUC and coverage but greatly increases the amount of inconsistency allowed in the generated rules.

The quality of approximation for the CRSA classifier is 0.9244. The difference between the quality of approximation in the CRSA and the DRSA is the inclusion of the preference-ordering information, determined by the APACHE III scores. In the case of the DRSA, a strict application of this information in determining the lower approximation leads to few patients in the lower approximations, thus reducing the overall quality of approximation. Consequently, decision rules generated from this approximation are too specific and less suitable for generalizing to the classification of new cases. It is therefore reasonable to relax the conditions for assignment...
of objects to lower approximations. Thus, using the VC-DRSA and setting the object consistency parameter \( \ell = 0.6 \), results in an improved quality of approximation of 0.9014.

All of the rule- or decision-tree-based methods demonstrated somewhat reduced performance when compared with the non-rule based classifiers. The worst-performing rule-based method, MODLEM, had an AUC 0.049 below the best-performing method, RF (0.6974, MODLEM, vs. 0.7459, RF). In contrast, VC-DomLEM demonstrated average AUC much closer to that of RF, with an average difference of only 0.029 (0.7173, VC-DomLEM, vs. 0.7459, RF). In practice, this relatively small difference in performance is likely to be outweighed by the accessibility of the rule-based format of VC-DomLEM, while such benefits would be less justified in the case of MODLEM.

**Interpretation and usability of decision rules**

Clinical credibility in prognostic models depends in part on the ease with which physicians and patients can understand and interpret the results of the models, in addition to the accuracy of the information they provide. The RSA-based prognostic models present the physician with a list of matched decision rules, offering significant advantages by increasing both the traceability of the model and the amount of information included in its results. This advantage is further increased in the case of VC-DomLEM, where dominance-based decision rules permit greater information density per rule by including attribute value ranges in each rule.

Table 7 contains the decision rules that fire for an example patient selected from the SUPPORT data set. This patient was 41 years old with a primary diagnosis of coma.
Table 5. Number of descriptors and rules in MODLEM and VC-DomLEM induced decision rule sets, for \( m = f = 0.6 \) consistent rules, across the five cross validation folds.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean number of rules</th>
<th>Min.</th>
<th>Max.</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>MODLEM</td>
<td>773</td>
<td>1</td>
<td>8</td>
<td>3.65</td>
</tr>
<tr>
<td>VC-DomLEM</td>
<td>1095</td>
<td>2</td>
<td>13</td>
<td>6.85</td>
</tr>
</tbody>
</table>

The patient displayed moderate head injury on the Glasgow Coma Scale, elevated levels of creatinine (1.60 mg/dL) and respiratory rate (26 bpm), normal levels of sodium (133 mEq/L), low white blood cell count (1.90 cells/\( \mu \)L) and mean blood pressure of 107 bpm. Both the MODLEM and VC-DomLEM classifiers correctly predict that the patient will not survive six months (the patient in fact survived only 4 days).

The VC-DomLEM classifier predicts \( d.6\text{months} = \text{Yes} \) with an associated score of 80 %, based on the two rules (Rules 5 and 6). As can be seen in Table 7, Rule 5 isolates the combination of Coma and elevated creatinine and sodium levels as a key predictor of six-month survival. In the case of Rule 5, 51 patients in the training set have similar conditions as the example patient, of which 47 did not survive six months. On the other hand, Rule 6 somewhat counterbalances this prediction, pointing to 8 young patients with moderate coma who have been in the hospital less than 44 days, of whom all 8 survived six months.

The MODLEM classifier provides a less specific prediction, classifying the example patient as not surviving six months with an associated score of 55 %. Upon further investigation, the rules matching the example patient (Rules 1–4) are more general than the rules provided by the VC-DomLEM classifier. Rules 1–3 provide general rules that point to the age, level of head trauma and primary diagnosis of the patient. Considering only these three rules, the associated score would be \( d.6\text{months} = \text{Yes} \) with a score of 54 %, but this score is revised slightly by Rule 4 further in favor of \( d.6\text{months} = \text{Yes} \). Rule 4 isolates normal average heart beat, high respiratory rate and low (and also very high) white blood cell counts.

For all of the classifiers, a final prediction and associated score are presented by the classifier. However, only in the case of MODLEM and VC-DomLEM is the prediction further supported by the set of rules from which said prediction derived. Thus, the gestalt survival expectation is presented without loss of contradictory information, providing the physician with both the prognostication as well as supporting and contradicting information. In contrast, while a decision tree obtained using C4.5 can be represented as a set of rules, only a single rule representing the matching terminal node is returned to the physician. Among the rule-based methods, those rules derived from the VC-DRSA naturally include attribute value ranges for which the rule is valid, succinctly providing even more information to the physician and further increasing the utility of the life expectancy prediction. In a clinical setting, this set of rules serves to support clinical decisions for future treatment or palliative care strategies as well as to support the explanation of these decisions to the involved patient and their family.

Decision tree models offer the additional benefit of visually representing the entire model in a single structure, and given their hierarchical structure can be used to guide the decision process of the physician [65]. Decision trees models are most useful when built with the input of domain experts as pruning visually complex decision trees must balance tradeoffs between accuracy and simplicity [66]. Many methods exist for: the visualization of decision trees and the performance of visually-tuned decision trees may be comparable to more complex versions of the same model [67].

A further benefit of the rule-based methods is that the rules clearly indicate the patient characteristics most relevant to their survival expectation. This increases the transparency and interpretability of the classification process, strengthening the accessibility, and hence credibility, of the model. Additionally, the decision rules do not individually involve all of the condition attributes. This offers the advantage of providing potentially acceptable results should a particular prognostic factor be difficult or too costly to ascertain for a patient [34].

Table 6. Summary of performance evaluation results of the classification models, averaged over the 5 cross validation folds, with standard deviations.

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC</th>
<th>Kappa</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Threshold (( x ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>VC-DomLEM</td>
<td>0.7173 (0.014)</td>
<td>0.35 (0.03)</td>
<td>0.6391 (0.042)</td>
<td>0.715 (0.033)</td>
<td>0.4234 (0.045)</td>
</tr>
<tr>
<td>MODLEM</td>
<td>0.6974 (0.015)</td>
<td>0.32 (0.03)</td>
<td>0.6447 (0.038)</td>
<td>0.6862 (0.037)</td>
<td>0.4597 (0.042)</td>
</tr>
<tr>
<td>C4.5</td>
<td>0.7088 (0.018)</td>
<td>0.31 (0.04)</td>
<td>0.6078 (0.055)</td>
<td>0.7254 (0.070)</td>
<td>0.4531 (0.095)</td>
</tr>
<tr>
<td>RF</td>
<td>0.7459 (0.014)</td>
<td>0.37 (0.02)</td>
<td>0.6384 (0.044)</td>
<td>0.7388 (0.039)</td>
<td>0.4872 (0.022)</td>
</tr>
<tr>
<td>Log. Reg.</td>
<td>0.7421 (0.009)</td>
<td>0.35 (0.01)</td>
<td>0.6374 (0.055)</td>
<td>0.7282 (0.058)</td>
<td>0.4715 (0.050)</td>
</tr>
<tr>
<td>SVM</td>
<td>0.7352 (0.009)</td>
<td>0.35 (0.02)</td>
<td>0.6526 (0.050)</td>
<td>0.7132 (0.040)</td>
<td>0.4056 (0.034)</td>
</tr>
</tbody>
</table>
Table 7 Selected decision rules from the CRSA using MODLEM and the VC-DRSA using VC-DomLEM

<table>
<thead>
<tr>
<th>CRSA rules using MODLEM</th>
<th>LHS</th>
<th>d.6months = No</th>
<th>d.6months = Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. If age_score = 0</td>
<td>969</td>
<td>593 (61 %)</td>
<td>376 (39 %)</td>
</tr>
<tr>
<td>2. If scoma = Moderate</td>
<td>1016</td>
<td>399 (39 %)</td>
<td>617 (61 %)</td>
</tr>
<tr>
<td>3. If dgroup = Coma</td>
<td>465</td>
<td>119 (26 %)</td>
<td>346 (74 %)</td>
</tr>
<tr>
<td>4. If brt_score = 0 AND</td>
<td></td>
<td>11 (23 %)</td>
<td>36 (77 %)</td>
</tr>
<tr>
<td>resp_score = 6 AND wbc_score = 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VC-DRSA rules using VC-DomLEM</td>
<td>51</td>
<td>4 (8 %)</td>
<td>47 (92 %)</td>
</tr>
<tr>
<td>5. If dgroup = Coma AND</td>
<td></td>
<td>8 (100 %)</td>
<td>0 (0 %)</td>
</tr>
<tr>
<td>crea_score ≥ 4 AND sod_score ≥ 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. If dgroup = Coma AND</td>
<td>8</td>
<td>8 (100 %)</td>
<td>0 (0 %)</td>
</tr>
<tr>
<td>scoma ≤ Moderate AND</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hday ≤ Short AND age_score ≤ 0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( ^{a} \)age \_score \_0 = (\_age \leq 44)  
\( ^{b} \)brt \_score \_0 = (50 \leq \_brt \leq 99)  
\( ^{c} \)resp \_score \_6 = (25 \leq \text{resp} \leq 34)  
\( ^{d} \)wbc \_score \_5 = ([1 \leq \text{wbc} \leq 2.0) or (\text{wbc} \geq 25))  
\( ^{e} \)crea \_score \_4 = (\text{crea} \geq 1.5)  
\( ^{f} \)sod \_score \_2 = (\text{sod} \leq 134) or (\text{sod} \geq 155) 

This is in stark contrast to SVM, neural networks, and other black-box methods where very little insight is available to a decision maker as to how an outcome was predicted. While similar performance in terms of accuracy was seen for all of the classification models, the rule-based models naturally express results in terms of a set of decision rules, a benefit that is not present in logistic regression, RF, or the mentioned black-box methods. As an ensemble method, the RF method functionally reduces to a black-box style model, despite its use of decision trees.

Decision analysis for hospice referral

Consider the costs—economic, emotional, and physical—associated with the decision to enter hospice care. These costs are justified for patients who either enter hospice care at the appropriate time or for those who do not enter hospice care when they could benefit from curative treatment. These cases represent true positive and true negative classifications. A higher emotional and physical cost is born by patients sent to hospice care but who ultimately survive six months—a false positive. The highest cost of all, emotionally, economically and physically is born by the patient and his or her family when costly treatment is prolonged for a patient who should have been referred to a hospice care program—a false negative. In this last case, some or all of the benefits of hospice care would be lost while the stresses and economic burden of aggressive treatment are endured.

In this light, the threshold parameter, \( \tau \) (described in section Decision rules), can be seen as a representation of the patient and family's preference for hospice care treatment and their risk tolerance for a mistaken referral. The threshold parameter relates sensitivity to specificity and stipulates the required level of certainty for a positive classification. A higher threshold value requires a higher probability of not surviving six months for the classification of a patient as a hospice candidate, decreasing the sensitivity and increasing specificity (indicating a preference for continued treatment). Conversely, a lower threshold value increases sensitivity while reducing specificity, indicating a preference for avoiding the costly mistake of unnecessary treatment.

As this threshold value is a subjective matter and varies between physicians, patients and family members, one suggested approach [68] involves the measurement of the amount of regret the decision maker would have should an incorrect decision be made. As medical decisions must take into account the preferences of those ultimately affected by the decision, this application of regret theory allows for the formal treatment of those preferences by calculating the threshold value as a function of the measured anticipated regret.

Conclusions

This paper contributes to the growing body of research in RST—and its extensions—as a prognostic modeling framework and highlights the strengths of this approach in terms of accessibility. The non-rule-based methods—RF, logistic regression, and SVM—were found to more accurately predict death within six months, however the benefits of the rule-based methods may outweigh the
performance differential, particularly in the case of VC-
DomLEM where this difference was small. The intuitive
structure of the rough set approaches, built on indis-
cernibility and dominance relations and expressed in
terms of if-then decision rules, offers both more insight
into the modeling process and more opportunity for
the knowledge extraction process to incorporate the personal
preferences of those making and being affected by the
decision.

The performance of the classifiers presented in this
study is good but sub-optimal, indicative of a challenging
problem in need of further research. The increased per-
formance achieved by the variable consistency approach
suggests a dataset of highly diverse patients. Future
research will explore methods to improve the overall clas-
sifier performance and address this diversity by building
localized models for patient subgroups using rough sets
concepts to group patients with similar differentiating
characteristics.

A recent study developed a six-month survival prognostic
model primarily based on the Medicare Health Out-
comes Survey responses of community-dwelling elderly
patients [69]. This model, named the Patient-Reported
Outcome Mortality Prediction Tool (PROMPT), achieved
comparable AUC using only basic medical information,
indicating that the performance of classification models
for six-month survival is still a major issue for the targeted
domain of hospice referral recommendation.

An important limitation of this study is that patient-
specific disease progression over time is not considered,
in part due to the static nature of the data set used.
Future research must address the temporal aspect of
disease progression, a consideration often missing in
other prognostic models for hospice referral. The pro-
gression of a terminal illness is often highly non-linear
by nature and generally does not present as a steady
decline over time but rather as periods of relative stability
marked by turning points of acute decline. A prognostic
model that takes into account this temporal aspect may
possibly provide both more accurate life expectancy
prognoses and more useful information for palliative care
planning.
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Abstract

Rationale, aims and objectives The American College of Cardiology and American Heart Association (ACC/AHA) statin guidelines recommend that people with risk of cardiovascular disease (CVD) ≥7.5% over 10 years should be treated with statins. This recommendation ignores individual patient CVD risks and preferences. We compared the ACC/AHA guidelines to the following management strategies a) individualized statins treatment based on Framingham Risk Score (FRS), b) treat none, c) treat all.

Methods We employed regret-based decision curve analysis to evaluate the optimal treatment strategy. We used data on 5013 participants from the second generation of the Framingham Heart Study. We assessed regret of each treatment strategy [treat according to FRS vs. treat none vs. treat all] as a function of emotionally felt loss of treatment benefits and incurred treatment harms. We calculated the difference between regret associated with one strategy compared with the other and expressed it as Net Expected Regret Difference (NERD). Two strategies are identical if NERD = 0.

Results Treatment according to ACC/AHA guidelines represents the optimal strategy only if the patient values avoiding heart disease 12 times more than harms related to statins. For values of benefit/harms (B/H) ≤12, treatment according to FRS represents the optimal strategy. For B/H <3, ‘treat none’ represents equally acceptable strategy. Adopting a threshold of 10% recommended by other professional organizations would decrease over-treatment by more than 60% without significantly affecting under-treatment.

Conclusion Under most realistic scenarios, individualizing statins treatment, or not recommending statins at all, represents the optimal strategy for primary prevention of heart disease.

Introduction

Cardiovascular disease (CVD) is the leading cause of mortality and morbidity in the United States [1]. Statins are highly effective drugs for both primary and secondary prevention [2,3]. The American College of Cardiology and American Heart Association (ACC/AHA) have developed new recommendations for the use of statins for primary prevention [4]. The guidelines de-emphasize use of laboratory tests, recommending instead that statins be prescribed according to a patient’s estimated risk of CVD [4]. Specifically, if the 10-year risk of CVD that includes coronary heart disease and stroke as well as atherosclerotic peripheral arterial disease is ≥7.5%, then ACC/AHA recommends the patient should take statins, otherwise not [4]. Different organizations such as the National Lipid Association (NLA) and UK National Institute for Health and Care Excellence (NICE) also emphasize using a patient’s risk as the basis for treatment, but recommend different thresholds (10–15%) [5,6].

None of these organizations explained how they determined the thresholds they chose. Presumably, the thresholds reflected the organizations’ view about how patients ought to weigh statins’ benefits and harms. If true, this means each organization
has a different view of patient's preferences for benefits and harms. However, the use of any fixed threshold assumes that all patients have the same preferences for benefits and harms of statins, which is not true. People's preferences vary widely, and no single threshold can be appropriate for everyone. Any attempt to use a fixed threshold will cause overuse in some patients (who have a low threshold) and underuse in others (who have a high threshold) [7].

To use statins appropriately, a guideline should take into account not only each patient’s risk of CVD, but also his or her personal preferences about the harms and benefits of statins. It is, however, not known if the preference-based combined with the risk-adjusted approach for primary prevention of CVD is, in fact, superior to the guidelines' recommendations to treat everyone with the risk of CVD above certain threshold. In this paper, we set out to compare the effects of treating everyone according to the recent ACC/AHA, NLA and NICE guidelines versus individualizing guidelines by taking each patient's CVD risk profile and preferences into account.

Methods

Data

The Framingham's risk model for prediction of CVD is widely recommended for determination of CVD risk [8]. We obtained the data from the National Heart, Lung and Blood Institute on 5013 participants from the second generation of Framingham cohort. We calculated individual 10-year CVD risk for 4908 patients according to the Framingham's risk score prediction model (FRS) [8]. We excluded 105 patient records due to missing values. Data were extracted from their original source and compiled into a single data file using SAS Enterprise Guide version 6.1 (SAS Institute Inc., Cary, NC, USA). FRS scores were computed using SAS enterprise guide version 6.1. All other analyses were performed using Stata Statistical Software Release 13, Stata Corp., College Station, TX, USA.

Determination of the threshold of CVD risk above which statins should be prescribed

To calculate the threshold we need (1) objective data on statins’ treatment effects and (2) to assess how the patients value benefits and harms of statins.

Empirical evidence

We obtained data on statins benefits and harms from the literature, which evaluated the effects of statins for primary prevention of heart disease. Based on meta-analysis of four randomized trials enrolling 35 254 patients, Taylor et al. estimated that statins are associated with 35% [95% confidence intervals (CI): 27–42%] relative risk reduction (RRR) in combined fatal and non-fatal CVD, or 1.33% in terms of the absolute risk reduction (ARCVD = placebo – CVD) × (1 – RRR) (statins) = 3.8% – 3.8% × (1 – 0.35) = 1.33% [3]. They found no statistically significant increase in harms with use of statins over placebo except for diabetes. Statins were associated with the absolute increase in incidence of diabetes of 0.4% (95% CI 0.001–0.8%) over placebo [3]. Statins have also been reported to be associated with a number of other harms (such as myalgia, liver test abnormalities, rhabdomyolysis) [9], which could not be precisely quantified in controlled trials [3]. These harms are typically conveyed qualitatively; similarly, many less tangible benefits of statins, such as avoiding hospitalization, are discussed with the patients using non-quantitative language.

Assessment of patients' preferences

People's preferences are a function of their goals; analytic reasoning can help us achieve our goals [10], but, as philosopher David Hume wrote, 'reason is and ought to be the slave of our passions' [11]. Emotions are felt holistically. Therefore, preferences should also be assessed holistically [12]. For that reason, we employed the regret-based version [13,14] of the threshold model [15,16] to calculate the threshold based on the holistic assessment of statins’ benefits and harms. This is because theoretically no administration of treatment or ordering of diagnostic tests can be 100% accurate [17,18]. After making a decision, often under conditions of uncertainty, one may anticipate that another alternative would have been preferable. This knowledge may bring a regret of omission (due to failing to receive potentially beneficial services), or regret of commission (due to receiving unnecessary and potentially harmful health services) [19–21]. Thus, many if not most medical decisions inevitably involve trade-offs of weighing the consequences of failure to benefit (false negatives, regret of omission) versus unnecessary harms (false positives, regret of commission) that cannot be simultaneously improved for any given health intervention [22]. This trade-off can be captured by asking a decision maker (preferably, patient) how many more times he or she would regret of not receiving health intervention (such as statins) which can prevent CVD compared with unnecessary and potentially harmful administration of treatments (such as statins) [14,23]. From this, we can then calculate the risk threshold (p*) [16] at which a patient is indifferent between taking treatment, or not [14,23,24]

\[
p_\ast = \frac{1}{1 + \frac{\text{Failure to benefit (RgOmission)(B)}}{\text{Unnecessary harm (RgCommission)(H)}}}
\]

where B and H is regret based, emotionally felt benefits and harms related to regret of omission and commission, respectively. Therefore, Equation (1) directly links CVD risk threshold (p*) with the patients’ preferences about statins’ benefits and harms (B/H). According to Equation (1), the patient should accept statins if risk of CVD >p; conversely if CVD risk <p, the patient should refuse statins. As stated earlier, the assessment of B/H as captured via regret-based thresholds stipulates holistic evaluation of failure to benefit versus incurring harms across all treatment effects as experienced by individual decision maker.

Ideally, we would elicit the threshold from each decision maker (i.e. a guideline's panel member, physicians, patient) to help with a given treatment decision. However, this may not be necessary because we can model decisions about treatment over the range of the thresholds using decision curve analysis (DCA). DCA represents an extension of the threshold model [15,16] over a range of thresholds (i.e. over all possible preferences). It has been formu-
lated based both on expected utility [25–27] and regret theory [14,23]. The main goal of DCA is to compare different management strategies over a range of decision maker’s preferences, which in turn are captured by determining the risk thresholds (p3). In particular, we want to compare the effects of four strategies: (1) ‘treat everyone’ according to practice guideline (i.e. for predicted risk ≥7.5%, 10 and 15% at 10 years) versus (2) treat according to an ‘individuated risk-based’ approach using Framingham’s prediction model but taking into account the patient’s preferences for overtreating as opposed to undertreating with statins, versus (3) ‘treat none’ (observe), versus (4) ‘treat all’ (regardless of CVD risk).

In this paper, we extend regret-based DCA [14,23] to incorporate both effects (benefits and harms) of treatments and prediction model based on the FRS score. We identify the optimal management strategy as the one associated with the lowest regret as calculated by ‘net expected regret difference’ [NERD (strategy 1 vs. strategy 2)] [14], that is, differences between expected regret related to one management strategy versus other (see Appendix for details). If NERD = 0, this means that the management strategies are equal. If NERD <0, then first strategy is better as it generates a lower regret. If NERD >0, then second strategy is associated with a lower regret, and thus better.

We are interested in the following comparisons:

\[ \text{NERD} := \text{Model}_1 - \text{Model}_2 \]

where NERD refers to the ACC/AHA/NLA/NICE guidelines to treat at \( P_t \times \alpha = 0.075 = 7.5\% \) (or, 10% and 15% respectively); Model – management according to the Framingham’s risk score prediction model (FRS); TP – true positives (patients correctly predicted to have CVD by FRS); FP – false positives (patients incorrectly predicted to have CVD by FRS); TN – true negatives (patients correctly classified not to have CVD by FRS); FN – false negatives (patients incorrectly predicted not to have CVD when they actually had it by FRS); He – risk of predictive (FRS) testing itself (assumed to be zero in this analysis); H is regret based, emotionally felt harms due to unnecessary treatment; H_s – objectively assessed outcomes of statin harms [3].

Because \( \frac{1-P_t}{P_t} = R \), to facilitate interpretation of the results, we present the analysis for the range of the thresholds 0 to 1 (or B/H from 0 to 20). (Note that the effect of Hx/H cancels out, so we do not have to run a separate analysis for these variables.)

The procedure to calculate the NERD is explained in the Appendix. Sensitivity analysis was performed by varying the CVD threshold and the RRR associated with statins.

**Calculation of the extent of overuse and underuse**

Given that no management strategy can be perfect [17], from the policy perspective, we are also interested in finding the extent of overuse or underuse for a range of thresholds. Because policy makers often do not know individual patient’s preferences, they may be interested in calculating the magnitude of overuse (FPs) or underuse (FNs) for the entire range of the thresholds (0–100%) (i.e. over all possible preferences of their constituency). To calculate the average amount of overuse (underuse) of one strategy versus another, we determined the area under the curve for the difference between two strategies and divided it by the corresponding length of threshold interval.

This research has been approved by the USF IRB (Pro0011951).

**Results**

Table 1 depicts various patient profiles and the associated 10-year CVD risk to provide context to the results presented in this section. Each patient’s CVD risk score is calculated using the FRS equation. Note that the methodology presented applies to any patient evaluated for statin treatment and is not limited to the patient profiles presented in Table 1.

Figure 1a shows the comparison between individualized treatment according to the FRS versus treatment according to the ACC/AHA guidelines. Using our regret framework, we estimated the ACC/AHA panel deemed that failure to prevent CVD (regret of omission) is 12.3 times worse than unnecessary life-long treatment and developing diabetes (regret of commission). As it can be seen, regret of individualizing treatment according to the FRS is much

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Illustration of various patient characteristics and the associated 10-year cardiovascular disease risk (CVD) scores as computed by the Framingham Risk Score (FRS) equation*</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>Sex</td>
</tr>
<tr>
<td>1</td>
<td>F</td>
</tr>
<tr>
<td>2</td>
<td>M</td>
</tr>
<tr>
<td>3</td>
<td>M</td>
</tr>
<tr>
<td>4</td>
<td>F</td>
</tr>
</tbody>
</table>

*According to the ACC/AHA guideline patients 3 and 4 should be treated with statins because their CVD risk exceeds 7.5%. However, treatment according to the ACC/AHA guidelines represents the optimal option only if the patient values avoiding CVD (failure to benefit) 12 times more than harms related to statins (i.e., development of diabetes). For the values of benefit/harms (B/H) < 12, individualized treatment according to FRS represents the optimal management strategy. BP, blood pressure; HDL, high-density lipoprotein. |
smaller than regret of acting according to ACC/AHA recommendation [NERD (FRS) < NERD ('treat according to ACC/AHA guidelines')]) until B/H = 12.3 (which corresponds to the threshold =7.5% established by the ACC/AHA). Only when the patient deems that failure to prevent CVD (regret of omission) is more than 12 times worse than unnecessary life-long treatment and developing diabetes (regret of commission), ACC/AHA recommendations become better strategy. For B/H <3, ‘treat none’ was equivalent to the management according to the individualized FRS risk score [NERD (‘treat none’) – NERD (‘treat according to the FRS score’) = 0]; thus, for B/H <3, ‘treat none’ represents equally acceptable management strategy. (Note that ‘treat none’ was superior strategy to the treatment according to the ACC/AHA guidelines for B/H <6.)

We also compared strategy ‘treat all’ with all other strategies. This strategy was inferior to all other strategies, and therefore, will not be further discussed.

We also conducted sensitivity analysis by setting the threshold of CVD at 10% according to the NLA and NICE guidelines (Fig. 1b) [5,6]. The NLA and NICE guidelines panels appeared to believe that it is about nine times worse to fail to benefit than to overtreat. That is, the results indicate that treatment according to the NLA/NICE guidelines represents the most optimal strategy for B/H >9. For B/H <9, the individualizing treatment according to the FRS score is better strategy and for B/H <3 ‘treat none’ or use of the FRS score is equally acceptable management strategy. Similarly to the ACC/AHA guidelines, ‘treat none’ was superior strategy to the treatment according to the NLA/NICE guidelines for B/H <6.

In general, higher thresholds set up by the guideline panels will result in the lower B/H ratio at which the patient should accept the guideline recommendations. That is, the higher thresholds will result in lower regret if we fail to administer potentially beneficial treatments; the opposite holds for the lower thresholds (data not shown for the threshold of 15% and higher, and the thresholds lower than 7.5%). Interestingly, the results did not materially change when RRR was varied over all plausible values (0.05–0.5).

Finally, as shown in Fig. 2, the number of unnecessary treatments (FPs) according to ACC/AHA guidelines in comparison with treatment according to FRS over all thresholds (i.e. without reference to individual patients’ values) was about 13% and the number of FNs over all thresholds was equal to 3.4%. In other words, adoption of management strategy according to the ACC/AHA guidelines over all plausible patients’ values would result in about 13% of more unnecessary treated patients in comparison with individualized treatment according to the FRS score. However, individualized management strategy for all patients would result in under-treatment in about 3% of patients. When we compared the treatment according to the NLA/NICE guidelines versus the individualizing treatment according to the FRS score, the number of FPs (over-treatment if we were to make the recommendation according to the NLA/NICE guidelines) was 8% and the number of FNs (under-treatment if we were adopt to the individualized treatment approach) was 2.7%. That is, adoption of the 10% threshold (instead of 7.5%) would decrease overtreatment by more than 60% without significantly affecting under-treatment.

The comparison of treatment according to the ACC/AHA versus ‘treat none’ resulted in about 18% of over-treatment according to the guidelines (FPs) at the cost of under-treating about 5% of patients if no patient would take statins for primary prevention of heart disease. The corresponding figures for the NLA/NICE guidelines versus ‘treat none’ were about 12% (FPs) and about 4% (FNs), respectively.
Figure 2 Statin overuse and underuse: comparison of the management according to the guidelines versus individualized risk management according to the Framingham Risk Score (FRS). The reference line at 0 indicates no differences between two strategies that are compared. y-Axis indicates a difference in % of accurate classification between two strategies (guidelines – individualized risk management). Red line shows a difference (%) in false positives (DFP) and green line shows a difference (%) in false negatives (DFN). If the value is positive, then the first strategy (i.e. treat according to the guidelines) lead to more overuse or underuse, respectively. The opposite is correct if the values are negative – in this case individualized risk approach is associated with more FPs or FNs, respectively. ‘Model’ represent administration of treatment according to FRS; Guidelines – statin guidelines by American College of Cardiology/American Heart Association (ACC/AHA) (a) and National Lipid Association (NLA) and UK National Institute for Health and Care Excellence (NICE) (b).

Discussion

In this paper, we compared the use of statins for primary prevention of CVD according to the ACC/AHA (and NLA/NICE) guidelines versus individualized risk management according to FRS versus population-oriented approach ‘treat all’ or ‘treat none’ of eligible adult patients. Our findings have important policy implications and provide the way how to optimize statin treatment decisions by taking into account individualized CVD risk and patients’ preferences.

We found that if the patient values consequences of false negatives (regret of omission)/false positives (regret of commission) > 12 times, then her or his values would be aligned with the values of the ACC/AHA guidelines’ panel, and consequently, she or he should accept treatment according to the panel’s recommendations to receive statins at risk of CVD ≥ 7.5%. If the patient’s values are closer to those of the NLA/NICE guidelines panel, then the patient would accept statins if he or she values false negatives (regret of omission)/false positives (regret of commission) more than nine times.

If the patients’ preferences are indeed similar to those of ACC/AHA guidelines panel and statins guidelines are adhered to, it is estimated that 56 million Americans would become eligible to receive statin therapy based on these guidelines [28]. As compared with the prior guidelines, this figure represents an additional 12 million patients in the United States and more than 1 billion people worldwide [29] being considered for statin therapy, with the increase being largely in older adults without CVD [28].

However, the patients’ preferences are almost invariably different from the panel’s as also evident by the fact that as many as 17% of patients discontinue statin therapy despite their doctors’ recommendations [30,31]. Thus, the use of statins is a quintessential preference-based decision [32]. The ACC/AHA (and the NLA/NICE) guidelines are silent on how they arrived at the ratio of benefits/harms at which all eligible patients should receive statins and provide no explanations why patients should accept the panel’s particular weighting of the consequences of false-negative versus false-positive treatments. The ACC/AHA statin guidelines are also silent on the method how should doctors consult the patients’ preferences and values regarding statin choices, which is considered not only ethically mandatory but may lead to better patient outcomes [33]. Although there is no agreed-upon method for elicitation of patients’ preference, we advocate easy-to-use regret-based dual-visual analogue scale (DVAS) as a method for holistic elicitation of patients’ preferences that can be easily implemented in everyday practice, and upon which this analysis was based upon [14,23,34,35]. Indeed, a substantial body of literature has demonstrated that people are regret averse, which they are motivated to regulate [19,36]. In addition, anticipation of regret leads to more rational choices and vigilant decision making, satisfying most of the criteria for high-quality decisions [19,36,37].

The method we employed is based on holistic assessment of patients’ preferences. It has been previously utilized in modelling decisions in various clinical applications [14,23,34,35] and has been empirically validated in a population of physicians [38]. In fact, both strong theoretical rationale and our ongoing experience indicate that the application of regret-based approaches represents one of the most promising approaches to elicit patients’ preferences. The approach is not only appealing for its simplicity, but is based on a well-validated approach in literature related to elicitation of regret. A single scale (ranging from zero regret to 100% regret) was also used by Sorum et al. [39], as well as in our previous research [14,23,40]. The novelty of our approach was to link these well-validated scales to the threshold model, which, in
turn, can be used to prescribe the action most consistent with a decision maker’s values and preferences. Our DVAS methodology is easy to use, easy to understand, time efficient, ideal for clinical setting dominated by time constraints, while tapping in both emotional and deliberative aspects of decision making. Both our experience and the experience by Sorum and colleagues [39] showed that this assessment of asking people to quantify the regret they feel when making choices mirrors what people themselves consider regret, and is easily comprehended. In our ongoing study assessing the role of regret in the end-of-life setting, 96% of 134 patients gave the impression of fully understanding the regret questions (assessed on Likert scale 1–7) [40]. In fact, research suggests that regardless of how regret is elicited, it appears that any instrument will reliably tap into the regret construct [41,42].

The method (Equation 2) includes both individual decision maker subjective perception of benefits and harms (captured via $p_r$ or B/H assessment) and objective data on statin efficacy (RRR) and disutilities/regret due to statins harms (Hrx). In this respect, our DCA derivation reflects modern cognitive science views, which increasingly accepts dual-processing explanation of human cognition according to which medical decisions can be truly consistent with patients’ values and preferences only if they take into account both intuitive (type 1) and analytical (type 2) cognitive processes [43–45]. Regret as cognitive emotion can serve as a link between type 1 and type 2 processes [45,46]. Thus, a decision maker’s response to failing to administer appropriate health intervention (underuse), or unnecessary prescribing it (overuse) can be expressed via regret, a cognitive emotion that encompasses both affective and analytical aspect of decision error [19,36].

Although we propose using the DVAS tool to elicit patients’ value in order to compare individualized risk management using FRS versus ACC/AHA recommendations (vs. ‘treat none’ vs. ‘treat all’), in our case that was not actually necessary because we evaluated each of management strategy over all thresholds, that is, over all possible patient’s preferences.

Interestingly, in comparison with ‘treat none’, management according to the guidelines over all thresholds resulted in about 18% of patients being over-treated and 5% under-treated. Thus, ‘treat none’ may still be most acceptable policy for a substantial number of patients, particularly those who regret failure of benefit over unnecessary treatment at ≤3. This may also represent the most rational strategy for policy makers, particularly in light of empirical data that B/H of statins in primary prevention is about 2.5 [3]. This means that if cognitive processes assessing benefits and harms rely on analytical processes only, as one would expect it at the policy levels, ‘treat none’ would be by far most rational strategy.

In contrast to policy analysis, decision whether to base our decision on the guidelines’ recommendations or the prediction model in clinic must depend on the specific, individual patient’s preferences as it is the patient who ultimately suffers from the consequences of misclassifications. It is quite possible that our analysis from the policy and individual perspective agrees to the large extent. Nevertheless, we should note that we actually do not know patients’ preferences towards statins. However, we would be surprised if the people’s estimates of regret of omission versus commission exceeds 10 as this ratio in the higher stake, end-of-life setting using DVAS method was about 8 [40]. Research on elicitation of patients’ preferences related to using statins for primary prevention of CVD should be of high priority.

We should note that our estimate of CVD events was based on the FRS [8], which was based on the Framingham cohort followed from 1998 to 2008. The FRS is widely used in clinical practice and has been advocated by the NLA statin guidelines panel [6]. The ACC/AHA guidelines are based on ‘pooled cohort risk’ calculator [4]. Although we do not know if the ACC/AHA panel would recommend the same threshold based on the FRS model, the recent external validation of four CVS risk scores in multi-ethnic cohort recruited between 2000 and 2002 and followed for 10 years showed that the FRS overestimate CVD events by 25% in relative terms [47,48]. Even though two methods may not agree on the exact computation of CVD risk, it is less relevant issue if one guideline recommends prescription of statins at 7.5%, whereas others at 10%, or 15% [6]. The key point is that administration of statins should be based on assessment of the patients’ preferences. Therefore, the lack of agreement between the existing CVD risk prediction tools is unlikely to significantly affect our main findings; for the most of expected patients’ preferences, statins should not be used for primary prevention of CVD.

In conclusion, we showed that the optimal strategy for primary prevention of heart disease regardless of the tool used to detect CVD risk rests on individualization of statin treatment based on patient’s preferences. If elicitation of patients’ preferences is not possible, then the best strategy is to refrain from recommending statins at all.
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Appendix

Regret based decision curve analysis (DCA)

Definitions and assumptions [full description of the model given in [14,23]]

Assume a patient comes in for a treatment and has probability of disease \( P(D+) = p \). For the given value of threshold probability \( P_t \), we will administer the treatment Rx, if \( P(D+) \geq P_t \), and withhold treatment if \( P(D+) < P_t \). However, for the patient undergoing the treatment, Rx, the probability that the patient actually has the disease is adjusted by \( RRR: P(D+|Rx) = p / (1 - RRR) \). Thus, if \( RRR = 1 \), disease is completely preventable; if \( RRR = 0 \), the treatment has no effect on the disease prevalence.

Net benefits of the treatment are defined as \( B = U_1 - U_3 \) [represents the difference in outcomes (disutilities) if the diseased patient were treated vs. not treated.]

Net harms/Risks of the treatment are defined as \( H = U_4 - U_2 \) [represents the difference in disutilities of not treated vs. treated in a patient without disease.]

Conditional probability versions of the positives and negatives rates for the given threshold without the treatment are given as:

- True Positive Rate (Sensitivity, \( S_y \)): \( TP = P(Treat|D+) = P(p \geq P_t|D+) \)
- False Positive Rate: \( FP = P(Treat|D-) = P(p \geq P_t|D-) \)
- True Negative Rate (Specificity, \( S_n \)): \( TN = P(NoTreat|D-) = P(p < P_t|D-) \)
- False Negative Rate: \( FN = P(NoTreat|D+) = P(p < P_t|D+) \)

Note: \( TP + FP = P(p \geq P_t|D+) + P(p \geq P_t|D-) = 1 \) and \( TN + FN = P(p < P_t|D-) + P(p < P_t|D+) = 1 \)

The compound probabilities (intersections/percentages of total) are then given as the following for the given threshold \( P_t \):

- \( FN\% = P(NoTreat \cap D+) = (1 - S_y) \cdot p = FN \cdot p \)
- \( TN\% = P(NoTreat \cap D-) = S_n \cdot (1 - p) = TN \cdot (1 - p) \)
\%TP = P(\text{Treat} \land D+) = S \cdot p \cdot (1 - \text{RRR}) = TP \cdot p \cdot (1 - \text{RRR})
\%FP = P(\text{Treat} \land D-) = (1 - S) \cdot (1 - p) + S \cdot p \cdot \text{RRR}
= FP \cdot (1 - p) + TP \cdot p \cdot \text{RRR}

Note: Under these assumptions, the total percentage of patients is divided into these four categories, \%TP + \%FP + \%FN + \%TN = 1.

The expected Regret (Erg) values are then derived from the tree diagram as:

\[
\text{Erg}[\text{Treat all}] = p(1 - \text{RRR})(0) + (1 - p(1 - \text{RRR})) (U_1 - U_2 + H_{\text{Rk}})
= (1 - p(1 - \text{RRR})) (H + H_{\text{Rk}})
\]

\[
\text{Erg}[\text{Model}] = H_{\text{Rk}} + (FP \cdot (1 - p) + TP \cdot p \cdot \text{RRR}) \cdot (H + H_{\text{Rk}}) + p \cdot FN \cdot (B - H_{\text{Rk}})
\]

\[
\text{Erg}[\text{Treat none}] = p(U_1 - U_2 - H_{\text{Rk}}) + (1 - p)(0) = p (B - H_{\text{Rk}})
\]

The only difference between this model and the one we reported previously [14,23], is that in the original derivation we scaled the utilities by dividing each utility with the expression $U_i - U_2$, and replacing $\frac{H}{B} = \frac{U_1 - U_2}{U_1 - U_3} = \frac{P_i}{1 - P_i}$. However, if we, instead of benefits, divide with the expression for harms $H = U_1 - U_2$, and replace the ratio $\frac{B}{H} = \frac{U_1 - U_2}{U_4 - U_2} = \frac{1 - P_i}{P_i}$ we obtain similar, but different expressions:

\[
\text{Erg}^a[\text{Treat all}] = (1 - p(1 - \text{RRR})) \left(1 + \frac{H_{\text{Rk}}}{H}\right)
\]

\[
E_{\text{Rg}}^a[\text{Treat none}] = p \left(\frac{B}{H} - \frac{H_{\text{Rk}}}{H}\right) = p \left(1 - \frac{P_i}{P_i} - \frac{H_{\text{Rk}}}{H}\right)
\]

\[
\text{Erg}^a[\text{Model}] = \frac{H_{\text{Rk}}}{H} + (FP \cdot (1 - p) + TP \cdot p \cdot \text{RRR}) \left(1 + \frac{H_{\text{Rk}}}{H}\right)
+ p \cdot FN \left(\frac{B}{H} - \frac{H_{\text{Rk}}}{H}\right)
= \frac{H_{\text{Rk}}}{H} + (FP \cdot (1 - p) + TP \cdot p \cdot \text{RRR}) \left(1 + \frac{H_{\text{Rk}}}{H}\right)
+ p \cdot FN \left(\frac{1 - P_i}{P_i} - \frac{H_{\text{Rk}}}{H}\right)
\]

\[
\text{NERD}[\text{Treat none}, \text{Treat all}] = \text{Erg}^a[\text{Treat none}] - \text{Erg}^a[\text{Treat all}]
= p \left(\frac{1 - P_i}{P_i} - \frac{H_{\text{Rk}}}{H}\right) - (1 - p(1 - \text{RRR})) \left(1 + \frac{H_{\text{Rk}}}{H}\right)
\]

\[
\text{NERD}[\text{Treat none, model}] = \text{Erg}^a[\text{Treat none}] - \text{Erg}^a[\text{Model}]
= TP \cdot p \left(\frac{1 - P_i}{P_i} - \frac{H_{\text{Rk}}}{H}\right)
- (FP \cdot (1 - p) + TP \cdot p \cdot \text{RRR}) \left(1 + \frac{H_{\text{Rk}}}{H}\right)
\]

\[
\text{TP} = P(\text{Treat} \land D+) = S \cdot p \cdot (1 - \text{RRR}) = TP \cdot p \cdot (1 - \text{RRR})
\]

\[
\text{FP} = P(\text{Treat} \land D-) = (1 - S) \cdot (1 - p) + S \cdot p \cdot \text{RRR}
= FP \cdot (1 - p) + TP \cdot p \cdot \text{RRR}
\]

\[
\text{FN} = P(\text{None} \land D+) = (1 - S) \cdot (1 - p) + S \cdot p \cdot \text{RRR}
= FP \cdot (1 - p) + TP \cdot p \cdot \text{RRR}
\]

\[
\text{TN} = P(\text{None} \land D-) = (1 - S) \cdot (1 - p) + S \cdot p \cdot \text{RRR}
= FP \cdot (1 - p) + TP \cdot p \cdot \text{RRR}
\]

\[
\text{ERG}^a[\text{Treat all}] = \text{ERG}^a[\text{Treat all}] - \text{ERG}^a[\text{Model}]
= (TN \cdot (1 - p) + FP \cdot p \cdot \text{RRR}) \left(1 + \frac{H_{\text{Rk}}}{H}\right)
- p \cdot FN \left(\frac{1 - P_i}{P_i} - \frac{H_{\text{Rk}}}{H}\right)
\]

According to DCA theory, we say that strategy 1 is better than strategy 2 for an interval of threshold values $[a, b]$, if $\text{NERD}[\text{Strategy 1, Strategy 2}] < 0$ whenever $p \in [a, b]$.

**Procedure**

1. Suppose we have a group of patients for which the model assigns $P_i = P(D+)$ the probability of disease for the $i$th patient, where $i = 1, 2, 3, \ldots, N$

2. Suppose that we actually know the reality for each patient, i.e. $d_i = 1$ (the $i$th patient has the disease) or $d_i = 0$ (the $i$th patient is disease free). Let $D_i = \sum d_i$ (the total number of patients with the disease) and estimate the variable $p = P(D+) = \frac{D_i}{N}$.

3. For each possible value of the threshold $P_i$, we will calculate the $TP, FP, TN$ and $FN$ as functions of the threshold $P_i$:

   - **True Positive** $: TP = P(p \geq P_i | D+)$
   - **False Positive** $: FP = P(p \geq P_i | D-)$
   - **True Negative** $: TN = P(p \leq P_i | D-)$
   - **False Negative** $: FN = P(p \leq P_i | D+)$

4. Calculate Expected Regret [formulas (1), (2) and (3)] or $\text{NERD}[\text{formulas (4), (5) and (6)}]$ for each value of $P_i$.

**Comparing two models**

In a particular case when we have two models and want to compare the Net Expected Regret Difference, we simply repeat the procedure above for the threshold $P_i = x$ with particular (fixed) values of true and false positive and negative rates $TP_x$, $FP_x$, $TN_x$, and $FN_x$.

\[
\text{ERG}^a[\text{Model,}] = \frac{H_{\text{Rk}}}{H} + (FP \cdot (1 - p) + TP \cdot p \cdot \text{RRR}) \left(1 + \frac{H_{\text{Rk}}}{H}\right)
+ p \cdot FN \left(\frac{1 - x}{x} - \frac{H_{\text{Rk}}}{H}\right)
\]

The Net Expected Regret Difference (NERD) between these two models is then
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\[ \text{NERD}[	ext{Model}_1, \text{Model}_2] = \text{ERg}^* \left[ \text{Model}_1 \right] - \text{ERg}^* \left[ \text{Model}_2 \right] \]
\[ = [(FP_1 - FP)(1 - p) + (TP_2 - TP) \cdot p \cdot \text{RRR}] \left( 1 + \frac{H_{\text{ERg}}}{H} \right) \]
\[ + p \cdot FN_x \cdot \frac{1 - x}{x} - p \cdot FN \cdot \frac{1 - p}{P_1} - (FN_x - FN) \cdot p \cdot \frac{H_{\text{ERg}}}{H} \]  
(A7)

Overtreatment/Undertreatment formulas

Using the definitions of percentage count formulas, let’s define the differential percentage counts (the differences between the percentage counts of two models) as:

\[ \text{Under treatment : } \% \Delta FN = \% FN_x - \% FN = FN_x \cdot p - FN \cdot p \]
\[ = p \cdot (FN_x - FN) \]  
(A8)

and

\[ \text{Overtreatment : } \% \Delta FP = (FP_x - FP)(1 - p) + (TP - TP) \cdot p \cdot \text{RRR} \]
\[ = (FP_x - FP)(1 - p) - (FN_x - FN) \cdot p \cdot \text{RRR} \]  
(A9)

Using these formulas, we can express the Net Expected Regret Difference using the overtreatment and undertreatment differences:

\[ \text{NERD}[	ext{Model}_1, \text{Model}_2] \]
\[ = \% \Delta FP \cdot \left( 1 + \frac{H_{\text{ERg}}}{H} \right) + \% FN_x \cdot \left( \frac{1 - x}{x} - \frac{1 - p}{P_1} \right) \]
\[ + \% \Delta FN \cdot \left( \frac{1 - p}{P_1} \cdot \frac{H_{\text{ERg}}}{H} \right) \]  
(A10)

In general – over treatment can be calculated as the difference in False Positives between two different strategies/alternatives, like in formulas (8) and (9) above. Undertreatment is, similarly, the difference in False Negatives. Therefore, we have the following False Positive and False Negative rates for various strategies: Treat None \((FP = 0 \text{ and } FN = 1)\), Treat All \((FP = 1 \text{ and } FN = 0)\), Threshold Model \((FP = FP(p) \text{ and } FN = FN(p))\) and Guideline Model \((FP_x = FP(x) \text{ and } FN_x = FN(x))\).

The differences are then in general given as:

\[ \text{Under treatment : } \% \Delta FN (\text{Strategy}_1, \text{Strategy}_2) = p \cdot (FN_1 - FN_2) \]

\[ \text{Overtreatment : } \% \Delta FP (\text{Strategy}_1, \text{Strategy}_2) \]
\[ = (FP_1 - FP_2)(1 - p) - (FN_1 - FN_2) \cdot p \cdot \text{RRR} \]

\[ \text{Under treatment : } \% \Delta FN (\text{Treat All, Treat None}) = p \cdot (0 - 1) \]
\[ = -p \]

\[ \text{Overtreatment : } \% \Delta FP (\text{Treat All, Treat None}) \]
\[ = (1 - 0)(1 - p) - (0 - 1) \cdot p \cdot \text{RRR} = (1 - p) + p \cdot \text{RRR} \]

\[ \text{Under treatment : } \% \Delta FN (\text{Model, Treat None}) = p \cdot (FN - 1) \]

\[ \text{Overtreatment : } \% \Delta FP (\text{Model, Treat None}) \]
\[ = (FP - 0)(1 - p) - (FN - 1) \cdot p \cdot \text{RRR} \]
\[ = FP \cdot (1 - p) + (1 - FN) \cdot p \cdot \text{RRR} \]

\[ \text{Under treatment : } \% \Delta FN (\text{Guideline, Treat None}) = p \cdot (FN_x - 1) \]

\[ \text{Overtreatment : } \% \Delta FP (\text{Guideline, Treat None}) \]
\[ = (FP_x - 0)(1 - p) - (FN_x - 1) \cdot p \cdot \text{RRR} \]
\[ = FP_x \cdot (1 - p) + (1 - FN_x) \cdot p \cdot \text{RRR} \]

\[ \text{Under treatment : } \% \Delta FN (\text{Model, Treat All}) = p \cdot (FN - 0) \]
\[ = p \cdot FN \]

\[ \text{Overtreatment : } \% \Delta FP (\text{Model, Treat All}) \]
\[ = (FP - 1)(1 - p) - (FN - 0) \cdot p \cdot \text{RRR} \]
\[ = (FP - 1)(1 - p) - FN \cdot p \cdot \text{RRR} \]

\[ \text{Under treatment : } \% \Delta FN (\text{Guideline, Treat All}) = p \cdot (FN_x - 0) \]
\[ = p \cdot FN_x \]

\[ \text{Overtreatment : } \% \Delta FP (\text{Guideline, Treat All}) \]
\[ = (FP_x - 1)(1 - p) - (FN_x - 0) \cdot p \cdot \text{RRR} \]
\[ = (FP_x - 1)(1 - p) - FN_x \cdot p \cdot \text{RRR} \]

\[ \text{Under treatment : } \% \Delta FN (\text{Model, Guideline}) = p \cdot (FN - FN_x) \]

\[ \text{Overtreatment : } \% \Delta FP (\text{Model, Guideline}) \]
\[ = (FP - FP_x)(1 - p) - (FN - FN_x) \cdot p \cdot \text{RRR} \]

The "*" means this is SCALED expected regret. Scaled by \(H = U_4 - U_2\).
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Abstract

Background: According to the threshold model, when faced with a decision under diagnostic uncertainty, physicians should administer treatment if the probability of disease is above a specified threshold and withhold treatment otherwise. The objectives of the present study are to a) evaluate if physicians act according to a threshold model, b) examine which of the existing threshold models [expected utility theory model (EUT), regret-based threshold model, or dual-processing theory] explains the physicians’ decision-making best.

Methods: A survey employing realistic clinical treatment vignettes for patients with pulmonary embolism and acute myeloid leukemia was administered to forty-one practicing physicians across different medical specialties. Participants were randomly assigned to the order of presentation of the case vignettes and re-randomized to the order of “high” versus “low” threshold case. The main outcome measure was the proportion of physicians who would or would not prescribe treatment in relation to perceived changes in threshold probability.

Results: Fewer physicians choose to treat as the benefit/harms ratio decreased (i.e. the threshold increased) and more physicians administered treatment as the benefit/harms ratio increased (and the threshold decreased). When compared to the actual treatment recommendations, we found that the regret model was marginally superior to the EUT model [Odds ratio (OR) = 1.49; 95% confidence interval (CI) 1.00 to 2.23; p = 0.056]. The dual-processing model was statistically significantly superior to both EUT model [OR = 1.75, 95% CI 1.67 to 4.08; p < 0.001] and regret model [OR = 2.61, 95% CI 1.11 to 2.77; p = 0.018].

Conclusions: We provide the first empirical evidence that physicians’ decision-making can be explained by the threshold model. Of the threshold models tested, the dual-processing theory of decision-making provides the best explanation for the observed empirical results.

Keywords: Medical decision-making, Threshold model, Dual-processing theory, Regret, Expected utility theory

Background

Medical decision-making is often performed under conditions of diagnostic uncertainty; that is, physicians frequently need to decide whether to give treatment to a patient who may or may not have a disease. Clinical practice is full of these examples. For instance, if the physician treating a patient with a sore throat estimates that the probability of streptococcal infection is sufficiently high, she may decide to treat – assuming that the benefits of administering antibiotic outweigh its potential harms. Thus, to make appropriate therapeutic decision when a diagnosis is uncertain, the clinician has to: 1) ascertain the probability of a patient having the disease, and 2) decide whether the potential treatment benefits will outweigh its harms.

In everyday clinical practice, the assessment of the likelihood of disease and balance of treatment's benefits and harms is often done intuitively, but this decision-making process can be formalized under the “threshold model” [1,2]. According to the threshold model, when faced with uncertainty about whether to treat a patient who may or may not have a disease, there must exist some probability at which a physician is indifferent.
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between administering versus not administering treatment; this is known as threshold probability [1,2]. Physicians would choose to treat when the probability of disease is above the threshold probability and would choose to withhold treatment otherwise [1,2]. The threshold model stipulates that as the therapeutic benefit/harms ratio increases, the threshold probability at which treatment is justified is lowered. Conversely, if the treatment’s benefit/harms ratio decreases, the required threshold for therapeutic action will be higher. To date, three types of threshold models have been described: 1) the original model, based on the expected utility theory (EUT) framework \( T_{EUT} \) [1,2]; 2) the regret-based threshold model \( T_{RG} \) [3-5]; and 3) the threshold model based on the dual-processing theory of decision-making \( T_{DP} \) [6].

The \( T_{EUT} \) model is derived from the principles of decision theory, which hold that a decision-maker should select the option with the highest expected utility to maximize achievement of valued outcomes. The \( T_{RG} \) model is based on expected regret theory, which holds that the preferred course of action is based on the least amount of regret associated with a possible wrong decision. The \( T_{DP} \) model is based on dual processing theories, which postulate that our cognition is governed by so called type 1 or 2 processes [7-15]. Type 1 processes are intuitive, automatic, fast, narrative, experiential and affect-based; type 2 processes are analytical, slow, verbal, and deliberative supporting formal logical and probabilistic analyses [7-16].

Despite the widespread popularity, none of the threshold models \( T_{EUT}, T_{RG}, T_{DP} \) have been subjected to empirical evaluation to test their descriptive accuracy. The purpose of our study was to assess whether physicians act according to a threshold model, and if they do, to determine which model best explains their decision-making. Knowing if physicians operate under a threshold model and which model best describes physicians’ decisions is very important for medical education as it can help identify the most salient features of medical decision-making. This, in turn can be used for didactic purposes towards better practice of clinical decision-making. In addition, understanding the decision-making processes can help explain patterns observed in the contemporary clinical practice such as treatment overuse and underuse.

**Methods**

**Participants and setting**

Physicians from the University of South Florida and Evidence-based Medicine Discussion Group were recruited for the study via email invitation to participate in a web-based survey. E-mail invitations were sent via institutional listserv followed by a weekly reminder. No incentives were offered for participation in the study. The only inclusion criteria were that participants were practicing physicians, regardless of the field of medicine, actively involved in therapeutic decision-making on a daily basis. The survey was closed after the target sample was reached. The study was approved by the USF IRB (No. Pro9047).

**Design and materials**

All theories of decision-making agree that choices are functions of benefits (gains) and harms (losses). Therefore, we constructed the case vignettes to allow easy discernment of benefits and harms for serious, life-threatening outcomes. The aim was to compel our study participants to rely on the estimates of benefits and harms, in particular on the benefit/harm (B/H) ratio. To minimize “framing effect” [17], we chose presentation and wording that is commonly used in the literature and medical communication and with which most physicians are familiar.

**Threshold models**

Our case vignettes refer to a clinical situation when a decision about treatment has to be made but a physician is uncertain whether the patient has a given condition and no further diagnostic tests are available to her/him to reduce the diagnostic or prognostic uncertainty. We now provide a brief outline of all 3 models:

1) Expected utility threshold model

Although often considered gold standard of rationality, violation of decision-making by EUT is well documented in literature [5,18-21]. However, one issue is rarely directly addressed: do people violate precepts of EUT because of errors due to brain processing limitations, or because EUT does not reflect the optimal decision-making perspective of the decision-maker. For example, few people can accurately multiply 3.4578*4.678; that does not, however, mean they reject (normatively) the correct answer once they perform the calculation with help of a calculator. Most people simply correct their error and accept the answer obtained after punching the numbers into a calculator. We, therefore, asked the following question: will people behave according to EUT after they are told what they should (normatively) do? Or, will they violate the rules of EUT even after they are told what is the theoretical best course of action? For this purpose, we included a number of prescriptive statements in our case vignettes based on the EUT normative calculations.

The EUT threshold was calculated as:

\[
T_{EUT} = 1/(1 + \frac{B_2}{H_2})
\]  

where benefits/harms \((B_2/H_2)\) refer to the objective data obtained from the literature. Thus, if \(B_2/H_2 = 9\), the probability above which we should give treatment is only
10%. [The EUT model relies on type 2 processes. Hence, we used the subscript 2 in equation 1].

2) Regret threshold model

Many clinical decisions are driven by regret where a decision-maker (a doctor or a patient) seeks to minimize regret associated with a potentially wrong decision [3-5]. In general, in a clinical situation similar to the one considered here, a decision maker deals with two types of regret: failure to provide benefit (regret of omission) versus administering unnecessary and potentially harmful treatment (regret of commission) [3-5]. Given that in medical decision-making most decisions cannot be reversed (e.g., once surgery has occurred, its effects cannot be reversed), the \( T_{REG} \) model is based on anticipatory regret only [3-5] (as opposed to retrospective regret or post-decision justification regret [22,23]). Anticipation of regret leads to more vigilant decision making, satisfying most of the criteria of high-quality decisions [8,24]. To estimate regret of omission versus commission, as alluded above, we employed the regret-based Dual Visual Analog Scale (DVAS) [25] (see Figure 1 and Additional file 1 for further details on actual regret elicitation). Regret threshold was calculated by employing the following formula:

\[
T_{REG} = 1 \left( 1 + \frac{B_1}{H_1} \right)
\]  

where \( B_1/H_1 \) is failure to benefit/unnecessary harms. Note the regret threshold model is, psychologically, a type 1 only model, which relies on holistic assessment of benefits and harms (hence, we used subscript 1 in the equation). That is, the model predicts that the responses will be determined by regret, which is an affective (and hence type 1) response.

3) Dual-processing threshold model

In recent years, it has become evident that decision-making theories which assume a single system of reasoning are not sufficient to explain human decision-making [8,9,26-28]. Instead, as introduced above, it is increasingly accepted that cognitive processes are governed by both type 1 and type 2 processes [8,9,26-28]. We recently developed a threshold model based on dual processing theory \( T_{DP} \), which takes into account analytical type 2 functioning based on rational calculus of EUT as well as type 1 mechanisms driven both by emotion (regret) and other type 1 processes [6].

The decision to administer treatment according to type 2 processing depends on the EUT threshold calculated as shown in equation 1. The extent of type 1 processes (i.e., the extent to which type 1 processes are not suppressed by or compete with type 2 processes) in the decision-making is given by parameter \( \gamma \) [0 to 1]; if \( \gamma = 0 \), then decision-making adheres to EUT. Conversely, if \( \gamma = 1 \), then type 1 processes dominate decision-making. For any \( 0 \leq \gamma \leq 1 \), decision-making is a combination of both processes. The formula for calculation of the \( T_{DP} \) is given by:

\[
T_{DP} = (T_{EUT}) \left[ 1 + \frac{\gamma}{2(1-\gamma)} \left( \frac{H_1}{H_2} \left( 1 - \frac{B_1}{H_1} \right) \right) \right]
\]  

As explained, \( B_1 \) and \( H_1 \) are elicited from the participants (Figure 1) while \( T_{EUT} \) is calculated based on the best evidence from the literature, \( B_2 \) and \( H_2 \). Because \( \gamma \) represents the extent of activation of type 1 processes, this can be conceptualized as relative distance between analytically derived \( T_{EUT} \) and regret-based, \( T_{REG} \). Thus, we calculated \( \gamma \) in the following way (keeping the value between 0 and 1):

\[
\gamma = \begin{cases} 
\frac{T_{EUT} - T_{REG}}{T_{EUT}} & \text{if } \frac{T_{EUT} - T_{REG}}{T_{EUT}} < 1 \\
1 & \text{otherwise}
\end{cases}
\]  

Therefore, \( \gamma \) is equal to \( \frac{T_{EUT} - T_{REG}}{T_{EUT}} \) if \( \frac{T_{EUT} - T_{REG}}{T_{EUT}} < 1 \). If \( \frac{T_{EUT} - T_{REG}}{T_{EUT}} \geq 1 \), then \( \gamma \) is equal to 1. Estimates for \( \gamma \) are provided in Additional file 2, Table S1.

Note that there are many dual-processing theories [29] and the model presented here represents a specific dual-processing model that is applicable to single-point clinical decisions [6].

A survey to test the threshold models

We devised two clinical scenarios - one for a familiar condition and a second which required specialized knowledge. Scenario 1 was about treatment of pulmonary embolism (PE), which should be familiar to the vast majority of physicians. Scenario 2 was about treatment of acute myeloid leukemia (AML), with which only a minority of physicians have experience (see Additional file 2 for the survey/concrete examples).

To examine dual processing aspects, we used a variation of the two-response paradigm in which initial responses are considered to represent mostly type 1 processes, and later responses are considered to represent the added influence of type 2 processes. We, therefore, included more detailed information between the first and the second response.

To capture this initial (type 1) response, we first asked all participants to provide their best assessment on benefits/harms for treatment of PE and AML, respectively. That is, the first question was devoid of any case-specific contextual details. This response to benefits (B) and harms (H) due to over-learned processes (see below and Discussion) is postulated to be automatic (\( s_{auto} \)), and we label them here as \( B_{auto} \) and \( H_{auto} \).

The \( B_{auto} \) over \( H_{auto} \) is stipulated to serve as an "anchor" but is expected to be further modified by the contextual
Figure 1 A schema of the experimental design. Note that design was entirely within participants and that all participants answered all question (but in different order, according to the randomization sequence). Abbreviations: PE, Pulmonary embolism; AML, Acute Myeloid Leukemia; $\text{B}_{\text{aut}}/H_{\text{aut}}$, automatic benefit to harm ratio; pPE, probability of PE; $H_2$, harms associated with treatment provided; $B_{\text{H}_2}$, benefit to harm ratio provided in the case; $B_{\text{H}_1}$, benefit to harm ratio elicited form participants using DVAS; DVAS, dual visual analog scale; pAML, probability of AML relapse. Note: All participants completed all vignettes. Only the order of presentation of vignettes was randomized where indicated.

details of each case presentation as affected by the various type 1 and type 2 processes. By eliciting the anchor value, our attempt was to ensure elicitation of the subsequent responses related to $B_1$ and $H_1$ estimates within clinically realistic range. Note, however, we only need to elicit $B_1$ and $H_1$ values to perform the actual calculations; elicitation of $B_{\text{aut}}$ and $H_{\text{aut}}$ only serve to conduct the experimental procedure according to our theoretical framework.

We note that type 1 processes are determined by a number of factors, including: (a) affect, (b) evolutionary hard-wired processes, responsible for automatic responses to potential danger, (c) over-learned processes based on type 2 mechanisms that have been relegated to type 1 responses (such as the effect of intensive training resulting in the use of heuristics), and (d) the effects of tacit learning [11]. All these factors were taken into account in construction of the vignettes in the following way: medical education and exams typically consist of case vignettes, which after many hours of training become internalized and represent the basis for acquiring expertise and actual practice of medicine. The vignettes, therefore, were constructed to be as realistic as possible in order to represent actual patients with additional context-specific details. Thus, the response to the case integrates automatic type 1 processes to capture both the effect of intensive training (which relies on the use of heuristics) and affect (regret) to possible acts of omission or commission associated with potentially wrong treatment. The latter was measured using DVAS for assessment of regret in holistic fashion [25] (See also Additional file 1). That is, the regret-related consequences had encompassed all possible harms and benefits envisioned by the respondents. Therefore, we label actually elicited benefits and harms as $B_1$ and $H_1$.

To activate type 2 deliberations and analytic processes, we provided additional objective data on the management of PE and AML based on the best available evidence in the literature. This was given both in terms
Table 1 Participant demographics and experience

<table>
<thead>
<tr>
<th>Variable</th>
<th>Number of participants (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>41 (100)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>28 (68)</td>
</tr>
<tr>
<td>Female</td>
<td>13 (32)</td>
</tr>
<tr>
<td>Age</td>
<td></td>
</tr>
<tr>
<td>Median (Range)</td>
<td>41 (26 to 66)</td>
</tr>
<tr>
<td>Area of specialization</td>
<td></td>
</tr>
<tr>
<td>Anesthesiology</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Dermatology</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Emergency Medicine</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Family Medicine</td>
<td>10 (24)</td>
</tr>
<tr>
<td>Hematology and Oncology</td>
<td>14 (34)</td>
</tr>
<tr>
<td>Internal Medicine</td>
<td>5 (12)</td>
</tr>
<tr>
<td>Obstetrics and Gynecology</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Otolaryngology</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Urology</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Other*</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Level of experience</td>
<td></td>
</tr>
<tr>
<td>Resident</td>
<td>10 (24)</td>
</tr>
<tr>
<td>Fellow</td>
<td>8 (20)</td>
</tr>
<tr>
<td>Attending</td>
<td>23 (56)</td>
</tr>
<tr>
<td>Experience treating patients for PE (N = 41)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Fewer than 5 patients</td>
<td>11 (27)</td>
</tr>
<tr>
<td>Between 5 and 10 patients</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Between 11 and 20 patients</td>
<td>7 (17)</td>
</tr>
<tr>
<td>More than 20 patients</td>
<td>16 (39)</td>
</tr>
<tr>
<td>PE vignettes similar to experience (N = 38)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>30 (79)</td>
</tr>
<tr>
<td>No</td>
<td>8 (21)</td>
</tr>
<tr>
<td>Experience treating patients for AML (N = 41)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>25 (61)</td>
</tr>
<tr>
<td>Fewer than 5 patients</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Between 5 and 10 patients</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Between 11 and 20 patients</td>
<td>4 (10)</td>
</tr>
<tr>
<td>More than 20 patients</td>
<td>7 (17)</td>
</tr>
<tr>
<td>AML vignettes similar to experience (N = 16)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>14 (88)</td>
</tr>
<tr>
<td>No</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Understand formal principles of decision analysis (N = 41)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>29 (71)</td>
</tr>
<tr>
<td>No</td>
<td>12 (29)</td>
</tr>
</tbody>
</table>

*One public health and one preparing for residency in internal medicine.

of general narrative description of treatment for PE and AML and specific prescriptive statements that “treatment is justified when probability of disease (PE or AML) is sufficiently high for given benefits and harms”. We label the objective benefits and harms as B3 and H3, respectively.

To keep the scenarios as realistic as possible, benefit and harms parameters were tailored to the case descriptions (PE, AML). Benefits and harms were given for each case (6 vignettes in total). Three vignettes included description of PE and three described AML cases. The three vignettes represented the base-case (intermediate benefits/harms ratio), high-risk (with low benefit/harms ratio resulting in higher threshold in comparison with the base-case), and low-risk (high benefit/harms ratio resulting in lower threshold in comparison with the base-case). In the vignettes, we also provided data on probability of disease (PE or AML relapse, respectively). In addition, when asked “would you give treatment to this patient” in the instruction prior to presenting the first (base-case) vignette, we included a normative statement that “treatment should be given if probability of disease exceeds probability X” where X was derived using B2/H2 data and referred to the probability of PE and AML, respectively. In PE vignettes, in addition to providing assessment of probability of disease in a base-case vignette, we also included data on the probability of PE in high- and low-risk vignettes (we kept probability of PE in all scenarios at 50%). The intent was to enable type 2 functioning to the maximum possible extent, and to ensure that the observed results are not ascribed to simple error in calculations but rather reflect activation of systematic cognitive processes (see also below). In case of AML, we provided sufficient details from which a physician familiar with treatment of AML could easily deduce high or low probability of relapse (but without including explicit quantitative statements about probability of AML relapse). The intent here was to simulate actual practice where experts typically talk about "high" or "low" risk for relapse, but rarely quantify it. In both cases, we expected to observe the physicians' behavior according to a threshold model.

Finally, to control for the order of presentation, we randomly presented PE versus AML vignettes. We further randomized the order of presentation to low versus high “threshold” descriptions, and the DVAS anchor used to elicit regret (i.e. we randomized a default slider position at 0% vs. 100%). Thus, all participants were presented all questions related to all vignettes, but the ordering of questions was randomized within the individual participants.

In summary, the manipulated factors were: response stage (initial/final), scenario familiarity (pulmonary embolism/acute myeloid leukemia), and level of threshold (“risk”) according to EUT (high/low B2/H2 ratio), all manipulated within participants.
Figure 1 shows details of the experimental design.

Statistical analysis
We planned to recruit 40 participants, which is a customary sample size for cognitive psychology experiments. To test our main hypothesis, we postulated the following: if the threshold concept operates, then fewer physicians will give treatment as the threshold probability increases; this is because the physicians will require higher diagnostic certainty to prescribe treatments when threshold level is high. Conversely, as the threshold drops, lower diagnostic certainty is required, and more physicians will prescribe treatment. To assess whether our predictions will bear out, we compared responses to the base-case vignettes with those in which the threshold was higher (“high-risk”, low B₁/H₁) or lower (“low-risk”, high B₂/H₂) in relation to the base-case scenario. Thus, the main outcome in our study was comparison of a proportion of the physicians who will or will not prescribe treatment in relation to perceived change in the EUT threshold probability. To assess for the difference in responses between base-case and high-risk (low B₂/H₂, high threshold) and base-case and low-risk (high B₁/H₁, low threshold) scenarios we employed McNemar’s test because of the paired nature of our data [30].

Our secondary outcomes consisted of deriving three thresholds, one for each model (i.e., T_{EUT}, T_{RG} and T_{DP}) with respect to the given probability of diagnosis of PE and AML relapse, respectively. We postulated that the actual threshold would be lower than the estimated probability of disease for physicians who decided to treat. On the other hand, for physicians who decided not to treat, the threshold will be higher than the estimated probability of disease. We computed the threshold for each participant and assessed whether their decisions to treat or not were in agreement with the particular threshold model. To explain which threshold model can best explain our main results, we assessed the difference in agreement between all three threshold models. Agreement was established if the probability of PE or AML was greater than or equal to threshold and the participant decided to treat or if the probability of PE or AML was less than threshold and the participant decided not to treat. A two-level logit mixed-model was applied which allowed us to account for the correlated multiple responses within each participant for each of the six vignettes. The model was fit using the command meqrlogit in STATA [31].

Results
A total of 41 consecutively enrolled physicians participated in the web-based survey. Two out of 41 participants were not practicing physicians (1 was a public health professional, and 1 was preparing for residency in internal medicine). Data from these two participants were included in the report as there were no significant differences in the findings when they were removed from the analysis. To ensure that we enrolled a sufficient number of physicians with experience in treating AML, an invitation to participate was first sent to hematology and oncology fellows and the faculty at the USF. After receiving 10 responses, we sent invitations for the survey to all other types of specialties. Details on the demographics of participants and other characteristics are summarized in Table 1. Thirty-eight of the 41 participants (93%) had experience treating PE, while 16 (39%) of physicians had experience with treatment of patients with AML. Both PE and AML vignettes were judged by majority of physicians (79% and 88%, respectively) as realistic examples of real-life clinical situations. Twenty-nine (71%) participants stated that they are familiar with the formal principles of decision analysis (which is based on EUT).

Table 2 shows the results of main analysis. The results are consistent with our main hypothesis: fewer physicians treat as the benefit/harms ratio decreased (i.e. threshold increased) whereas more physicians administered treatment as the benefit/harms ratio went up (and the threshold decreased). A significantly lower proportion of physicians favored treatment in the “high threshold” (high-risk) case compared to the base-case both for PE and AML case vignettes (p < 0.0001). Similarly, a significantly higher proportion of physicians favored treatment in the “low threshold” (low-risk) case compared to the base-case (p < 0.0001) in the AML vignette. However, there were no statistically significant differences in responses between the base-case and “low threshold” case for PE. The reason for this is that, surprisingly, we detected ceiling effects in the PE case: all physicians stated that they would treat the patient in the vignette with high benefit/harm ratio (“low-risk”, “low threshold” vignette) while only one physician would not treat the patient in the base-case vignette. Nevertheless, qualitatively the results went in the same direction providing overall support for our hypotheses. In addition, the results were robust to the sensitivity analyses according to the years of experience, areas of expertise, familiarities with the clinical situation, experience with decision analysis, or order of randomization (see sensitivity analysis in Table 2 in Additional file 1). Thus, the findings indicate that, relative to base rates, the probability of treatment decreased in the “high threshold” (“high-risk”, low benefit/harm ratio) vignettes, and increased in the “low threshold” (“low-risk”, high benefit/harm ratio) vignettes (except for PE where treatment probability was at ceiling in the base-case and could not increase any further).

The results show that the threshold concept is likely to be operating in clinical practice but does not clarify which threshold model is valid (Table 2). Table 3 shows the threshold value results according to all three threshold models tested (Additional file 2). When compared to the actual
Table 2 Decision to administer treatment (N = 41)

<table>
<thead>
<tr>
<th>Case</th>
<th>Pulmonary Embolism</th>
<th>Acute Myeloid Leukemia</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Treat (%)</td>
<td>No treat (%)</td>
</tr>
<tr>
<td>Base case</td>
<td>40 (98)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>High threshold &quot;risk&quot; case</td>
<td>16 (39)</td>
<td>25 (61)</td>
</tr>
<tr>
<td>Low &quot;risk&quot; threshold case</td>
<td>41 (100)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Treatment recommendations in a pooled mixed model analysis, we found that the regret model was marginally statistically superior to the EUT model [Odds ratio (OR) = 1.49; 95% confidence interval (CI) 1.00 to 2.23; p = 0.06]. The dual-processing model was statistically significantly superior to both the EUT model [OR = 1.75, 95% CI 1.67 to 4.08; p < 0.001] and regret model [OR = 2.61, 95% CI 1.11 to 2.77; p = 0.018]. Figure 2 shows predicted probability of the agreeing with threshold for each model. Thus, the dual-processing threshold model appears to most consistently agree with the observed data.

Discussion

In this paper, we provide empirical evidence that physicians appear to make their decisions according to the threshold model. A few empirical studies evaluated if physicians make decisions according to the threshold model [18,19] but none consider putting their results within a specific theoretical framework such as regret or dual processing theories. In this paper, we evaluated three types of threshold models published in the literature so far: 1) EUT [2], 2) regret [3,4], and 3) dual-processing model [6].

Regardless which threshold model can explain physicians' treatment decisions best, our finding that the threshold model appears to underpin typical clinical decision-making has practical implications for the practice of medicine and medical education. For example, it is estimated that between 30-50% of health care represents waste, mostly due to over-treatment [32]. Furthermore, approximately 80% of all health care expenditures are attributed to physicians' decisions [33]. If physicians' do act according to the threshold model, this would mean that every time they perceive that benefits of a treatment substantially outweigh its harms, we can expect that the treatment threshold will predictably drop. The lower the threshold, the lower is the diagnostic certainty required to justify treatment, thereby leading more physicians to prescribe treatment [5,20,21,34]. While this behavior may be rational, it, in turn, will lead to increase in over-treatment [5]. For example, in the baseline case of PE, almost all physicians (98%) would commit to treatment even though probability of PE was only 50%; that is, almost half of patients without PE would be treated unnecessarily. Conversely, the requirement for higher diagnostic certainty may lead to under-treatment. For example, in the high threshold case, only 39% of physicians would give treatment, even though the probability of PE was 50% (Table 2). Thus, depending on the clinical circumstances, both under- and over-treatment do occur in

Table 3 Physicians whose decision to administer treatment was in agreement with specific threshold (N = 41)

<table>
<thead>
<tr>
<th>Case</th>
<th>Pulmonary Embolism</th>
<th>Acute Myeloid Leukemia</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Agree (%)</td>
<td>Disagree (%)</td>
</tr>
<tr>
<td>Base case</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EUT</td>
<td>40 (99)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Regret</td>
<td>38 (93)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Dual</td>
<td>40 (98)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>High risk case</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EUT</td>
<td>16 (39)</td>
<td>25 (61)</td>
</tr>
<tr>
<td>Regret</td>
<td>31 (76)</td>
<td>10 (24)</td>
</tr>
<tr>
<td>Dual</td>
<td>30 (73)</td>
<td>11 (27)</td>
</tr>
<tr>
<td>Low risk case</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EUT</td>
<td>41 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Regret</td>
<td>37 (90)</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Dual</td>
<td>30 (73)</td>
<td>11 (27)</td>
</tr>
</tbody>
</table>

Note: Agreement was established if the probability of PE or AML was greater than or equal to threshold and the participant decided to treat or the probability of PE or AML was less than threshold and the participant decided not to treat.
current medical practice and can be explained by the threshold model [4-6]. In general, however, over-treatment dominates the current medical practice in the US [33,35].

Overall, the EUT model predicted the observations with less accuracy compared to regret and dual-processing based models. Although finding that people violate expected utility theory is not new [8,20,21,36-38] it is, however, most interesting that many physicians did not act according to the EUT despite being given prescriptive advice indicating that it may be the most rational approach and regardless of the fact that the majority of them have been exposed to formal principles of decision analysis. The participants satisfied all the criteria for normative response: they had sufficient cognitive ability, high motivation, and appropriate ‘mindware’ i.e., cognitive tools to apply to the task [11], yet they failed to do so. We are not aware of any literature where this has been documented; in fact one lingering question related to the literature about violation of EUT relates to the issue whether the results can be explained by simple computational processing errors in the way people manipulate data on outcomes and probabilities. Our findings show that it is not simple processing errors that led to rejection of EUT. Rather, the results point to the fundamental findings that physicians, like other people [39], do not appear to follow prescriptive EUT as the optimal decision-making framework for medical decision-making. These observations have implications for practice of medicine as influential organizations charged to make clinical recommendations such as the United States Preventive Services Task Force (USPSTF) have increasingly used modeling based on EUT to issue clinical recommendations [40]. The fact that physicians may fail to follow EUT as a basis for decision-making may explain, for example, the vociferous debate that accompanied publication of the USPSTF guidelines on screening mammography [41].

We expected that much of the physicians’ actions are driven by automatic type 1 processes further modified by the contextual details of a given clinical situation. This is the consequence of the way medical education is structured, as the overlearned processes from thousands of hours of training eventually become one’s second nature that serve as the basis for quick, automatic decisions. We found that regret-based $B_i/H_i$ did differ from $B_{aut}/H_{aut}$ ratios across presented scenarios (Table 4). This, as stipulated in the Methods, indicates that the contextual characteristics of the cases presented in the vignettes

**Table 4 Benefit versus harm ratio based on type 1 response**

<table>
<thead>
<tr>
<th>Variable</th>
<th>n</th>
<th>Mean</th>
<th>Min</th>
<th>Median</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>PE</td>
<td>40</td>
<td>4.33</td>
<td>6</td>
<td>3.00</td>
<td>25.00</td>
</tr>
<tr>
<td>Base case</td>
<td>40</td>
<td>2.28</td>
<td>0.25</td>
<td>3.18</td>
<td>49.50</td>
</tr>
<tr>
<td>Low risk</td>
<td>39</td>
<td>12.46</td>
<td>0.66</td>
<td>5.26</td>
<td>100.00</td>
</tr>
<tr>
<td>High risk</td>
<td>41</td>
<td>1.76</td>
<td>0.05</td>
<td>0.98</td>
<td>18.80</td>
</tr>
<tr>
<td>AML</td>
<td>41</td>
<td>2.29</td>
<td>0.43</td>
<td>2.00</td>
<td>10.00</td>
</tr>
<tr>
<td>Base case</td>
<td>41</td>
<td>1.55</td>
<td>0.00</td>
<td>1.00</td>
<td>7.07</td>
</tr>
<tr>
<td>Low risk</td>
<td>39</td>
<td>4.39</td>
<td>0.00</td>
<td>1.94</td>
<td>22.50</td>
</tr>
<tr>
<td>High risk</td>
<td>40</td>
<td>0.70</td>
<td>0.00</td>
<td>0.50</td>
<td>3.00</td>
</tr>
</tbody>
</table>

Abbreviations: $B_{aut}/H_{aut}$ assessment of benefit/harms ratio based on automatic, quick response, $B_i/H_i$ type 1 response driven by regret, PE pulmonary embolism, AML acute myeloid leukemia, low “risk” low threshold, high “risk” high threshold clinical decisions, *Note that type 2 responses that relied on simple values, fixed $B_i/H_i$ ratios precluding direct statistical comparisons with $B_{aut}/H_{aut}$. However, the values of $B_i/H_i$ differed considerably from $B_{aut}/H_{aut}$ (from 1 to 10 in PE case, and 2 to 0.33 in AML case) consistent with a notion that the $B_{aut}/H_{aut}$ estimates did not solely drive the decision-making (see Discussion).
triggered other cognitive mechanisms both along the type 1 (e.g., regret) and type 2 processes.

Our model has certain limitations. Although our data do suggest physicians’ decision-making is more compatible with dual processing model than with the EUT or a simple regret model (Figure 2), our sample size was not large enough to provide more conclusive support in favor of dual processing model in each specific scenario (Table 3). This was the main limitation of our study. Nevertheless, theoretically, the results fit dual processing theories well, because treatment of PE is familiar to most physicians and AML is not. Novel problems trigger type 2 processing; so, for the relatively unfamiliar AML scenarios, dual processing (which takes both type 1 and type 2 processes into account) has predictive advantage. We should, of course, note that our results do not exclude the possibility that some people do act according to either EUT or regret model (Figure 2). In addition, as noted earlier, there are many dual-processing theories [38] and we evaluated a specific dual-processing model that is applicable to single-point clinical decisions such as those described in the vignettes [6] (see Additional file 1). A different model and experimental design would be needed for testing the way physicians make repeated decisions.

Our results also hold promise in medical education. We demonstrated that, at least in some circumstances, physicians do act according to the threshold model(s). Therefore, all medical curricula should include the teaching the threshold model(s). Although, on average, dual processing model has performed better, we believe that all 3 models should be taught because they collectively take into account the most salient features of human decision-making (assessment of the likelihood of disease and benefit/harms ratio), which are determined by both type 1 (fast, intuitive) and type 2 (slow, deliberative) reasoning processes. In addition, as outlined above, these descriptive models may conceivably be used in prescriptive fashion under some circumstances. For example, in circumstances where our affect plays a key role in the way we feel the consequences of benefits and harms, we may rely on regret approach. Conversely, where empirical evidence on benefits and harms is a driver of decision-making, then application of EUT may still be more suitable. However, we suspect that integration of both approaches, regret- and EUT-based, into dual processing model will be useful to most users. The details of how this integration may work is beyond a scope of this paper, but is sketched in [6].

Certainly, we need confirmatory and larger studies to reproduce (or refute) our results. While we found that the vignettes were judged by the vast majority of physicians as realistic examples of real-life clinical cases, it is still possible that different scenarios and different wording may elicit different responses. Although including realistic and familiar scenarios can be deemed as one of the strengths of our analysis, it has generated some analytical problems, as outlined above. Therefore, the future research should include larger studies with relatively less familiar, but still realistic-case vignettes.

Conclusions
We find that physicians appear to make treatment decisions according to the threshold model. Furthermore, physicians’ decision-making seems more compatible with the dual processing model than with either EUT or a simple regret model. While larger confirmatory studies are needed to affirm our results, the findings of this study may help improve our understanding of clinical decision making under diagnostic uncertainty and may be helpful in the development of medical education curricula and practice guidelines.
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Defining Optimum Treatment of Patients With Pancreatic Adenocarcinoma Using Regret-Based Decision Curve Analysis

Jonathan M. Hernandez, MD,* Athanasios Tsalatsanis, PhD, †‡ Leigh Ann Humphries, BA,* Branko Miladinovic, PhD, † † Benjamin Djulbegovic, MD, PhD, † †§ and Vic Velanovich, MD* 

Objective: To use regret decision theory methodology to assess three treatment strategies in pancreatic adenocarcinoma.

Background: Pancreatic adenocarcinoma is uniformly fatal without operative intervention. Resection can prolong survival in some patients; however, it is associated with significant morbidity and mortality. Regret theory serves as a novel framework linking both rationality and intuition to determine the optimal course for physicians facing difficult decisions related to treatment.

Methods: We used the Cox proportional hazards model to predict survival of patients with pancreatic adenocarcinoma and generated a decision model using regret-based decision curve analysis, which integrates both the patient's prognosis and the physician's preferences expressed in terms of regret associated with a certain action. A physician's treatment preferences are indicated by a threshold probability, which is the probability of death/survival at which the physician is uncertain whether or not to perform surgery. The analysis modeled 3 possible choices: perform surgery on all patients; never perform surgery; and act according to the prediction model.

Results: The records of 156 consecutive patients with pancreatic adenocarcinoma were retrospectively evaluated by a single surgeon at a tertiary referral center. Significant independent predictors of overall survival included preoperative stage (P = 0.005; 95% confidence interval [CI], 1.19-2.27), vitality (P = 0.001; 95% CI, 0.96-0.98), daily physical function (P < 0.001; 95% CI, 0.97-0.99), and pathological stage (P < 0.001; 95% CI, 3.06-16.05). Compared with the “always aggressive” or “always passive” surgical treatment strategies, the survival model was associated with the least amount of regret for a wide range of threshold probabilities.

Conclusions: Regret-based decision curve analysis provides a novel perspective for making treatment-related decisions by incorporating the decision maker’s preferences expressed as his or her estimates of benefits and harms associated with the treatment considered.

Keywords: outcomes, pancreatic cancer, pancreatic cancer survival, pancreatic resection, regret decision analysis

Ann Surg 2014;259:1208-1214

Although significant progress has been made over the last 2 decades in reducing perioperative mortality for patients with localized pancreatic adenocarcinoma, pancreaticoduodenectomy remains associated with significant morbidity. Moreover, long-term survival has remained unchanged and persistently elusive for the vast majority of patients with the disease. Operative extirpation, for which about 15% to 20% of patients are eligible, is undertaken when technically feasible because it offers the only opportunity for prolonged survival and because there are few alternative treatments—each of which has limited efficacy. However, even among patients undergoing complete tumor extirpation with negative margins, the disease recurs in 40% of the patients within 6 months, most commonly in the form of liver metastases. These patients may derive little-to-no survival benefit from local control, while potentially suffering from operative morbidity. Selection of patients likely to benefit from aggressive local control is therefore particularly important in the management of patients with radiographically localized pancreatic adenocarcinoma.

Decision analysis typically defines the probability of an event and provides the optimal model among alternative clinical management strategies, thus maximizing a definable outcome. Probability models based on diagnostic and prognostic variables have been used to assist physician decision making regarding various treatments and interventions, including resection for cancer, although the effectiveness of the models remains questionable. The reasons behind this skepticism include the probabilistic nature of these models that adds complexity to the decision process and, importantly, the reliance of most of these models on expected utility theory, which is often violated during decision making.

We recently developed a decision methodology that overcomes the limitations of probabilistic survival models and that can be used to facilitate medical decisions based on the decision maker’s preferences. Our methodology, regret-based decision curve analysis or Regret DCA, relies on the cognitive emotion of regret to identify conditions under which a physician is unsure about the choice between alternative treatment strategies. Surgeons, as with any decision maker, may experience regret (defined as the difference between the utility of an action taken and utility of an alternative action) if they eventually realize that a decision they made was suboptimal and that an alternative form of treatment would have been preferable. Regret DCA uses this regret to compute the threshold probability at which the physician is uncertain about which treatment strategy to recommend to his or her patient. In this study, we used Regret DCA to facilitate treatment decisions for a cohort of patients with localized, resectable pancreatic adenocarcinoma.

The intention of this article is to present a novel decision methodology that relies on regret theory and attempts to explain medical decision making for surgeons treating patients with pancreatic adenocarcinoma. Despite the fact that the prediction model presented has been well fitted to our data, its role in this article is secondary and its purpose is to demonstrate how the regret methodology can be used to evaluate 3 management strategies: aggressive, passive, or model-based decision making. In this context, we have demonstrated that the prediction model performs better the other 2 strategies in terms of regret.

MATERIALS AND METHODS

The records of 156 consecutive patients referred for surgical consultation from January 2005 to 2009 with pancreatic adenocarcinoma were retrospectively reviewed by a single surgeon at a tertiary referral center. The diagnosis was confirmed by histological evaluation, and disease stage was determined both by pathological...
evaluation of the resected specimen and by imaging. All patients had been administered the SF-36 Health Survey to assess quality of life, which includes 36 statements grouped into 8 domains of quality of life: physical functioning, physical role, bodily pain, general health, vitality, social functioning, emotional role, and mental health. The SF-36 uses a Likert scale of 0 to 100, with higher scores indicating better/normal health or physical functioning. It has been previously demonstrated that the SF-36 correlates well with pathology, survival, stage, and resectability of pancreatic lesions.28

The distribution for overall survival was estimated using the Kaplan-Meier method. Cox proportional hazards modeling was used to determine the effect on survival of the following 12 covariates, including those described by SF-36: age, sex, stage, adjuvant therapy, physical functioning, role-physical, role-emotional, bodily pain, pretreatment vitality, mental health, social functioning, and general health. Additional covariates such as tumor characteristics (lymphovascular invasion, perineural invasion, etc.) could potentially influence the output of the Cox model; however, this information is typically unknown to the surgeon a priori. Furthermore, such covariates were not included in the analysis because our data set was originally constructed on the basis of the methods and protocols designed for a study focusing on the quality of life, pathology, resectability, and survival in patients with pancreatic lesions. The model was created using stepwise elimination on all variables (P < 0.15 to enter, and P < 0.20 to stay). The proportional hazards assumption was examined using Schoenfeld residuals. The importance of each variable and the discriminative ability of the Cox model were examined using the Hosmer-Lemshow test statistic and explained variation R². All continuous variables were centered about the mean. All analyses were performed using STATA.39

To derive the optimal treatment strategy, we then used the Regret DCA methodology.19,20 Regret DCA uses the decision maker's feeling of regret to compute the threshold probability at which he or she is uncertain about alternative actions, for example, to operate or not to operate. In considering decisions for patients with pancreatic adenocarcinoma, we considered survival less than 7 months from the time of tumor extirpation as being unlikely to have imparted a survival advantage and therefore unnecessary based upon median survival of patients with locally advanced, nonmetastatic disease.31 On the basis of this assumption, we formulated a decision model that compares an individual patient's prognosis with the threshold probability at which the surgeon would be indifferent about recommending surgery.

Typically, decision theory suggests that a person should be treated if the probability of an event (i.e., the patient develops a disease; the patient dies; the patient survives longer than a predefined time frame, etc.) is greater than or equal to a threshold probability.7,8,32 In this article, we sought to treat the patients who were likely to survive longer than 7 months from the time of their resection. Therefore, the convention used is as follows: if the patient's probability of surviving 7 months is greater than or equal to the threshold probability (s ≥ Pt), then the patient should receive resection. If the patient's probability of survival is less than the threshold probability (s < Pt), the patient may be unlikely to benefit substantially from surgery and the surgeon should not recommend resection in favor of medical alternatives.

The probability of survival can be computed for each patient on the basis of the Cox survival model previously described. However, the threshold probability is subject to each surgeon's preferences and clinical practice attitudes. At the individual level, it can be computed as follows:9,29

\[
P_t = \frac{1}{1 + \frac{\text{Regret of omission}}{\text{Regret of commission}}}\]

(1)

We define "regret of omission" as the regret felt by a surgeon who withheld necessary surgery from a patient who may have benefited from that resection (patients with localized disease who lived longer than 7 months). Conversely, "regret of commission" is the regret felt by a surgeon who performed an unnecessary surgery on a patient who derived no benefit from that operation (e.g., the patient died as a result of the procedure or died within 7 months from the time of resection). Both regret values can be determined using the dual visual analagous scale (DVAS) (Fig. 1).19,20 Formally, regret can be expressed as the difference between the utility of the outcome of an action taken and the utility of the outcome of the action that, in retrospect, should have been taken.21-27 Commonly used techniques for estimating utility, and therefore decision maker's preferences, such as standard gamble and time tradeoff are time-consuming, cognitively complex, and have been shown to lead to biased estimates of people's preferences.33-35 Instead, in this article, we use the DVAS to estimate directly the values of regret of commission and omission.19,36 The DVAS comprise two 100-point scales, each anchored at no regret and maximum regret. One of the scales is used to elicit regret of omission and the other to elicit regret of commission (Fig. 1). After computing the surgeon's threshold probability, the clinical question regarding treatment of patients with pancreatic

---

**FIGURE 1.** Dual visual analog scales. These scales are used for the elicitation of the decision maker's threshold probability. The questions depicted are case specific.
Adenocarcinoma can be broken down into 3 strategies: (1) surgeons can stay passive and allow the disease to run its course; (2) surgeons can be aggressive and recommend resection on all patients; or (3) surgeons can use prediction models for guidance. Any of these strategies may cause regret if the outcome is poor. Under the regret DCA methodology, the optimal strategy is the one that will cause the least amount of regret if that strategy is proven suboptimal. Formally, regret can be expressed as the difference between the utility of the outcome of the action taken and the utility of the outcome of the action that, in retrospect, should have been taken.\textsuperscript{21-27} Considering the decision tree that describes this clinical problem (Fig. 2), we can compute the expected regret associated with each of the 3 strategies as follows:

\[ ERg[\text{No surgery}] = (1-s) \times \frac{P_i}{1-P_i} \]  
\[ \text{(2)} \]

\[ ERg[\text{Surgery}] = s \]  
\[ \text{(3)} \]

\[ ERg[\text{Model}] = \frac{\#FP}{n} \times \frac{P_i}{1-P_i} + \frac{\#FN}{n} \]  
\[ \text{(4)} \]

The values of \#FP and \#FN correspond to the number of false-positive (FP) and false-negative (FN) results, respectively, as compared with the actual patient outcomes used for the development of the prediction model, and the number of patients in the data set is \( n \). We define true-positive (TP), true-negative (TN), FP, and FN results as follows:

**TP**: The number of patients who will survive longer than 7 months and for whom the estimated probability of survival is greater than or equal to the threshold probability (i.e., the patients who should receive surgery).

**TN**: The number of patients who will die in 7 months and for whom the estimated probability of survival is less than the threshold probability (i.e., the patients who should not receive surgery).

**FP**: The number of patients who will die within 7 months and for whom the estimated probability of survival is greater than or equal to the threshold probability (i.e., the patients who received unnecessary surgery).

**FN**: The number of patients who will survive longer than 7 months and for whom the estimated probability of survival is less than the threshold probability (i.e., the number of patients who should have received surgery but did not).

As shown in equations 2 and 4, the expected regret associated with each strategy is a function of the physician’s threshold probability. To identify the least regretful action, the Regret DCA methodology computes the expected regret for a range of threshold probabilities (0-100), and expected regret is then graphed against the threshold probability for each of the 3 actions. The action with the lowest value of expected regret corresponds to the most desired action, given a certain threshold probability.

**FIGURE 2.** Decision model for performing surgery on patients suffering from pancreatic adenocarcinoma. \( s \) denotes the probability of survival, \( S \pm \) denotes surgery or no surgery, \( D \pm \) denotes death or no death, \( U \) are the utilities associated with each outcome, and \( Rg \) is the regret associated with each action. For example, \( Rg(S-, D+) \) is the regret associated with not performing a surgery for a patient who died within 7 months.
RESULTS

Patient Characteristics
A total of 156 patients with histologically confirmed primary pancreatic adenocarcinoma were included. The mean age was 65.9 ± 10 years, 83% were stage I or II, 54% were resected, 66% received chemotherapy, and the median survival was 18 months (95% confidence interval (CI), 12–26) (mean survival was 15.7 ± 25 months). The SF-36 scores revealed that role-physical and pretreatment vitality had the lowest scores and mental health had the highest score (Table 1). The distribution of overall survival is shown in Figure 3.

Survival Model
Of the 12 variables included in the data set, 3 met the stepwise inclusion criteria and were used to construct the survival model: stage, pretreatment vitality, and role-physical (daily physical functioning). The explained variation of the fitted model was $R^2_D = 0.4$ (95% CI, 0.27–0.52), and the proportional hazard assumption were not violated ($P < 0.96$). Table 2 presents the estimates of hazard ratio for the Cox prediction model.

| TABLE 1. Patient Demographics and SF-36 Scores |
|-----------------|------------------|------------------|
| Male:female, n (%) | 70 (45):86 (55) |
| Age, yr | 65.9 ± 10 |
| Stage: n (%) | |
| I | 61 (39) |
| II | 68 (44) |
| III | 25 (16) |
| 0 | 2 (1) |
| SF-36 scores* | |
| Physical functioning | 55.2 ± 31 |
| Role-physical | 35.5 ± 44 |
| Role-emotional | 57.4 ± 46 |
| Bodily pain | 55.5 ± 30 |
| Pretreatment vitality | 41.8 ± 24 |
| Mental health | 70.3 ± 21 |
| Social functioning | 60.8 ± 31 |
| General health | 60.7 ± 22 |
| Patients undergoing resection, n (%) | 85 (54) |
| Patients receiving chemotherapy, n (%) | 103 (66) |
| Survival, mo | 15.7 ± 25 |

Values are the mean ± SE unless otherwise indicated.
*SF-36 Health Survey, rated from 0 to 100 on a Likert scale, with higher scores indicating better health or physical function (ref).

Regret Decision Curve Analysis
We used Regret DCA to evaluate the 3 management strategies: (1) recommend against potentially curative surgery in favor of chemotherapy or chemoradiotherapy; (2) be aggressive and recommend resection; and (3) use the prediction model as a decision aid. Figure 4 depicts the expected regret as a function of threshold probability for each of the 3 management strategies. As shown, the least regretful strategy for threshold probabilities greater than 5% is to use the prediction model. For threshold probabilities between 80% and 87%, the regret curve associated with the prediction model is subject to noise that we attribute to the error term of the Cox prediction model. We assume that the prediction model remains the least regretful strategy within the 80% to 87% range as well. Our results demonstrate that the survival model has significant clinical value for the majority of decision makers.

Hypothetical Case Study
A 72-year-old woman with diabetes and hypertension has a diagnosis of pancreatic adenocarcinoma after undergoing endoscopic
retrograde cholangiopancreatography and common bile duct stenting for obstructive jaundice. She is currently without pain and is tolerating a regular diet. Her jaundice resolved after the placement of her biliary stent. Her computed tomographic scan demonstrates a localized mass in the head of the pancreas without involvement of the superior mesenteric vein, portal vein, superior mesenteric artery, or hepatic arteries. She is active and able to carry out all activities of daily living. She expresses a strong desire to spend as much time as she can with her grandchildren.

We demonstrate the decision process assuming 2 types of hypothetical decision makers: one surgeon is extremely selective in offering resection to patients with pancreatic adenocarcinoma (surgeon 1), and the second surgeon (surgeon 2) generally offers resection to all patients with radiographically resectable disease. The process, depicted in Figure 5, is initiated with the elicitation of the surgeon's preferences. Using the DVAS method (Fig. 1), we estimate the threshold probability as a function of regret of omission and regret of commission (equation 1). Suppose that the answers to the questions shown in Figure 1 for the surgeons are as follows:

**Surgeon 1:** Regret of omission: 20; regret of commission: 90. Therefore, the threshold probability is equal to 81.8% (equation 1).

**Surgeon 2:** Regret of omission: 90; regret of commission: 4. Therefore, the threshold probability is equal to 4.2%.

On the basis of results of Regret DCA (Fig. 4), the optimal and least regretful strategy for surgeon 1 is to use the prognostication model we developed, described earlier. If the patient's estimated probability of survival is greater than or equal to 81.8% (the threshold for surgeon 1), then the optimal strategy is to treat (perform the operation). If the probability of survival is less than 81.8%, then the optimal strategy is to offer alternative treatments (forego resection). Conversely, for surgeon 2, whose threshold probability is equal to 4.2%, the optimal and least regretful strategy is to offer resection.

As mentioned earlier, the Regret DCA methodology can also be used by the patients. For completeness, we present here how this process could work. The patient would be asked questions similar to those depicted in Figure 1. We have previously shown that patient ratings of utility scores closely correlate with quality of life after pancreaticoduodenectomy; moreover, this patient-centered assessment may change over time as quality of life improves. Regret of omission: On a scale of 0 to 100, where 0 = no regret and 100 = maximum regret you could feel, how would you rate your level of regret if you did not have an operation that could have extended your life?

Regret of commission: On a scale of 0 to 100, where 0 = no regret and 100 = maximum regret you could feel, how would you rate your level of regret if you had an operation that did not extend your life?

**DISCUSSION**

We describe the theory and application of regret decision curve analysis as it applies to surgeons and to decisions regarding operative intervention in patients with pancreatic adenocarcinoma. To the best of our knowledge, this is the first application of Regret DCA to assist surgeons in decision making for patients with pancreatic malignancies. Our approach promotes personalized patient care by incorporating decision maker's preferences from the perspective of regret by estimating a threshold probability for a decision maker. We believe the decision regarding resection for patients with pancreatic adenocarcinoma is particularly well suited for a regret-based approach, given the generally fatal prognosis for this disease, regardless of the decision made.

Modern cognitive theories seek to balance risks and benefits in the decision-making process by taking into account both intuition and analytical processes. We believe that rational decision making should take into account both the formal principles of rationality and human intuition. We have accomplished this using regret, a cognitive emotion, to serve as the link between intuition and analytical thinking. Eliciting surgeons' preferences by using regret is likely to prove superior to using traditional utility theory because regret explicitly forces the surgeon to consider consequences of decisions. Our method relies on elicitation of a threshold probability, which must be calculated for every decision maker. In other words, our model forces surgeons to consider the possible outcomes of recommending pancreaticoduodenectomy rather than simply recommending resection for all tumors that appear resectable on radiographic imaging.

**FIGURE 5.** Schematic representation of the decision model.
We argue that our approach contributes to the field of decision making, but we acknowledge that it is not a panacea. We do, however, believe that our methodology is best suited for medical decision making primarily associated with tradeoffs between quality and quantity of life. Pancreatic adenocarcinoma meets this criterion: surgical resection may offer an additional year of survival, albeit with the potential for serious morbidity, particularly if the resection is undertaken at low-volume centers. For the fortunate 15% to 20% of patients with radiographically localized disease amenable to resection, the median survival ranges from 17 to 23 months. At high-volume institutions with extensive experience, the mortality rate is less than 3% to 5%, but morbidity remains problematic, with early postoperative complication rates of approximately 30% to 40%. Perioperative morbidity and mortality rates recorded in national databases, which include data from a broad spectrum of hospitals and surgeons' experiences, report significantly higher numbers of complications than high-volume tertiary referral centers. The superior results obtained at high-volume tertiary centers may be related to the amount of clinical support that a particular surgeon has at a particular hospital. Applying our model of regret theory may indirectly motivate each surgeon to consider his or her own results with the procedure and to consider the support available within the institution where the procedure is planned when contemplating the best course of action for each patient, further personalizing care.

A significant proportion of patients undergoing resection develop early metastatic disease and have very limited survival and thus derive no benefit from the operative intervention (ie, there is no tradeoff in improvement in quality of life). This issue has been addressed with the use of refined definitions of borderline resectability and the use of neoadjuvant therapy. Specifically, this minimally effective chemotherapy, which offers virtually no hope of eradicating disease and little if any therapeutic efficacy, does provide a "window of observation," during which distant metastatic disease may appear and thus spare the patient unnecessary surgery. This approach may minimize regret and results in better overall survival for patients who ultimately are undergoing resection, but it has not been widely adopted across the country or even across academic centers. Similarly, regret theory remains severely underutilized in the health care arena, despite considerable conceptual and empirical interest in its applicability, and in the strong influence of regret on physician decision making.

The lack of incorporation of regret theory into health care delivery is particularly perplexing, especially considering that all medical decisions are accompanied by varying degrees of risk and uncertainty and therefore potential regret. Moreover, recent work has suggested that physicians' behavior can often be explained by regret avoidance, which further substantiates the need to incorporate regret modeling into health care decisions.

As with any novel theoretical work, our application of regret theory to pancreatic adenocarcinoma has limitations. First, we applied the theory retrospectively with assigned cutoff survival values. We assumed maximal regret to be associated with operating on a patient who died within the first 7 months after resection. Excluding death as a result of the procedure (perioperative death), which is always associated with regret, death within 7 months may not necessarily be associated with regret. For example, a patient may have died of an unrelated stroke that could not have been foreseen before resection. Second, our approach has not yet been empirically tested and the prediction model has not been externally validated. Third, the methodology, as presented, is appropriate for point decision making and not necessarily for decisions that reoccur over time—as frequently happens in patient care. Finally, we assumed that there is a single decision maker involved in the process where, in actual practice, a multidisciplinary team of health care providers is involved in treatment decisions.

CONCLUSIONS

We have described a novel approach to surgical decision making using the cognitive construct of regret, which seeks to personalize care. The goal of our work is to provide a computerized decision support tool to assist physicians and patients in making better medical decisions. We envision the tool to be shared by both the physician and the patient during consultation, in which the physician elicits the patient's preferences toward alternative management strategies.
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Evaluation of Physicians' Cognitive Styles
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Background. Patient outcomes critically depend on accuracy of physicians’ judgment, yet little is known about individual differences in cognitive styles that underlie physicians’ judgments. The objective of this study was to assess physicians’ individual differences in cognitive styles relative to age, experience, and degree and type of training.

Methods. Physicians at different levels of training and career completed a web-based survey of 6 scales measuring individual differences in cognitive styles (maximizing v. satisficing, analytical v. intuitive reasoning, need for cognition, intolerance toward ambiguity, objectivism, and cognitive reflection). We measured psychometric properties (Cronbach’s α) of scales; relationship of age, experience, degree, and type of training; responses to scales; and accuracy on conditional inference task. Results. The study included 165 trainees and 56 attending physicians (median age 31 years; range 25–69 years). All 6 constructs showed acceptable psychometric properties. Surprisingly, we found significant negative correlation between age and satisficing (r = −0.239; P = 0.017). Maximizing (willingness to engage in alternative search strategy) also decreased with age (r = −0.220; P = 0.047). Number of incorrect inferences negatively correlated with satisficing (r = −0.246; P = 0.014). Disposition to suppress intuitive responses was associated with correct responses on 3 of 4 inferential tasks. Trainees showed a tendency to engage in analytical thinking (r = 0.265; P = 0.025), while attendings displayed inclination toward intuitive-experiential thinking (r = 0.427; P = 0.046). However, trainees performed worse on conditional inference task. Conclusion. Physicians capable of suppressing an immediate intuitive response to questions and those scoring higher on rational thinking made fewer inferential mistakes. We found a negative correlation between age and maximizing. Physicians who were more advanced in their careers were less willing to spend time and effort in an exhaustive search for solutions. However, they appeared to have maintained their “mindware” for effective problem solving. Key words: physicians’ cognitive styles; individual differences in decision-making; medical decision-making; dual processing theories. (Med Decis Making 2014;34:627–637)
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Each day, physicians make numerous decisions that have crucial consequences for their patients. Decisions made by physicians are widely recognized as being affected by 3 sets of characteristics: 1) decision features, that is characteristics of the decision itself; 2) situational factors; and 3) individual differences among decision makers.1 Historically, researchers have focused on studying the first two sets of factors. No study to date has attempted to comprehensively understand individual differences in physicians’ cognitive styles. By cognitive style we mean a propensity to favor one decision-making or reasoning approach over
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another. Understanding the differences in individual cognitive styles is important for both physicians and patients as it can lead to prescriptive interventions that may improve decision making.

Investigating differences in cognitive styles has been popular in the cognitive sciences for decades and has flourished in higher mental processing research in more recent times.  

Numerous constructs for explaining individual differences in decision making have been proposed over the years, and in some cases instruments have been developed to quantify important individual differences. Our review of decision-making literature has led us to consider 6 key constructs on which physician decision makers are likely to show important individual differences. These are 1) maximizing and satisficing, which refer to the amount of effort an individual is willing to expend to determine the absolute best option in a decision; 2) need for cognition, or the degree to which individuals prefer to engage in and derive enjoyment from cognitive activities; 3) intolerance for ambiguity, which refers to an individual’s ability to feel comfortable and accept situations where variables, alternatives, or outcomes are poorly defined or unclear; 4) objectivism, or the tendency to seek empirical information under conditions of uncertainty and to attempt to process it in a rational and logical fashion; 5) cognitive reflection, that is, the ability or disposition to resist reporting the response that first comes to mind; and 6) propensity toward intuitive-experiential versus analytical-rational thinking, which can be explained by dual process theories of cognition.

Despite some challenges, dual processing theories have increasingly been accepted as a dominant account of cognitive processes that characterize human decision making. One of the central effects highlighted by dual processing theories of reasoning is “belief bias”—the tendency to evaluate the validity of an argument on the basis of whether one agrees with the contents rather than on whether the conclusion follows logically from the premises. The previous studies in samples from the general population showed that high-ability participants (i.e., experts) have more counter-examples accessible to them and are less influenced by belief bias compared with low-ability participants (i.e., trainee-novices). In a medical context, this observation leads to the hypothesis that faculty and attending physicians (“experts”) are expected to perform better on reasoning clinical tasks than are residents and fellows (“trainee-novices”). However, it is not clear that experts and novices rely on the same or different cognitive mechanisms. It is also not clear whether the propensity for using one decision-making style over another (e.g., satisficing v. maximizing, intuitive-experiential v. analytic-deliberative, etc) is affected by the type of training (cognitive-oriented v. procedure-oriented disciplines) or by demographic characteristics such as age and gender. Because such styles are affected by cultural transmission, we would expect them to be sensitive to both expertise and demographic variability.

To address these questions, we assessed the validity of physicians’ inferences by measuring cognitive styles and their relationship to accuracy on a conditional inference task. We also sought to understand the extent to which physicians’ cognitive styles can be categorized as maximizing versus satisficing or intuitive-experiential versus analytic-deliberative in relation to age, experience, degree (trainee v. attending physicians), and type of training (surgical v. nonsurgical disciplines). Finally, we determined a relationship between these constructs and other constructs of importance to understand individual differences in decision making (such as need for cognition, intolerance for ambiguity, and the disposition to resist reporting the response that first comes to mind).

METHODS

All residents, fellows, and physicians affiliated with the University of South Florida were invited by e-mail to participate in the study. The web-based survey included questions on demographics (i.e., age, level of training, gender, specialty), well-validated scales measuring 6 key constructs on which physician decision makers are likely to show important individual differences, and 4 types of conditional inference (explained below). The complete survey is provided in the online appendix. Because people’s problem-solving strategies may rely on an external search, participants were randomly assigned (1:1) to a message informing them that they were allowed versus not allowed to use external resources (Figure 1). The survey was open from 21 February 2013 until 13 May 2013; the survey was closed after 3 reminders were sent to all potential participants, which resulted in the desired sample size approved by the institutional review board (N = 300). The survey was administered using Qualtrics survey software. The study was approved by the University of South Florida Institutional Review Board (No. 9047).
Scales to Measure Individual Differences in Cognitive Styles

Maximization Inventory. The Maximization Inventory consists of 3 separate scales. The Alternative Search Scale assesses the tendency to expend resources in exploring all possible opportunities. The Decision Difficulty Scale represents the degree of difficulty experienced when making choices among abundant options. These scales measure maximizing tendency, whereas the Satisficing Scale captures an independent construct. Therefore, maximizing and satisficing are not mutually exclusive; individuals can use both strategies.

Rational-Experiential Inventory. Theories of dual cognition assume 2 distinguishable cognitive styles: rational and intuitive (see also below). The Rational-Experiential Inventory (REI) consists of 2 item subscales and measures intuitive-experiential and analytical-rational thinking based on cognitive-experiential self-theory.

Intolerance of Ambiguity Scale. The Intolerance of Ambiguity Scale (IAS) measures a person's ability to feel comfortable and accept situations in which variables, alternatives, or outcomes are poorly defined, uncertain, or unclear. IAS is particularly applicable to the field of medicine, where individual differences in tolerance of ambiguity are expected to be relevant.

Need for Cognition Scale. The short form of the Need for Cognition Scale contains items that focus on engagement in and enjoyment of cognitive activities. It is a measure of motivated cognition (e.g., information processing, thinking, and judgment). As such, the scale is relevant to individual differences in rational processing.

Objectivism Scale. People differ not only in their cognitive style but also in the kinds of information upon which they base their decisions and beliefs. An objective individual seeks empirical information and attempts to process it in a rational and logical fashion. The Objectivism Scale measures the tendency to base one's judgments and beliefs on empirical information and rational considerations.

Cognitive Reflection Task. The cognitive reflection task (CRT) was designed to test the participants' ability or disposition to suppress intuitive and spontaneous answers in favor of more reflective and deliberative responses. We adapted the CRT using medical contents but preserving the structure of the items to retain fidelity in testing of domain-specific reasoning.

Assessment of Accuracy of Inferences

Belief bias, a central bias studied in dual processing models, is the tendency to be influenced by prior
belief when drawing deductive inference regardless of logical validity. That is, past work has found that people will exhibit belief bias if an argument is believable, even if it defies logic. To assess belief bias in medical situations, we used a conditional inference task.

Table 1 presents the conditional inference types and examples of clinical scenarios that we presented in this format. Believability was pretested using a different sample drawn from the same population as the main study. A total of 48 inference problems were derived by crossing believability with the 4 types of inference problems: modus ponens (MP), denial of antecedent (DA), affirmation of the consequent (AC), and modus tollens (MT). These were administered in a random order using Qualtrics survey software. The complete survey instrument is included in the online appendix.

Statistical Analysis

Descriptive statistics were used to summarize the characteristics of the participants. Reliability of the data obtained by the various scales was assessed using Cronbach's coefficient \( \alpha \). To address the hypothesized age/expertise effect (see Discussion), our main analysis consisted of Pearson's correlation statistics to address key questions: 1) a relationship between age and maximizing and satisfying (and other scales used in our study), 2) a relationship between maximizing and satisfying with other scales used to measure cognitive style. Because the level of training is a proxy for expertise, we also analyzed data accordingly (physicians in training v. attending physicians). The level of cognitive skill is also expected to depend on the medical disciplines, as some fields are more procedure oriented (e.g., surgical disciplines) while others are more cognitively oriented (e.g., internal medicine disciplines). It is also expected that gender may affect cognitive styles.

We therefore analyzed data according to these a priori defined subgroups. The reported \( P \) values were corrected for multiple comparisons using a Bonferroni adjustment. Chi-square test was used to compare differences in responses between trainees and attendings on the conditional inference task. All analyses were performed using statistical package SPSS and Stata.

RESULTS

An invitation to participate in the study was sent by e-mail to 1023 resident, fellow, and attending physicians. Of the 301 physicians who started the survey, 221 completed all questions. There was no significant difference between those who completed and those who started the survey on the collected variables. The sample consisted of 75% \( (n = 165) \) trainees (residents and fellows) and 25% \( (n = 56) \) attending physicians. Overall, 120 (54%) were male; females comprised 41% \( (n = 23) \) of attending physicians and 47% \( (n = 78) \) of physicians in training, respectively. Median age in years was 31 (mean 33.7; range 25-69). There was no difference in age between males (median 31; range 25-69) and females (median 30; range 25-59) \( (P = 0.336) \). As expected, attending physicians were older (median 42; range 27-69) than trainees (median 29; range 25-55); \( (P < 0.0001) \). The participants from surgical disciplines comprised 26% \( (n = 57) \) of the sample (see Table 2). A majority of the participants completed the survey in less than 1 hour (median 34 minutes; range 8-249).

The survey flow-diagram is presented in Figure 1. Because there were no significant differences in conditional inference between participants with versus without access to external sources, we present pooled data.

The reliability of the data obtained on all 6 scales is shown in Table 3. For each scale, the values obtained were similar to those reported in studies of nonphysicians. For Maximization Inventory we obtained Cronbach's \( \alpha \) of 0.746 for the Satisficing Scale, 0.858 for the Decision Difficulty Scale, and 0.879 for the Alternative Search Scale versus 0.73, 0.85, and 0.83, respectively, reported by Turner and others for the Rational-Experiential Inventory, Cronbach's \( \alpha \) was 0.886 for the Rational Scale and 0.893 for the Experiential Scale versus 0.90 and 0.87, respectively, described by Pacini and Epstein; our Cronbach's \( \alpha \) for Need for Cognition Scale was 0.894 versus 0.90 reported by Cacioppo and others; for the Objectivism Scale we obtained Cronbach's \( \alpha \) of 0.717 versus 0.83 calculated in the original report.

Cronbach's \( \alpha \) remained modest for Intolerance of Ambiguity (0.643) although it was very close to the values observed in the other studies reported in the literature (0.64 and 0.63 calculated by Sobal and DeForge). Similarly, Cronbach's \( \alpha \) for Cognitive Reflection Task was 0.599. A recent study found Cronbach's \( \alpha \) for expanded CRT of 0.67. However, the authors also cautioned that this scale has only 3 items—too few for testing reliability. Nevertheless, the overall results provided sufficient reassurance that we could continue with the analysis as originally planned and that scales developed in nonmedical fields are applicable to physicians (see also limitations in the Discussion section).
<table>
<thead>
<tr>
<th>Inference</th>
<th>Clinical Scenario Example</th>
<th>Major Premise</th>
<th>Minor Premise</th>
<th>Conclusion</th>
<th>Validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modus ponens (MP)</td>
<td>Unbelievable Example&lt;br&gt;Assume the following is true:&lt;br&gt;&lt;em&gt;If a patient has a high fever, then the patient has malaria.&lt;/em&gt;&lt;br&gt;Given that the following premise is also true:&lt;br&gt;&lt;em&gt;Ms. Boyle has a high fever.&lt;/em&gt;&lt;br&gt;Is it necessary that:&lt;br&gt;&lt;em&gt;Ms. Boyle has malaria.&lt;/em&gt;&lt;br&gt;○ Yes ○ No</td>
<td>If A then B</td>
<td>A</td>
<td>B</td>
<td>Valid</td>
</tr>
<tr>
<td>Denial of antecedent (DA)</td>
<td>Believable Example&lt;br&gt;Assume the following is true:&lt;br&gt;&lt;em&gt;If a patient has pulmonary embolism, then the patient is short of breath.&lt;/em&gt;&lt;br&gt;Given that the following premise is also true:&lt;br&gt;&lt;em&gt;Mrs. Smith does not have pulmonary embolism.&lt;/em&gt;&lt;br&gt;Is it necessary that:&lt;br&gt;&lt;em&gt;Mrs. Smith is not short of breath.&lt;/em&gt;&lt;br&gt;○ Yes ○ No</td>
<td>If A then B</td>
<td>Not A</td>
<td>Not B</td>
<td>Invalić</td>
</tr>
<tr>
<td>Affirmation of the consequent (AC)</td>
<td>Believable Example&lt;br&gt;Assume the following is true:&lt;br&gt;&lt;em&gt;If a patient has pulmonary embolism, then the patient is short of breath.&lt;/em&gt;&lt;br&gt;Given that the following premise is also true:&lt;br&gt;&lt;em&gt;Mrs. Smith is short of breath.&lt;/em&gt;&lt;br&gt;Is it necessary that:&lt;br&gt;&lt;em&gt;Mrs. Smith has pulmonary embolism.&lt;/em&gt;&lt;br&gt;○ Yes ○ No</td>
<td>If A then B</td>
<td>B</td>
<td>A</td>
<td>Invalid</td>
</tr>
<tr>
<td>Modus tollens (MT)</td>
<td>Unbelievable Example&lt;br&gt;Assume the following is true:&lt;br&gt;&lt;em&gt;If a patient has a high fever, then the patient has malaria.&lt;/em&gt;&lt;br&gt;Given that the following premise is also true:&lt;br&gt;&lt;em&gt;Ms. Boyle does not have malaria.&lt;/em&gt;&lt;br&gt;Is it necessary that:&lt;br&gt;&lt;em&gt;Ms. Boyle does not have a high fever.&lt;/em&gt;&lt;br&gt;○ Yes ○ No</td>
<td>If A then B</td>
<td>Not B</td>
<td>Not A</td>
<td>Valid</td>
</tr>
</tbody>
</table>

Note: To evaluate the believability of each statement, we first conducted a pilot study. Forty-one participants rated the probability that each of the 20 statements is true, on a scale of 0%–100%. The 6 statements that received the highest median ratings were classified as believable and the 6 statements that received the lowest median were classified as unbelievable (see Supplementary material at http://mdm.sagepub.com/supplemental for other examples).
Table 2  Characteristics of Participants (N = 221)

<table>
<thead>
<tr>
<th>Variable</th>
<th>No. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training status</td>
<td></td>
</tr>
<tr>
<td>Trainees (resident/fellow)</td>
<td>165 (75)</td>
</tr>
<tr>
<td>Faculty (attending)</td>
<td>56 (25)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>120 (54)</td>
</tr>
<tr>
<td>Female</td>
<td>101 (46)</td>
</tr>
<tr>
<td>Median age, years (range)</td>
<td>31 (25-69)</td>
</tr>
<tr>
<td>Discipline</td>
<td></td>
</tr>
<tr>
<td>Internal medicine</td>
<td>37 (17)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>29 (13)</td>
</tr>
<tr>
<td>Surgery</td>
<td>19 (9)</td>
</tr>
<tr>
<td>Obstetrics and gynecology</td>
<td>15 (7)</td>
</tr>
<tr>
<td>Radiology</td>
<td>15 (7)</td>
</tr>
<tr>
<td>Ophthalmology</td>
<td>12 (5)</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>12 (5)</td>
</tr>
<tr>
<td>Other</td>
<td>82 (37)</td>
</tr>
<tr>
<td>Discipline type</td>
<td></td>
</tr>
<tr>
<td>Surgical</td>
<td>57 (26)</td>
</tr>
<tr>
<td>Nonsurgical</td>
<td>164 (74)</td>
</tr>
</tbody>
</table>

Table 3 shows correlation analyses between maximizing-satisficing and other measures of cognitive styles. The tendency to engage in analytical thinking correlated positively with satisficing (r = 0.226; P = 0.032) and need for cognition (r = 0.745; P = 0.000). Similarly, objectivism correlated positively with analytic thinking (r = 0.535; P = 0.000), alternative search (r = 0.278; P = 0.0012), and need for cognition (r = 0.358; P = 0.000). Ambiguity intolerance correlated negatively with the need for cognition (r = -0.528; P = 0.000) and analytical thinking (r = -0.346; P = 0.000), which correlated negatively with decision difficulty (r = -0.233; P = 0.021). The latter findings indicate, surprisingly, that when one is faced with a large number of decisions, the higher uncertainty and decision difficulty are associated with reduced application of the rational analytical process. Of note, none of the satisficing-maximizing subscales significantly correlated with the CRT.

Figure 2 shows a correlation between age and maximizing and satisficing. Surprisingly, we found statistically significant negative correlation between age and satisficing (r = -0.239; P = 0.017). As expected, alternative search decreased with age (r = -0.220; P = 0.047) but not with dealing with decision difficulty (r = -0.170; P = 0.53). The Alternative Search Scale showed statistically significant correlation with the Decision Difficulty Scale (r = 0.415; P = 0.000). On other hand, satisficing displayed no statistically significant correlation with alternative search (r = 0.185; P = 0.32) or decision difficulty (r = 0.0421; P = 1.00), findings consistent with the original report of maximizing-satisficing scale used in our study. Age showed no statistically significant correlation with any other scale used in our study for any subgroup analyses.

The subgroup analyses confirmed a positive correlation between analytical thinking and satisficing (r = 0.265; P = 0.025) and negative correlation between analytical thinking and decision difficulty (r = -0.264; P = 0.028) in the trainees; the latter indicates that analytical thinking tends to decrease when one is faced with the larger number of decisions. Interestingly, no such a correlation was observed among attendings; here, we detected a positive correlation between satisficing and intuitive-experiential thinking (r = 0.427; P = 0.0366) but not in the trainees (r = 0.127; P = 1.0). The correlation coefficients were statistically significantly different between the two subgroups (P = 0.038). While we expected a correlation between intuitive-experiential thinking and age, the failure to observe a significant correlation may have been a statistical artifact due to data concentration within relatively a narrow group of the participants. Males showed a positive correlation between alternative search and intolerance toward ambiguity (r = 0.299; P = 0.039), while no such correlation was observed in the females (r = 0.0727; P = 1.00). However, the difference between the two correlation coefficients was not significant (P = 0.084). We also observed a positive correlation between satisficing and alternative search in males (r = 0.416; P = 0.0001) but not in females (r = -0.149; P = 1.0); the difference between two correlation coefficients was highly significant (P < 0.0001). Finally, we observed somewhat different patterns of correlation between surgical and nonsurgical disciplines. Surgical participants displayed a positive correlation between analytical thinking and satisficing (r = 0.468; P = 0.009), while the participants from nonsurgical disciplines displayed a positive correlation between alternative search and decision difficulties (r = 0.421; P = 0.000). The correlation coefficients between satisficing and analytical thinking were statistically significantly different (P = 0.029) between surgical versus nonsurgical participants while no such difference was detected between decision difficulty and alternative search (P = 0.826). Both groups showed positive correlation between analytical thinking and need for cognition and objectivism.

CRT score positively correlated with MP inference (r = 0.203; P = 0.0237) and negatively correlated with the fallacious DA (r = -0.192; P = 0.041) and AC (r = -0.306; P = 0.000) inferences but not with MT.
Table 3  Means, Standard Deviations (s), Reliabilities, and Intercorrelations of the Scales Measuring Individual Differences in Cognitive Styles (N = 221)

<table>
<thead>
<tr>
<th>Scale</th>
<th>Mean</th>
<th>s</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. MI: Decision Difficulty</td>
<td>3.200</td>
<td>0.758</td>
<td>0.858</td>
<td>0.746</td>
<td>0.888</td>
<td>0.909</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. MI: Alternative Search</td>
<td>3.295</td>
<td>0.821</td>
<td>0.415</td>
<td>0.130</td>
<td>0.198</td>
<td>0.228</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. MI: Satisficing</td>
<td>4.860</td>
<td>0.490</td>
<td>0.042</td>
<td>0.194</td>
<td>-0.216</td>
<td>0.070</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. REI: Rational</td>
<td>2.965</td>
<td>0.531</td>
<td>-0.233</td>
<td>0.021</td>
<td>0.198</td>
<td>0.320</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. REI: Experiential</td>
<td>2.294</td>
<td>0.577</td>
<td>-0.070</td>
<td>0.105</td>
<td>0.088</td>
<td>0.066</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Intolerance of Ambiguity</td>
<td>3.068</td>
<td>0.480</td>
<td>0.198</td>
<td>0.194</td>
<td>-0.216</td>
<td>-0.346</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Need for Cognition</td>
<td>4.241</td>
<td>0.695</td>
<td>-0.172</td>
<td>0.007</td>
<td>0.154</td>
<td>0.745</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Objectivism</td>
<td>2.766</td>
<td>0.492</td>
<td>-0.076</td>
<td>0.279</td>
<td>0.154</td>
<td>0.535</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Cognitive Reflection Task</td>
<td>1.490</td>
<td>1.003</td>
<td>-0.091</td>
<td>-0.088</td>
<td>0.080</td>
<td>0.104</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: MI = Maximization Inventory; REI = Rational-Experiential Inventory. Boldface numbers are scale reliabilities (Cronbach’s a). Scale dimensions (higher numbers indicate more of an attribute): MI: Decision Difficulty (1–6); MI: Alternative Search (1–6); MI: Satisficing (1–6); REI: Rational (0–4); REI: Experiential (0–4); Intolerance of Ambiguity (1–6); Need for Cognition (1–6); Objectivism (1–5); Cognitive Reflection Task (0–3).

a. Correlation is significant at the 0.01 level (2-tailed).
b. Correlation is significant at the 0.05 level (2-tailed).

![Figure 2](image-url)  Relationships among age and maximizing and satisficing. As age increased in the physicians sample, problem-solving strategy relied less on satisficing and maximizing (tendency to engage in alternative search to find the optimal solution).

Analytic thinking correlated negatively with the number of incorrect answers on DA (r = -0.232; P = 0.031), while satisficing correlated negatively with the number of incorrect inferences on AC (r = -0.25; P = 0.02), both fallacious. Taken together, the results indicate that those individuals who tend to engage in some form of effortful reasoning (measured as cognitive reflection, satisficing, or rational thinking) score better on conditional inference tasks. Despite the positive correlation of trainees with analytical thinking and attendings with intuitive thinking, trainees performed worse on the conditional inference task, endorsing more fallacious AC inferences (25.4% v. 18.8% agreement, P = 0.0005; Figure 3), indicating that experience is also important in formal inferential process. In the attempt to delineate the effect of age from experience, we regressed AC inferences on both variables, but this resulted in negative suppression. This occurred because in medicine, as in many professions, age and experience are positively correlated across individuals.

DISCUSSION

We report the first multidimensional assessment of cognitive styles in physicians with a focus on satisficing and maximizing—arguably one of the key cognitive strategies that humans use. The 2 prior studies of analytical styles among physicians used only one of the instruments, the Rational-Experiential Inventory, used in our study.27,28

Several immediate implications emerge from our findings. First is the manner in which our results integrate within current theories of human cognition and whether these findings have implications for revising some of the established concepts related to cognitive style and decision making. Second is the implication of our findings for understanding the relationship between experience (age) and formal training. Third is the extent to which certain cognitive styles may lead to better problem solving and decision making (and hence, by extension, to better patient outcomes), suggesting possible educational and prescriptive remedies that may improve the way the physicians make decisions.
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to focus on the single, most relevant option ("relevance and singularity principle").

If the proposed solution does not "feel right," Type 2 processes intervene. This may take a form of satisficing (carried by the algorithmic mind) or a search for the best possible solution (maximizing). Medical education typically relies on heuristics derived from intensive practice of problem solving and decision making using case vignettes (real or hypothetical), which, after many hours of training, become internalized and represent the basis for the actual practice of medicine. In this context, it is important that both Type 1 and Type 2 processing can generate biases or produce normatively correct answers.

From this perspective, satisficing and maximizing represent 2 distinct forms of decision-making strategies. That is, maximizing is not an inverse of satisficing, as traditionally assumed (and incorrectly measured). This can then explain a negative correlation with age and maximizing and satisficing: As they advance in their careers, physicians are less willing to spend time and effort in finding an adequate solution to the clinical problem, whether based on an exhaustive search for best possible or good enough solutions. As they age, physicians tend to move from analytical to intuitive-experiential mode of thinking. Surprisingly, and despite the fact that the concept was introduced more than 5 decades ago, we could not find any empirical data evaluating age in relation to maximizing-satisficing. The only study that described cognitive styles related to aging did not measure satisficing directly but expressed it as an inverse of maximizing, the concept that was refuted by Turner and others. As shown in Figure 2, age is independently correlated with satisficing and maximizing. The effect of age is indirectly corroborated by findings that trainees rely more on analytical styles while attendings (typically, older physicians) are inclined to use intuitive-experiential cognitive styles. Nevertheless, these unexpected findings raise questions regarding reinterpretation of satisficing as traditionally understood and point to the need for future replications of our results.

Maximizing and satisficing, therefore, represent 2 different problem-solving strategies. Evidence that satisficing constitutes an effective problem-solving strategy is also reflected by the facts that 1) satisficing correlates positively with disposition to think analytically, which, in turn, resulted in fewer incorrect answers on syllogism tasks, and 2) those participants who scored higher on satisficing dimension had fewer incorrect inferences on the fallacy of affirming
the consequent task. In general, our results show that the tendency to organize in some form of effortful reasoning (as measured by cognitive reflection, satisficing, or rational thinking) positively predicts performance on conditional inference tasks.

Our study sheds some insights into a complex relationship between clinical experience and the effect of formal training on cognitive performance.\textsuperscript{42} Some studies suggest that patients' outcomes may be better when patients are treated by younger physicians, who also tend to perform better on board examinations.\textsuperscript{43} This could be due to their inclination to rely on analytical reasoning and adhere to guideline-concordant practice,\textsuperscript{28} which is also stressed in the courses on evidence-based medicine (EBM) to which many older physicians have not been exposed. Indeed, our findings indicate that physicians who were more advanced in their careers were less willing to spend time and effort in an exhaustive search for best solutions. This appears to point to the obvious educational prescription: Development of evidence-based resources that are user-friendly, reliable, and immediately accessible may enable all physicians—younger and older alike—access to the information at the time they need it. These educational prescriptions may further need to be customized based on the individual's cognitive style. For example, the physicians who display intuitive-experiential cognitive style (attendings in our study) may prefer a narrative, storytelling (case-based) approach, while those who are inclined toward rational thinking (trainees in our study) may prefer EBM, rule-based education with its emphasis on quantitative evidence and guidelines.

However, the situation between experience and expertise is more complex than this discussion appears to indicate. While formal training and continuing medical education are undoubtedly important, so is experience.\textsuperscript{44} Because it takes a long time—at least 10 years or 10,000 hours\textsuperscript{45}—to acquire important skills, it is typical that older individuals will possess required skills for optimal practice of medicine. Experts' judgments are particularly accurate in the environment that is sufficiently regular to be predictable and following sufficient opportunities to learn these regularities.\textsuperscript{30,44} These characteristics are typical of the practice of medicine. Expertise provides individuals with the necessary "mindware."\textsuperscript{410} The concept of mindware can explain why older doctors fared better on at least of one formal inferential task despite the fact that the trainees showed a tendency for analytical thinking. It is not enough to be motivated to engage in analytic thinking—one must also have the necessary cognitive tools. Lack of required tools, or existing inappropriate cognitive tools, can lead to erroneous responses even with analytic reasoning. We surmise that being in a training situation motivates trainees to engage in analytic thinking, but, as their training is not yet complete, they have not yet acquired all the necessary cognitive tools to generate normatively correct responses. They think harder but less effectively. This, too, underlines the importance of training and experience to sound medical decision making. Nevertheless, age probably has an independent effect on cognitive styles that is unrelated to acquiring expertise; aside from the possibility of cognitive decline associated with aging, older physicians tend to experience a large decrease in their theoretical knowledge base\textsuperscript{43} and may need to develop compensatory mechanisms that tap into their subject expertise.\textsuperscript{42} As demonstrated in our study, these mechanisms appear to serve them rather well, helping them to maintain their mindware for effective problem solving. Unfortunately, in our attempt to delineate the effect of age from experience in the conditional inference task, we detected a spurious effect of negative suppression in regression analysis.\textsuperscript{26} This occurred because in medicine, as in many professions, age and experience are positively correlated across individuals. This makes it difficult to isolate the unique influence of one (or the other) variable on some third variable (see Beckstead\textsuperscript{39} for details). Thus, while we found reliable and systematic differences among physicians as a function of both their age and years of experience, we are not able to make a statement about the relative importance of the cumulative experiences specific to the practice of medicine, and the general biosocial process of aging, as determinants of these differences.

The main limitation of our study is that it was done at a single institution. However, we believe that the overall results are likely generalizable to all U.S. physicians because the composition of physicians at the University of South Florida is similar to what would be expected around the United States. Nevertheless, we cannot rule out the possibility of self-selection of faculty versus trainees, which may have generated an analytical sample producing a potential artifact in our statistical analysis. This possibility can only be confirmed or refuted by future studies aiming to reproduce our research results. In addition, our study represents a cross-sectional look at a point in time of a dynamic phenomenon of the downstream effects of the selection and education of physicians. That is, a proportion of physicians with given expertise and training level may differ if another snapshot
in time is taken. This may explain, for example, why we had few family practice physicians. Nevertheless, we had a wide representation of physicians across the specialties that use similar reasoning skills as family practitioners (e.g., internal medicine, pediatrics, psychiatry, etc.), providing sufficient generalizability of our findings. In addition, the results agree well with the findings from the general population, alleviating potential concerns of self-selection.15

We also assume that better decision making leads to better patient outcomes, but we have not actually measured the outcomes. Nevertheless, this is an acceptable normative position to take, as previous studies showed that physicians' reactions to ambiguity affect physicians' resource use and practice patterns.46,47 In fact, it is quite likely that cognitive processes play one of the key roles in the wide variation in contemporary medical practice,48 much of which results in inappropriate diagnostic and treatment decisions. It is estimated that more than 30% of medical interventions are currently not appropriately applied.50 This implies that many of the features we measured in this study may be immutable. However, it is possible to train people to face uncertainty36 and to “stop and reflect,” which may increase their capacity to resist acting on “what first comes to mind.”35,51 This may improve accuracy in inferences and, in turn, lead to better patient outcomes.35

FUTURE RESEARCH

Our study lends itself to straightforward extension of this line of research to at least 2 settings: 1) evaluation of cognitive styles of physicians in actual practice and 2) education of medical doctors. For example, it would be interesting to correlate the cognitive scale scores with the patterns of diagnostic testing and treatment prescribing. This would provide direct empirical evidence regarding potential causes of over- and undertreating and over- and undertreatment—a significant public policy question, as discussed above. Similarly, it would be interesting to test whether adaptation of educational practice to cognitive styles improves trainees' knowledge. For example, it would be possible to conduct a randomized trial attempting to answer whether physicians with a tendency toward intuitive-experiential cognitive style score better on medical knowledge tests when the material is presented in a narrative versus algorithmic, rule-based approach. A number of similar proposals can emerge from our current results along the lines highlighted here. In addition, other researchers may find it useful to use our approach, as the appendix provides a ready-to-use protocol, saving time and effort in identifying the most suitable instruments to test the constructs presented in this paper.

In conclusion, we present the first multidimensional study of cognitive styles of physicians, which calls for reinterpretation of some of our prevailing views on human cognition while highlighting additional implications for medical practice and training. Our study also supports dual processing theories underpinning physicians' decision making, which should be taken into account in the ways we train doctors and deliver continuing medical education.

ACKNOWLEDGMENTS

We thank Dr. Pat Croskerry for his input and helpful suggestions related to the earlier version of the paper. Drs. Benjamin Djulbegovic and Jason Beakstand had full access to all of the data in the study and take responsibility for the integrity of the data and the accuracy of the data analysis. This study was approved by University of South Florida Institutional Review Board No. 9047.

REFERENCES

Identifying homogenous subgroups for individual patient meta-analysis based on Rough set theory

Eleazar Gil-Herrera, Athanasios Tsalatsanis, Ambuj Kumar, Rahul Mhaskar, Branko Miladinovic, Ali Yalcin, and Benjamin D'ulubegovic

Abstract— Failure to detect and manage heterogeneity between clinical trials included in meta-analysis may lead to misinterpretation of summary effect estimates. This may ultimately compromise the validity of the results of the meta-analysis. Typically, when heterogeneity between trials is detected, researchers use sensitivity or subgroup analysis to manage it. However, both methods fail to explain why heterogeneity existed in the first place. Here we propose a novel methodology that relies on Rough Set Theory (RST) to detect, explain, and manage the sources of heterogeneity applicable to meta-analysis performed on individual patient data (IPD). The method exploits the RST relations of discernibility and indiscernibility to create homogeneous groups of patients. We applied our methodology on a dataset of 1,111 patients enrolled in 8 randomized controlled trials studying the effect of two transplantation procedures in the management of hematologic malignancies. Our method was able to create three subgroups of patients with remarkably low statistical heterogeneity values (16.8%, 0% and 0% respectively). The proposed methodology has the potential to automate and standardize the process of detecting and managing heterogeneity in IPD meta-analysis. Future work involves investigating the applications of the proposed methodology in analyzing treatment effects in patients belonging to different risk groups, which will ultimately assist in personalized healthcare decision making.

I. INTRODUCTION

In medical research, meta-analysis is used to obtain pooled estimates of the treatment effects reported in various clinical research studies. The importance of meta-analysis stems from the necessity to combine research findings that, if considered separately, they would produce insignificant, non-generalizable, and unavailing results, unfit to inform medical practice. By systematically combining findings from similar studies it is possible to achieve the totality of evidence necessary to evaluate the efficacy of an investigated treatment.

The challenge researchers face when performing meta-analysis is how to integrate studies that present differences in the design, characteristics and reported effects. Such differences are formally acknowledged as heterogeneity and they are defined as any kind of variability among studies [1]. Typically, there are three types of heterogeneity found in meta-analyses: 1. Methodological, which refers to variability in the study design and risk of bias (e.g. randomization, allocation concealment, blindness etc.); 2. Clinical, which refers to the variability in the participants, interventions and outcomes studied (e.g. age, race, disease severity, disease progression, past treatment etc.) [2, 3], and 3. Statistical, which refers to variability in the observed outcomes [1, 3]. Failure to detect heterogeneity leads to misinterpretation of the summary effect estimates, which jeopardize the quality of the meta-analyses [2, 3] and may produce faulty estimations of the effects magnitude [4, 5]. Both methodological and clinical heterogeneity may result in statistical heterogeneity [6]. Researchers focus primarily on detecting statistical heterogeneity and subsequently on determining whether such heterogeneity is caused due to methodological or clinical variations between studies [1].

Assessing statistical heterogeneity relies on approaches that involve hypothesis testing [1, 7-9], such as the Chochrane's chi-square (?) [10] and the I² measure [9, 11]. Higher values on these tests indicate high heterogeneity between studies. Both chi-square and I² tests focus on detecting heterogeneity yet are unable to identify the specific causes that underlie heterogeneity across studies [12]. The burden of explaining heterogeneity falls on the researcher.

To explore and explain the observed heterogeneity, meta-analysts conduct sensitivity analysis, based on the methodological quality of studies, and sub group analysis, based on a pre-specified trial or patient characteristics [3]. That is, the trials included in the meta-analysis are grouped according to pre-specified criteria. In case of individual patient data meta-analysis patients are grouped according to pre-specified clinical characteristics. However, these pre-specified criteria and clinical characteristics are generated in an ad-hoc manner and rely on the skills and medical knowledge of the researcher performing the meta-analysis. Thus, the results of meta-analysis may potentially differ depending on the expertise of the meta-analyser.

Subgroup analysis [13] and meta-regression [14] are also applied to individual patient datasets (IPD) containing patient characteristics that may potentially influence the treatment effects. Determining which set of characteristics can be used to obtain homogeneous groups yields in a complex process, where subgroup analysis and meta-regression have been found prone to false positive results and ecological bias.

In this paper, we focus on meta-analyses of individual patient data and we propose a novel methodology to identify homogeneous groups of patients for managing the detected
heterogeneity. Our approach is based on Rough Set Theory (RST) [15] and has the potential to automatize the process of creating subgroups of patients with similar characteristics.

The mathematical principles that govern RST rely on the relations between objects. Using RST, we analyze and evaluate all possible relations between patients to obtain the minimum and dispensable information required to generate homogeneous subgroups of patients (i.e., patients with similar characteristics). We envision our methodology to operate in an automatic manner without the researcher intervention in selecting those characteristics that matter in grouping patients for meta-analyses.

II. METHODOLOGY

A. Dataset

Our dataset consists of individual patient data collected from nine randomized trials studying the effect of Allogeneic Peripheral Blood Stem-cell transplantation (PBSC/T) compared to Bone Marrow transplantation (BMT) in the management of hematologic malignancies [16]. In total, 1,111 patients were enrolled. Records of 44 patients containing missing information were removed leaving the dataset with 1067 complete cases. Table 1 describes the details of our dataset.

B. Rough Set Theory

In RST, a dataset is represented by an information system defined as a pair \( S = (U, A) \) where \( U \) is a non-empty finite set of objects that in our case represents the 1,111 patients. The set \( A \) represents a non-empty finite set of attributes called the condition attributes that corresponds to the characteristics of each patient. For every attribute \( a \in A \), the function \( U \rightarrow V_a \) makes a correspondence between an object (i.e., a patient) in \( U \) to an attribute value, which is called the value set of \( a \). For example, from Table 1, the value of the attribute “Age” can be 0, 1 or 2 for a given patient. A dataset including an outcome variable \( d \in A \), is termed as a decision system, defined as: \( DS = (U, A \cup \{d\}) \). The decision attribute in our data is the variable “Death” representing the overall survival of a patient given the characteristics described in \( A \).

C. Indiscernibility and discernibility relations

Two objects (e.g., patients) \( u, u' \in U \) are indiscernible with respect to a set of condition attributes \( B \subseteq A \) if they have exactly the same values in all attributes, i.e.: \( a(u) = a(u') \ \forall \ a \in B \). This relation is called indiscernibility relation and is defined as:

\[
IND(B) = \{(u, u') \in U^2 : \forall a \in B, a(u) = a(u') \} \quad \forall B \subseteq A \tag{1}
\]

The indiscernibility relation captures the redundant information in the dataset. Every subset \( B \subseteq A \), can be used for constructing this relation, however, only subsets that maintain the structure of the original dataset, i.e.: \( IND(B) = IND(A) \), are considered appropriate. Such a subset \( B \subseteq A \), is termed as an exact reduct. In the case that it would not be possible to obtain an exact reduct, approximated reducts with acceptable quality of approximation are considered. The quality of approximation (\( \alpha_B \)) of a reduct \( B \) quantifies the proportion of objects correctly allocated in a decision class by using only the attributes in \( B \), i.e.:  

\[
\alpha_B = \frac{|POS(B)|}{|I|} \tag{2}
\]

where, \( POS(B) \) is the set of all objects correctly assigned to the right decision class. In general, the higher the value of \( \alpha_B \), the more desirable the reduct is for constructing homogeneous subgroups.

On the other hand, the discernibility relation accounts for differences between objects in terms of their attribute values, i.e.:  

\[
DIS_{\alpha}(B) = \{(u, u') \in U^2 : \exists a \in B, a(u) \neq a(u') \} \quad \forall B \subseteq A \tag{3}
\]
III. IDENTIFYING HOMOGENEOUS SUBGROUPS IN INDIVIDUAL PATIENT DATASET

We use the indiscernibility relation to build homogenous subgroups based on patients with the same characteristics and we use the discernibility relation to explore the characteristics that differentiate each subgroup. Fig. 1 depicts an overview of the proposed methodology, which is comprised of 4 processes: 1. Obtain reducts; 2. Create homogeneous groups; 3. Regroup based on similarities; and 4. Evaluate groups' heterogeneity.

Where, \( X = \{ a \in B: \alpha(u) = \alpha(u') \} \) and \( \gamma \in [0,1] \) is the similarity threshold.

Since comparing all possible combinations between two groups to determine their similarity is a complex process we use a more straightforward procedure consisting in evaluating the differences between subgroups. Then, subgroups having similar differences to the rest of the subgroups are combined resulting in one homogenous group.

We define a discernibility matrix of subgroups \( M_B \), where each cell \( M_B(g_i, g_j) \) represents the number of attributes in \( B \), whose values distinguish subgroup \( g_i \) from subgroup \( g_j \), i.e:

\[
M_B(g_i, g_j) = |Dif| \quad \text{where} \quad Dif = \{ a \in B: a(u) \neq a(u') \} \quad \forall g_i, g_j \in U/IND(B) \quad \text{and} \quad u \in g_i \text{and } u' \in g_j
\]

Fig. 2 shows a portion of the discernibility matrix obtained for the 32 homogenous subgroups.

IV. RESULTS

The initial 32 homogenous subgroups are regrouped based on similarities in the number of attributes that distinguish them from the rest of groups. We chose a \( \gamma = 0.8 \) value (Equation 5) as a threshold parameter of similarity to minimize the number of homogenous groups by allowing some degree of differences. For example, the initial subgroups 18, 19 and 20 (Fig. 2) can be regrouped since there are no more than 20% of differences across their corresponding rows. In other words, the three subgroups have similar distances, in terms of differences, to the rest of groups. As a result, the 32 homogenous groups are gathered in three groups. Table 2 shows the homogenous groups resultant after the regrouping process. The mean number of patients in each group is equal to 355 with a standard deviation of 39.15.

![Figure 2. A portion of the discernibility matrix obtained for the homogenous groups. Each cell shows the number of attributes that differentiate between each pair of subgroups.](image-url)


<table>
<thead>
<tr>
<th>Group number</th>
<th>Original group</th>
<th>Number of patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10, 12, 14, 17</td>
<td>392</td>
</tr>
<tr>
<td>2</td>
<td>21, 23, 26, 29</td>
<td>359</td>
</tr>
<tr>
<td>3</td>
<td>1, 11, 13-15-16, 18-20, 22, 24-25, 27-28, 30-32</td>
<td>314</td>
</tr>
</tbody>
</table>

The obtained homogeneous groups (Table 2) contain similar distributions in terms of trials, diagnosis and treatment. The statistical heterogeneity (I²) indicate a negligible heterogeneity value for all the three groups (16.8% in group 1, 0% for group 2, and 0% for group 3), which suggests that all groups are indeed homogeneous.

V. CONCLUSIONS

In this preliminary work, we utilized a methodology typically found in engineering applications to solve a problem that exists in the realm of evidence-based medicine. Researchers who perform evidence synthesis are faced with the challenge of detecting heterogeneity between clinical trials and then explaining it by hypothesizing standards of similarity. However, there is no commonly accepted approach to identify similarities between trials and meta-analysts resolve to ad-hoc solutions. Here we presented a methodology based on Rough Set Theory that has the potential to automatize and standardize this process.

We demonstrated the effectiveness of our methodology using a sample dataset containing 1,111 patients from 9 different trials. We showed that were able to identify the appropriate patient characteristics to construct homogenous groups that presented similar proportion of trials, controls (disease) and interventions (treatments) in accordance to the fundamental doctrine of meta-analysis. Thus, these groups are suitable to derive the pooled estimate of treatment effects in individual patient meta-analysis.

Other applications of this methodology include identifying subgroups of patients that need different treatments, patients with differential responses to therapy, or patients that belong to different risk groups. Analyzing the effect of treatment in each subgroup is very important for personalized healthcare. Our intention is to compare this methodology with similar approaches in other data sets.

Finally, this is a preliminary work and presents limitations. Particularly, we have not investigated the effects of our methodology in the results of meta-analysis, which we intend to do in the future. Other future research includes generalization of our methodology to accommodate clinical trial data in addition to individual patient data.
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Abstract / Prognostat is an interactive Web-based prognostic tool for estimating hospice patient survival based on a patient’s Palliative Performance Scale (PPS) score, age, gender, and cancer status. The tool was developed using data from 5,893 palliative care patients, which was collected at the Victoria Hospice in Victoria, British Columbia, Canada, beginning in 1994. This study externally validates Prognostat with a retrospective cohort of 590 hospice patients at LifePath Hospice and Palliative Care in Florida, USA. The criteria used to evaluate the prognostic performance were the Brier score, area under the receiver operating curve, discrimination slope, and Hosmer-Lemeshow goodness-of-fit test. Though the Kaplan-Meier curves show each PPS level to be distinct and significantly different, the findings reveal low agreement between observed survival in our cohort of patients and survival predicted by the prognostic tool. Before developing a new prognostic model, researchers are encouraged to update survival estimates obtained using Prognostat with the information from their cohort of patients. If it is to be useful to patients and clinicians, Prognostat needs to explicitly report patient risk scores and estimates of baseline survival.

Résumé / Le logiciel interactif Prognostat est un instrument de pronostic qui a été créé pour estimer le taux de survie des patients en soins palliatifs. Il est basé sur les résultats de l’indice fonctionnel de l’échelle de rendement palliatif, (ERP) l’âge et le sexe des malades et le stade d’évolution du cancer. Cet outil a été développé à l’aide de données provenant de 5,893 patients hébergés, à partir de 1994, au Victoria Hospice en Colombie Britannique dans l’ouest canadien. Notre étude avait pour but de valider ce logiciel à l’extérieur avec une cohorte de 590 patients soignés au LifePath Hospice et Palliative Care, Temple Terrace, en Floride aux États-Unis. Les critères utilisés pour évaluer l’efficacité de rendement de ce logiciel de pronostic étaient l’indice de Brier, la courbe d’efficacité du récepteur, la discrimination dans la pente d’amplitude, et le test de calibration Hosmer-Lemeshow. Même si les courbes Kaplan-Meier indiquent que chaque niveau de l’échelle de rendement en soins palliatifs est distinct de façon significative, les résultats démontrent peu de similitude entre le taux de survie chez notre cohorte de patients et le taux de survie estimé par le logiciel Prognostat. Avant de procéder à l’élaboration d’un nouveau modèle de prédiction, on encourage les chercheurs à actualiser leurs pronostics de survie obtenu avec Prognostat et à les comparer aux résultats provenant de leur cohorte de patients. Si Prognostat veut devenir un outil utile pour les patients et cliniciens, il devra ouvertement indiquer le score de risques chez les patients et estimer le taux de survie de base.

INTRODUCTION

Accurate prognostication of hospice patient survival gives patients and their family members a vital opportunity to attend to matters such as planning, prioritizing, and preparing for death (1). Predicting patient survival without using a prognostic model is often affected by optimism or avoidance, which can lead to poor prediction of life expectancy. Studies have shown that clinicians consistently overestimate survival times of terminally ill patients (2-4). One prospective cohort study suggested that doctors overestimated survival of terminally ill patients by a factor of 5 (5). Successful prognostication of patient survival depends on developing and testing prognostic models, which entails having accurate patient data for prognosis and selecting clinically relevant candidate predictors and measures of model per-
formance, usually in the context of a multivariable regression survival model (6). This process produces patient performance scores that allow for classification of patients into different risk groups.

The usefulness and validity of a prognostic model are judged by how well the model performs for patients who come from different centres (7). A validated prognostic model is generally accepted to be one that works in a data set other than the one that has been used to develop it (7, 8). There is also a general concurrence that the validation process should follow guidelines and that unvalidated prognostic models should not be applied in clinical practice (9-11). As the value of any prediction model is its generalizability to other groups of patients, our goal was to externally validate Prognostat (12) — a Web-based interactive prognostic tool for estimating hospice patient survival — on a retrospective cohort of 590 hospice patients in Florida, USA. Prognostat estimates survival times based on palliative patients' age group, gender, diagnosis, and score on the Palliative Performance Scale (PPS) (13).

In this paper, we discuss Prognostat and introduce the measures of model performance. Since predictive performance may decrease when Prognostat is tested with new patients as compared to the patients who were used to develop the model, we also discuss a strategy for updating Prognostat in future studies.

METHODS

Study Sample and Survival Estimation Using Prognostat

The patient data were obtained from LifePath Hospice and Palliative Care, licensed since 1983 to serve Hillsborough County, Florida. The data for 590 consecutive deceased patients was extracted starting in January 2009 and working backwards. This study was a retrospective review of deceased patients’ medical records, and only data that pertained to outcomes was collected; personal information was not collected, and data were de-identified prior to analysis. A trained nurse assigned PPS scores at admission to our cohort of patients. The University of South Florida’s institutional review board approved the study. Two research assistants extracted all data necessary to populate the model variables, and two faculty members (RM and BD) randomly checked 25 percent of the data for accuracy.

Prognostat was developed at the University of Victoria (in Victoria, British Columbia, Canada) using retrospective survival estimates of 5,893 palliative care patients collected at the Victoria Hospice starting in 1994. It calculates survival rate in days for the variables or covariates found to be statistically significant predictors of patient survival — namely, the patient’s gender, age group (19 to 44, 45 to 64, 65 to 74, 75 to 84, or 85 and over), diagnosis (lung cancer, breast cancer, colorectal cancer, prostate cancer, other cancer, or noncancer illness), and PPS score.

Decisions regarding hospice admission depend on the care an individual requires and the specific hospice setting. While US Medicare guidelines state that only individuals with a life expectancy of six months or less may be admitted to hospice in the US, the criteria for hospice admission in Canada vary among geographical areas and among individual hospices — that is, some Canadian hospices admit patients with a life expectancy of one month or less, while others do not impose such restrictions. Palliative care providers or programs will often assist patients in determining the best timing for admission to hospice.

The PPS was developed and reported by Anderson and colleagues (13) to measure the functional status of patients receiving palliative care. The scale has 11 possible mutually exclusive levels, from 0 (the patient is dead) to 100 (the patient is ambulatory and healthy). Numerous studies have assessed its performance in a variety of settings and found it to be a statistically significant risk score for calculating survival estimates (14-22).

Prognostat survival estimates were derived using the Cox proportional hazards (CPH) model, which relies on both the baseline survival function and risk scores to estimate patient survival. Because reporting the baseline function under CPH is not possible and Prognostat does not explicitly report prognostic indices (or risk factors), it makes model calibration in other populations unfeasible.¹

Assessment of Model Performance

Using measures of accuracy, discrimination, and calibration, we analyzed Prognostat’s predictive performance based on the ability of the estimated risk score to predict survival. Accuracy refers to the difference between the probability of survival predicted with Prognostat and observed patient survival. The Brier score is a quadratic scoring rule that calculates the differences between actual outcomes and predicted probabilities (23). Given the predicted probability of survival p at time t for patient i, and Yi binary (0-1, dead-alive) variable, the Brier score is defined as: \( \sum (Y_i (1 - p_i)^2 + (1 - Y_i)p_i^2) \). A Brier score of 0 indicates a perfect model, while 0.25 indicates a noninformative model (the value achieved when issuing a predicted probability of 50 percent to each patient). The Brier score may be scaled by its maximum Brier, max=(1 − mean(p)) mean(p) to obtain Brier, scaled.
\[
(1 - \frac{Brier}{Brier_{\max}}) \times 100 \text{ percent, which has interpretation similar to the Pearson correlation coefficient (24).}
\]
Calibration refers to how closely the predicted survival calculated at a prespecified time using Prognostat agrees with the observed survival. Since calibration is essentially a test of fit, we applied the Hosmer-Lemeshow (HL) test (25) on the dead-versus-alive binary outcome. The HL chi-squared statistic involves grouping the observations (most commonly in deciles) based on the predicted probabilities and then testing the hypothesis that the difference between observed and predicted events is simultaneously zero for all the groups. This test is equivalent to testing the hypothesis that the observed number of events in each of the groups is equal to the expected number of events based on the fitted model. The higher the HL \( p \)-value, the better calibrated the model is. The HL calibration can be visually expressed by plotting deciles of predicted-versus-observed proportions of survival at each time point.

Discrimination is the ability of the model to differentiate between the patients who died versus those who survived at a pre-specified time. A rank order statistic commonly used to summarize discrimination with and without the outcome has been the area under the receiver operating curve (AUC) (26), which is a plot of the sensitivity (true positive rate) against 1-specificity (false positive rate) for consecutive cutoffs of the probability of an outcome. The maximum value of the area under the receiver operating curve (AUC), AUC=1, indicates a perfect prediction model, while a value of AUC=0.5 indicates that 50 percent of patients have been correctly classified (as good as by chance). As a rank order statistic, AUC is insensitive to errors such as difference in average survival. For this reason, a model can have relatively moderate AUC scores and at the same time be inaccurate and have high Brier scores (or low-scaled Brier scores).

The discrimination slope is a measure of how well subjects with and without the outcome are separated. It is defined as the absolute difference in mean predictions of survival (mean |\( \mu \)|) between those who died and those who survived at time \( t \) (8). Because it is an overall measure of differences in mean survival probabilities, in addition to the discrimination slope we have used box plots to assess the extent to which survival differentiation at each time point is achieved for all survival estimates. All statistical calculations were performed using Stata version 11.2.

**RESULTS**

Patient characteristics of the retrospective cohort are summarized in Table 1. The extracted data were found to be in substantial agreement (kappa=0.85). In addition to presenting data for our cohort of 590 patients, in each column, as a second cell entry, we present data from the Victoria Hospice patient cohort used to develop Prognostat.

### Table 1 / Patient Characteristics and Survival Times by Age, Gender, Cancer Diagnosis, and PPS*

<table>
<thead>
<tr>
<th>Variable</th>
<th>Survival times (in days)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (95% CI)**</td>
<td>Median (95% CI)</td>
<td>Range</td>
<td>Number of patients</td>
<td></td>
</tr>
<tr>
<td><strong>Overall</strong></td>
<td>14 (12, 17)</td>
<td>6 (5, 6)</td>
<td>8 (7.5, 8.5)**</td>
<td>1-371</td>
<td>590, 5,893***</td>
</tr>
<tr>
<td><strong>Age at treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;45</td>
<td>15 (8, 22)</td>
<td>8 (4,12)</td>
<td></td>
<td>1-95</td>
<td>37 (6.3%), 245 (4.2%)</td>
</tr>
<tr>
<td>45-64</td>
<td>14 (11, 17)</td>
<td>7 (5, 9)</td>
<td></td>
<td>1-114</td>
<td>187 (31.7%), 1,270 (21.6%)</td>
</tr>
<tr>
<td>65-74</td>
<td>14 (8, 20)</td>
<td>5 (4, 6)</td>
<td></td>
<td>1-271</td>
<td>110 (18.6%), 1,489 (25.3%)</td>
</tr>
<tr>
<td>75-84</td>
<td>14 (8, 20)</td>
<td>5 (4, 6)</td>
<td></td>
<td>1-371</td>
<td>129 (21.9%), 1,945 (33.0%)</td>
</tr>
<tr>
<td>85+</td>
<td>15 (8, 21)</td>
<td>5 (4, 6)</td>
<td></td>
<td>1-313</td>
<td>127 (21.5%), 944 (16.0%)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>14 (10, 18)</td>
<td>6 (5, 7)</td>
<td></td>
<td>1-371</td>
<td>293 (49.7%), 2,022 (48.9%)</td>
</tr>
<tr>
<td>Female</td>
<td>15 (11, 19)</td>
<td>6 (5, 7)</td>
<td></td>
<td>1-271</td>
<td>295 (50%), 3,071 (51.1%)</td>
</tr>
<tr>
<td><strong>Number of patients with cancer</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noncancer</td>
<td>12 (8, 16)</td>
<td>5 (4, 6)</td>
<td></td>
<td>1-371</td>
<td>363 (61.5%), 926 (15.7%)</td>
</tr>
<tr>
<td>Cancer</td>
<td>17 (14, 20)</td>
<td>9 (7, 11)</td>
<td></td>
<td>1-113</td>
<td>227 (38.5%), 4,965 (84.3%)</td>
</tr>
<tr>
<td><em><em>Initial PPS</em> score</em>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPS 10%</td>
<td>5 (3, 7)</td>
<td>3 (2, 4)</td>
<td>1 (0.9, 1.1)</td>
<td>1-77</td>
<td>186 (32.6%), 569 (9.6%)</td>
</tr>
<tr>
<td>PPS 20%</td>
<td>16 (8, 24)</td>
<td>5 (4, 6)</td>
<td>2 (1.8, 2.2)</td>
<td>1-371</td>
<td>125 (21.7%), 730 (12.5%)</td>
</tr>
<tr>
<td>PPS 30%</td>
<td>15 (11, 19)</td>
<td>7 (5,9)</td>
<td>5 (4.6, 5.4)</td>
<td>1-140</td>
<td>123 (21.4%), 1,403 (23.9%)</td>
</tr>
<tr>
<td>PPS 40%</td>
<td>24 (18, 30)</td>
<td>14 (11, 17)</td>
<td>13 (11.8, 14.1)</td>
<td>1-174</td>
<td>96 (16.7%), 1,590 (27.0%)</td>
</tr>
<tr>
<td>PPS 50%</td>
<td>30 (22, 38)</td>
<td>18 (14, 45)</td>
<td>28 (25.1, 30.9)</td>
<td>1-76</td>
<td>29 (5.0%), 1,003 (17.1%)</td>
</tr>
<tr>
<td>PPS 60-80%</td>
<td>23 (14, 32)</td>
<td>18 (5, 29)</td>
<td>43 (37.9, 48.1)</td>
<td>4-61</td>
<td>15 (2.6%), 453 (7.7%)</td>
</tr>
</tbody>
</table>

* Palliative Performance Scale.
** Confidence interval.
*** Second cell entries (where available), in parentheses, are for the Victoria Hospice patient cohort used to develop Prognostat.
ria Hospice cohort that was used to develop Prognostat. The table shows significant discrepancies in the distribution of percentages for age and cancer status. There is also a significant discrepancy in the distribution of percentages and median survival times for PPS.

![Figure 1 / Kaplan-Meier Survival Curves by Initial Palliative Performance Scale (PPS) Score](image)

<table>
<thead>
<tr>
<th>Day</th>
<th>% of patients survived</th>
<th>Score</th>
<th>PPS* adjusted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 1</td>
<td>89.4%</td>
<td>Brier</td>
<td>0.099</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brier scaled</td>
<td>18.30%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC** (95% CI*** )</td>
<td>0.699 (0.628, 0.771)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Slope</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HL**** p-value</td>
<td>0.0023</td>
</tr>
<tr>
<td>Day 2</td>
<td>77.6%</td>
<td>Brier</td>
<td>0.187</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brier scaled</td>
<td>18.40%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>0.741 (0.689, 0.791)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Slope</td>
<td>0.234</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HL p-value</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Day 4</td>
<td>59.7%</td>
<td>Brier</td>
<td>0.244</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brier scaled</td>
<td>0.40%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC (95% CI)</td>
<td>0.724 (0.682, 0.767)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Slope</td>
<td>0.243</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HL p-value</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Day 7</td>
<td>42.4%</td>
<td>Brier</td>
<td>0.211</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brier scaled</td>
<td>2.20%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC (95% CI)</td>
<td>0.764 (0.724, 0.803)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Slope</td>
<td>0.263</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HL p-value</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Day 14</td>
<td>24%</td>
<td>Brier</td>
<td>0.155</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brier scaled</td>
<td>5.50%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC (95% CI)</td>
<td>0.756 (0.709, 0.804)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Slope</td>
<td>0.263</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HL p-value</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Day 30</td>
<td>10.8%</td>
<td>Brier</td>
<td>0.088</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brier scaled</td>
<td>39.40%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC (95% CI)</td>
<td>0.758 (0.696, 0.820)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Slope</td>
<td>0.136</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HL p-value</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>

* Palliative Performance Scale.
** Area under the receiver operating curve.
*** Confidence interval.
**** Hosmer-Lemeshow statistic.
For our cohort, the Kaplan-Meier curves stratified by initial PPS level are shown in Figure 1. The curves show good separation, indicating that the different risk groups are well defined. We dropped 15 patients with PPS scores of 60 percent due to the crossing of the Kaplan-Meier estimate of PPS 50 percent. The log-rank test for equality of survival curves was highly significant at $p=0.001$ for PPS and cancer status, but not for age ($p=0.303$) and gender ($p=0.944$). Likewise, when adjacent categories of PPS were compared (PPS 10 percent versus 20 percent, 20 percent versus 30 percent, and so on), pairwise log-rank tests were all significant at $p=0.05$ level, except for PPS 40.
percent versus PPS 50 percent ($p=0.394$), due to initial crossing of two survival curves and the longer tail of the PPS 40 percent group. Patients who were 44 years old or younger did not have significantly lower hazard than those in the other age groups ($p=0.862, 0.340, 0.466, 0.50$, respectively), nor did male patients compared with female ones ($p=0.806$).

The measures of accuracy, discrimination, and calibration for days 1, 2, 4, 7, 14, and 30 are given in Table 2 and show poor performance of Prognostat overall. The discrimination slopes are relatively low and the Hosmer-Lemeshow goodness-of-fit test $p$-values are significant for all six days of measurement, indicating poor calibration. In the H.L. calibration plot of predicted versus observed proportion of those who survived (Figure 2B), circles are mostly unaligned with the 45-degree line. They show that in our cohort of patients, Prognostat consistently underestimates survival for days 1, 2, 4, 7, and 14, and overestimates it for day 30. The larger circles indicate that these points are based on more data. The absence of circles in any given decile indicates that there were no predictions in that interval. The overlapping box plots (Figure 2A) confirm poor discrimination.

DISCUSSION

This paper describes an external validation of the Web-based interactive prognostic tool Prognostat. We found that the tool performed poorly for our cohort of palliative patients. Since patient populations differ, it is not uncommon for the predictive performance of a model to deteriorate when the model is tested with patients other than those with whom it was developed. This has been recognized in the case of the PPS — due possibly to differences in patient cohort characteristics, location of care, and misunderstandings related to the use of the performance tool and the inter-reviewer discrepancy (18, 27). The differences between our cohort and the cohort used in the development of Prognostat are pronounced in terms age at treatment, cancer status, and PPS score.

However, we believe that instead of developing a new model, we should use knowledge from previous studies to update the existing prediction model by means of shrinkage and recalibration methods (28, 29). Updating methods can range from making adjustments to baseline survival to making adjustments to predictor weights using adjustment factors. This may entail re-estimating predictor weights and adding new predictors or removing existing predictors from the original model (10). Ideally, the updated model would also be externally validated. For Prognostat to be useful to hospice and palliative care researchers, it should report explicit risk scores to be combined with new patient information and provide guidance on how this should be done.

Prognostat is also restricted in the framework of the Cox proportional hazards model, especially due to the fact that it is impossible to directly model and report the baseline survival function. This is essential in calibrating survival estimates for a new population of patients. We have found that the Royston-Parmar family of survival functions (30) is more accurate and flexible than the Cox proportional hazards model (31), as it allows for parametric modelling of the baseline survival function and relaxing of the proportional hazards assumption.

LIMITATION

A limitation of our study is that it was confined to external validation of an existing model, which needs to be recalibrated and tested prospectively on a data set independent from our patient population. Without explicit information from Prognostat regarding patient risk scores and linear predictors, this is not feasible at this time.
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NOTE

For a vector of covariates $x$ and parameter vector $\beta$, the survival function is $S(t; x)$, which depends on the transformation $g(x)$, such that $g(x) = g(S_0(t; x)) + \beta$. The transformation $g(x)$ can be either the proportional hazard, proportional odds, or other functions. The baseline survival function $S_0(t)$ is approximated and smoothed by a restricted cubic spline function with $m$ interior knots. A desirable feature of these functions is that, unlike CPH, they can be reconstructed and used in postestimation modeling if the scale used (hazard, probit, or odds), the knot positions, and the estimates of the regression coefficients are reported. Calibration refers to estimating regression coefficients in the secondary data set using the parameter vector $\beta$ estimated on the primary data set and applied to the vector of covariates $x$ of the secondary data set. The interested reader is directed to a publication by Royston, Parmar, and Altman (32) for a detailed explanation. The methods can be implemented in Stata (33) statistical software using the stpm2 (34) and stpm2 (35) commands, or in open source statistical software R as flexsurv package (36).
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Abstract

Prognostic models are often used to estimate the length of patient survival. The Cox proportional hazards model has traditionally been applied to assess the accuracy of prognostic models. However, it may be suboptimal due to the inflexibility to model the baseline survival function and when the proportional hazards assumption is violated. The aim of this study was to use internal validation to compare the predictive power of a flexible Royston-Parmar family of survival functions with the Cox proportional hazards model. We applied the Palliative Performance Scale on a dataset of 590 hospice patients at the time of hospice admission. The retrospective data were obtained from the Liepath Hospice and Palliative Care center in Hillsborough County, Florida, USA. The criteria used to evaluate and compare the models’ predictive performance were the explained variation statistic R², scaled Brier score, and the discrimination slope. The explained variation statistic demonstrated that overall the Royston-Parmar family of survival functions provided a better fit (R² = 0.298; 95% CI: 0.236–0.358) than the Cox model (R² = 0.156; 95% CI: 0.111–0.203). The scaled Brier scores and discrimination slopes were consistently higher under the Royston-Parmar model. Researchers involved in prognosticating patient survival are encouraged to consider the Royston-Parmar model as an alternative to Cox.
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Introduction

Prognostic models are often used to estimate the length of patient survival and improvement in the accuracy of prognosis translates into superior quality of patient care. Precise prognosis of survival using modeling techniques requires rigorous methods for the development and testing of the accuracy of prognostic models. Developing a prognostic model entails having accurate patient data for prognosis, and selecting clinically relevant candidate predictors and measures of model performance, usually in the context of multivariable regression [1]. This process produces patient performance scores that allow for classification of patients into different risk groups [2,3,4].

In the hospice setting, accurate prognostication of survival affords patients and their families a vital opportunity to attend to matters such as planning, prioritizing, and preparing for death [5]. Predicting patient survival is a complex decision making process involving numerous subjective and numerical factors that have substantial variation which may lead to poor prediction of life expectancy. Many physicians practice optimism or avoidance, thus overestimating survival at times by a factor of five [6]. Implementing appropriate statistical methodologies translates into improved accuracy of prognosis and superior quality of care.

Predictions based on appropriate statistical modeling have been shown to be superior to physicians’ prognostication [4,7]. The Cox proportional hazards (CPH) model [8] is the most commonly-used survival prediction model [4,9]. In the hospice and palliative settings, demographic and clinical covariates are often included in CPH to predict patient survival [10,11]. The appeal of the model is its analytic simplicity and that the baseline survival function does not need to be defined a priori—it is absorbed when the likelihood function is maximized (note that “baseline” refers to zero values of the covariates, not to time equal to zero). It is possible to estimate the baseline survival function for the CPH model conditional on the estimated regression coefficients. However, this is highly rigid as the smoothing of the underlying function depends on the proportional hazards assumption, which may not be supported by the data and is often overlooked by the investigators [9]. Essentially, the CPH model was designed to measure the effects of covariates on the changing hazard function and not to model patient survival. A flexible family of functions which allows for parametrically modeling the baseline survival function is more appropriate, especially if the proportional hazards assumption is violated in the CPH [12]. The baseline survival has for the most part been ignored because it is left undefined in the CPH model.
In this manuscript we compare CPH with an alternative method of estimating survival in the form of the class of flexible Royston-Parmar (RP) parametric functions [12]. We use the Palliative Performance Scale (PPS) [13] from a cohort of hospice patients. Results from systematic reviews have shown that the patient PPS score is an accurate measure of patient survival in the palliative setting [7,11]. Furthermore, PPS and CPH model have been used to construct meaningful hospice patient survival estimates in the form of a life expectancy table and survival nomogram [14] and to validate prognosticating scales for hospice patient survival [15,16,17].

In addition to PPS, other risk factors such as age, cancer status and gender have been reported to be significant predictors of palliative patient survival in several studies [11,14]. In our study we did not adjust for other risk factors because though they may be significant predictors of survival for the cohort of patients in our dataset, they may not be in other palliative settings. Our goal was to demonstrate that the RP family of parametric functions allow for a direct and flexible modeling of the baseline survival and that it is formulated so that the impact of the proportional hazard assumption is minimized. We determined if the overall performance and discriminatory ability of RP family of parametric functions is superior to CPH in the sample by using models that were derived and tested on the whole dataset (naive validation) and using (internal) cross-validation. It is important to note that the RP parametric functions have not been applied to prognostic models in the hospice and palliative settings. It is also important to note that we did not perform external validation, which entailed using a different data set than the one used to create the model[3]. In the next section we briefly discuss PPS, introduce the statistical models and measures of model performance.

Methods

Study sample and palliative performance

The patient data were obtained from the LifePath Hospice and Palliative Care Center licensed since 1985 to serve in Hillsborough County, Florida. Hospice care focuses on pain control and symptom management. To avoid selection bias, we retrospectively and sequentially extracted data for 590 patients who, as of January 2009 were deceased. This study was a retrospective review of the deceased patients' medical records. Only data pertaining to outcomes were collected; personal information was not collected and the data were de-identified prior to analysis. Since we did not collect any information that can identify deceased patients or their family members, under HIPAA rules and regulations (45 CFR 164.512) the requirement for consent does not apply. The study and consent procedures were approved by the University of South Florida Institutional Review Board prior to study initiation. Two research assistants extracted all data necessary to populate the model variables and two faculty members randomly checked 25% of the data for accuracy. The models were tested against observed survival duration.

The Palliative Performance Scale (PPS) was developed and reported by Anderson et al. [13] as a measure of palliative patients' functional status. The scale has 11 possible mutually exclusive levels, which are based on five domains: six levels of ambulation, six levels of activity and evidence of disease, five levels of self-care, five levels of food intake and four levels of consciousness. The scale ranges from PPS of 0% (deceased patient) to PPS of 100% (ambulatory and healthy patient). Numerous studies have studied its prognostic accuracy of survival in a variety of settings and found it provides meaningful estimates of patient survival [10,14,15,18,19,20,21,22,23]. PPS has been found to be both valid and reliable [24].

Model selection and validation

Validating a prognostic model is generally accepted to mean that given a patient population it works in a data set other than the one it is applied to[2,25]. In other words, the model needs to be tested using a different data set than the one used to create the model[3]. It is also generally accepted that the validation process should follow guidelines and that un-validated prognostic models should not be applied in clinical practice [3,4,26]. When validating a prognostic survival model in the regression framework, most attention has been on the value of the prognostic index based on covariates, while the role of the baseline survival function has been largely ignored.

The role of the baseline survival is significant as it quantifies the absolute patient survival probabilities over time. For a vector of covariates \( x \) and parameter vector \( \mathbf{\beta} \), the survival function \( S(t; x) \) at
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</tr>
<tr>
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</tr>
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<td>85+</td>
</tr>
<tr>
<td>Gender</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td>Unknown</td>
</tr>
<tr>
<td>No. of patients with cancer/noncancer</td>
</tr>
<tr>
<td>Noncancer</td>
</tr>
<tr>
<td>Cancer</td>
</tr>
<tr>
<td>Diagnosis category for cancer</td>
</tr>
<tr>
<td>Brain</td>
</tr>
<tr>
<td>Gastrointestinal</td>
</tr>
<tr>
<td>Genital-female</td>
</tr>
<tr>
<td>Genital-male</td>
</tr>
<tr>
<td>Head and neck</td>
</tr>
<tr>
<td>Hematopoietic</td>
</tr>
<tr>
<td>Pancreas</td>
</tr>
<tr>
<td>Respiratory</td>
</tr>
<tr>
<td>Skin</td>
</tr>
<tr>
<td>Urinary</td>
</tr>
<tr>
<td>Other</td>
</tr>
<tr>
<td>Diagnosis category for noncancer</td>
</tr>
<tr>
<td>AIDS</td>
</tr>
<tr>
<td>Cardiovascular</td>
</tr>
<tr>
<td>Neurological</td>
</tr>
<tr>
<td>Respiratory</td>
</tr>
<tr>
<td>Other</td>
</tr>
</tbody>
</table>

doi:10.1371/journal.pone.0047804.201
<table>
<thead>
<tr>
<th>Variable</th>
<th>Survival Times (in Days)</th>
<th>Range</th>
<th>No. of Patients (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (95% CI)</td>
<td>Median (95% CI)</td>
<td></td>
</tr>
<tr>
<td>Total no. of patients</td>
<td>14 (12, 17)</td>
<td>6 (5, 6)</td>
<td>1–371</td>
</tr>
<tr>
<td>Age at Treatment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;45</td>
<td>15 (8, 22)</td>
<td>8 (4,12)</td>
<td>1–95</td>
</tr>
<tr>
<td>45–64</td>
<td>14 (11, 17)</td>
<td>7 (5, 9)</td>
<td>1–114</td>
</tr>
<tr>
<td>65–74</td>
<td>14 (8, 20)</td>
<td>5 (4, 6)</td>
<td>1–271</td>
</tr>
<tr>
<td>75–84</td>
<td>14 (8, 20)</td>
<td>6 (5, 7)</td>
<td>1–371</td>
</tr>
<tr>
<td>85+</td>
<td>15 (9, 21)</td>
<td>5 (4, 6)</td>
<td>1–313</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>14 (10, 18)</td>
<td>6 (5, 7)</td>
<td>1–371</td>
</tr>
<tr>
<td>Female</td>
<td>15 (11, 19)</td>
<td>6 (5, 7)</td>
<td>1–371</td>
</tr>
<tr>
<td>No. of patients with cancer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noncancer</td>
<td>12 (8, 16)</td>
<td>5 (4, 6)</td>
<td>1–371</td>
</tr>
<tr>
<td>Cancer</td>
<td>17 (14, 20)</td>
<td>9 (7, 11)</td>
<td>1–113</td>
</tr>
<tr>
<td>Diagnosis category for cancer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brain</td>
<td>27 (16, 39)</td>
<td>28 (14, 42)</td>
<td>3–55</td>
</tr>
<tr>
<td>Gastrointestinal</td>
<td>21 (14, 29)</td>
<td>11 (5,17)</td>
<td>1–82</td>
</tr>
<tr>
<td>Genital-female</td>
<td>15 (6, 24)</td>
<td>8 (1, 15)</td>
<td>2–55</td>
</tr>
<tr>
<td>Genital-male</td>
<td>26 (7, 45)</td>
<td>13 (4, 22)</td>
<td>1–100</td>
</tr>
<tr>
<td>Head and neck</td>
<td>10 (2, 18)</td>
<td>5 (1, 9)</td>
<td>1–36</td>
</tr>
<tr>
<td>Hematopoietic</td>
<td>4 (2, 6)</td>
<td>3 (1, 5)</td>
<td>1–10</td>
</tr>
<tr>
<td>Pancreas</td>
<td>18 (7, 29)</td>
<td>7 (3, 11)</td>
<td>1–113</td>
</tr>
<tr>
<td>Respiratory</td>
<td>15 (10, 20)</td>
<td>10 (7, 13)</td>
<td>1–71</td>
</tr>
<tr>
<td>Skin</td>
<td>11</td>
<td>11</td>
<td>1–113</td>
</tr>
<tr>
<td>Urinary</td>
<td>25 (1, 58)</td>
<td>9 (1, 39)</td>
<td>4–76</td>
</tr>
<tr>
<td>Other</td>
<td>17 (12, 22)</td>
<td>9 (5, 12)</td>
<td>1–103</td>
</tr>
<tr>
<td>Diagnosis category for noncancer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIDS</td>
<td>18 (3, 33)</td>
<td>8 (1, 15)</td>
<td>1–85</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>14 (5, 23)</td>
<td>5 (3, 7)</td>
<td>1–271</td>
</tr>
<tr>
<td>Neurological</td>
<td>8 (5, 11)</td>
<td>5 (4, 6)</td>
<td>1–77</td>
</tr>
<tr>
<td>Respiratory</td>
<td>25 (1, 49)</td>
<td>3 (1, 5)</td>
<td>1–371</td>
</tr>
<tr>
<td>Other</td>
<td>11 (1, 15)</td>
<td>5 (4, 6)</td>
<td>1–174</td>
</tr>
<tr>
<td>Initial PPS Score</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPS 10%</td>
<td>5 (3, 7)</td>
<td>3 (2, 4)</td>
<td>1–77</td>
</tr>
<tr>
<td>PPS 20%</td>
<td>16 (8, 24)</td>
<td>5 (4, 6)</td>
<td>1–371</td>
</tr>
<tr>
<td>PPS 30%</td>
<td>15 (11, 19)</td>
<td>7 (5, 9)</td>
<td>1–140</td>
</tr>
<tr>
<td>PPS 40%</td>
<td>24 (18, 30)</td>
<td>14 (11, 17)</td>
<td>1–147</td>
</tr>
<tr>
<td>PPS 50–80%</td>
<td>28 (21, 35)</td>
<td>18 (9, 27)</td>
<td>1–76</td>
</tr>
</tbody>
</table>

doi:10.1371/journal.pone.0047804.t002

time $t$ for the CPH model is commonly expressed as $S(t;x) = S_0(t)^{exp(x\beta)}$, where $S_0(t)$ is the baseline survival function, i.e. survival function when all the covariates $x$ are equal to zero. In the CPH framework, the estimation of the prognostic index $x\beta$ does not require the formulation of the baseline cumulative survival function $S_0(t)$, which itself can be estimated conditional on the covariate estimates. The two popular methods for estimating baseline survival $S_0(t)$ are the Breslow and Kalbfleisch-Prentice methods [27]. Both give similar results in practice, but can lead to “choppy” estimates of the baseline function and are dependent on the proportional hazards assumption.

When the goal of a survival analysis is to estimate hazard ratios (the effect of covariates on the changing hazard function), the baseline function is of no consequence. The CPH is appropriate as the baseline function gets absorbed when coefficient $\beta$s are estimates by the method of partial log likelihood. However, when the goal is to prognosticate patient survival, there is a need for more flexibility in modeling the baseline survival.
An alternative to the CPH is the RP family of models that resembles the generalized linear models and can be viewed as a parametric extension Cox proportional hazard models [12]. The models are framed to rely on the transformation $g(.)$, such that $g(S(t;x)) = g(S_0(t)) + x$. The transformation $g(.)$ can be either from the proportional hazard, proportional odds, Aranda-Ordaz or probit families [12]. We did not consider the Aranda-Ordaz family in this study due to possible interpretational difficulties [12]. Under the proportional hazard link function, the hazard ratio estimates are nearly identical to those estimated under CPH. The attractive feature of the RP baseline survival function is that its shape is preserved, but the location of the baseline distribution function can vary, which allows for flexible model recalibration. Also, the estimate $g(s_0(t))$ is implemented on log-time scale. It is generally gently curved and smooth, making survival estimates more accurate.

In the RP framework, if the proportional hazard assumption is violated, the probit-link function $g(s) = -\Phi^{-1}(s)$ can be applied, where $\Phi^{-1}(.)$ is the inverse standard normal distribution function. The baseline survival function $S_0(t)$ is approximated and smoothed by a restricted cubic spline function with $m$ interior knots. Splines are piecewise polynomials that ensure the overall curve is smooth (see Royston and Parmar [12] for details). Spline-based survival models such as RP have been empirically shown to be superior when the proportional hazard assumption is violated [28]. The optimal number of knots and the comparison among different RP models can be found using the minimum combination of Akaike Information Criterion (AIC), Bayes Information Criterion (BIC) and explained variation statistic $R^2$ [29,30]. The AIC is defined in the usual manner as $-2\log(\text{likelihood}) + 2\text{(No. of model parameters)}$, while BIC equals $-2\log(\text{likelihood}) + \text{(No. of model parameters)}\times\log(n)$. In survival analysis $n$ is interpreted as the number of events rather than the number of patients. The placement of knots in spline modeling is an issue. We have placed the knots at equally spaced centiles of the log-survival times, following published recommendations [31]. For example, for $m = 1$ the knot is at the 50th centile, for $m = 2$ the knots are at the 33rd and 67th centiles, etc.

We compared RP and CPH by performing internal validation (assuring validity in the population where the development data originated from) on the whole data set (naïve) and using split-sample cross-validation. We performed 10-fold cross-validation by splitting the data into development...
and validation sets and repeating the process 20 times. The methods can be readily implemented in Stata [32,33] statistical software using the stpm [29] and stpm2 [34] commands, or in open source statistical software R as flexsurv package [35].

Assessment of model performance

Model performance is the ability of the estimated risk score to predict survival and is assessed using the measures of explained variation, calibration, and discrimination. Calibration refers to how closely the predicted survival at a pre-specified time agrees with the observed survival. For cross-validation, we compared the average fitted probabilities of survival under RP and CPH for the first 15 days to observed probabilities estimated non-parametrically using Kaplan-Meier curves [36].

The Brier score is a quadratic scoring rule that calculates the differences between the actual outcomes and predicted probabilities [37]. Given the predicted probability of survival p_t at time t for patient i, and Y_i binary (0−1, dead-alive) variable, the Brier score is defined as \( \sum (Y_i (1-p_t) + (1-Y_i)p_t) \). A Brier score of 0 indicates a perfect model, while 0.25 indicates a non-informative model (the value achieved when issuing a predicted probability of 50% to each patient). The Brier score may be scaled by its maximum Brier_{max}=(1−mean(p)) mean(p) to obtain Brier\(_{scaled}\)=1−Brier\(_{max}\). The scaled Brier scores range from 0% to 100% and have interpretation similar to the Pearson correlation coefficient [36].

For a particular risk score, discrimination is the ability to differentiate between the patients who died versus those who survived. The Kaplan-Meier plot of survival for patients in different risk groups can be used to test for separation, indicating that the different risk groups are well defined [39]. For a statistical model, the global measure of the model's discriminatory power is the explained variation statistic R^2, which measures the variation explained by the fitted model [40]. Higher values of R^2 indicate greater discrimination. In this study we implement R^2 for survival models, as described by Royston and Sauerbrei [41].

The discrimination or Yate slope is a measure of how well the subjects with and without the outcome are separated. It is defined as the absolute difference in mean predictions of survival (mean[p]) between those who died and those who survived at time t [2]. The scaled Brier scores and discrimination slopes were calculated separately for the (naive) model using the whole dataset and the model derived using cross-validation for t = 1, 2... 100 days. Higher scaled Brier scores and discrimination slopes represent better model performance.

All statistical calculations were performed using Stata version 11.2 [32,33].

Figure 3. Test of the probit assumption under RP for initial PPS.
doi:10.1371/journal.pone.0047804.g003

<table>
<thead>
<tr>
<th>No. of knots m</th>
<th>PH</th>
<th>AIC, BIC, R^2</th>
<th>PO</th>
<th>AIC, BIC, R^2</th>
<th>Probit</th>
<th>AIC, BIC, R^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2033, 2042, 0.156</td>
<td>1887, 1896, 0.321</td>
<td>1872, 1881, 0.295</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1889, 1902, 0.178</td>
<td>1883, 1896, 0.322</td>
<td>1858, 1871, 0.298</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1871, 1888, 0.170</td>
<td>1870, 1887, 0.312</td>
<td>1857, 1874, 0.296</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1870, 1892, 0.172</td>
<td>1870, 1892, 0.311</td>
<td>1856, 1860, 0.297</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1865, 1892, 0.177</td>
<td>1865, 1891, 0.310</td>
<td>1855, 1881, 0.296</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1865, 1896, 0.171</td>
<td>1865, 1896, 0.309</td>
<td>1856, 1886, 0.296</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

doi:10.1371/journal.pone.0047804.t003
Flexible Alternative to the Cox Survival Model

Figure 4. Baseline survival functions under CPH and RP models.
doi:10.1371/journal.pone.0047804.g004

Results

Description of the data source

The patient characteristics of the retrospective cohort are summarized in Table 1. The cohort consisted of 293 males (49.7%) and 295 females (50.0%), and 2 (0.3%) with unknown gender. The data were collected starting from patients’ entry into hospice care until death for all 590 patients. The mean, median and range of survival times for the patients by PPS at admission, age, gender, cancer status, and diagnosis category are given in Table 2. The table shows that the median survival was fairly evenly distributed across age groups and gender, but unevenly across the cancer status and initial diagnosis category. All patients were assigned PPS at the time of

Figure 5. Predicted survival by PPS under RP and CPH compared with the Kaplan-Meier estimates in the validation data.
doi:10.1371/journal.pone.0047804.g005
Figure 6. Difference between Brier scores for RP and CPH models (a) and between discrimination slopes for RP and CPH models (b) as a function of patient survival times in the naive (whole) data set and cross-validated data set. Both are consistently higher for RP indicating better accuracy and discrimination.

admission to hospice care. Since PPS score of 0% means that the patient is dead, the data were transformed so that the PPS score of 10% was set as the baseline. There were only 15 total observations for PPS = 60%, 70%, 80%, so they were combined with PPS = 50% to obtain meaningful survival estimates. Fourteen patients had missing values for PPS.

The time of admission was the starting point for survival time. The Kaplan-Meier curves stratified by initial PPS level are shown in Figure 1. The curves show good separation indicating that the different risk groups are well defined. The log-rank test for equality of survival curves was highly significant at P = 0.001. The global test based on Schoenfeld residuals showed that the proportional hazard assumption was violated for PPS (P-value <0.001), which can also be seen from the un-parallel natural log-plot of survival curves (Figure 2).

Table 3 lists AIC, BIC and R² values for 5 knots under the proportional hazard, proportional odds and probit RP families; the minimum combination in each is underlined. The number of optimal knots was found to be m = 1 under the probit model. The improvement in fit with the probit model can be seen from the parallel survival curves of log-probit against natural log time (Figure 3).

R² was higher in the RP model (R² = 0.298; 95% CI: 0.236–0.358) than the Cox model (R² = 0.156; 95% CI: 0.111–0.203), indicating that the RP model explained significantly more variation than CPH. To illustrate the differences for the baseline function, Figure 4 shows plots of the CPH and RP baseline survival functions. The CPH baseline survival is “choppy” to approximately day 12, while the RP is smooth. The two baseline functions converged at around day 12.

Cross-validation showed that the relation between the two predicted survival estimates is approximately linear, with RP model consistently estimating a higher probability, which is particularly evident for higher scores of PPS corresponding to longer survival times (Figure 5). Overall, the predicted probabilities under RP tended to be closer to the Kaplan-Meier estimates than CPH. The plot of the consistently positive differences between RP and CPH scaled Brier scores (Figure 6a) and discrimination slopes (Figure 6b) showed that the RP model discriminated better across patient survival times for both the full (naive) and cross-validated models. This suggested that the higher value of R² under RP was not due to over-fitting.

Discussion

The results from our study show that RP family of models predicts survival more accurately than CPH through its flexible modeling of the baseline survival function. Using the RP flexible baseline function modeling would allow for more precise calibration in the prognostication phase than CPH. As Figure 5 illustrates, the predicted RP survival probabilities are consistently higher for higher values of PPS, and closer to the Kaplan-Meier estimates of survival. We suspect that both the robust modeling of baseline survival and overall model fit provide for better survival estimation.

There are limitations to our study, the primary one being the use of retrospective data. The RP family of parametric functions needs to be applied prospectively to assess accuracy of prognostic models through external validation. Furthermore, the dataset was limited to the hospice setting with no censored observations and with majority of patients having a very short follow-up time. For future studies, application of the proposed methodology should account for these limitations, and comparisons with parametric prognostic survival models should be explored.

The flexible models discussed in this paper could greatly improve the ability of researchers to accurately predict survival. An advantage of RP is that it can be used to validate published models for which the original individual patient data are unavailable. If the scale used (hazard, probit or odds), the knot positions, and the estimates of prognostic indices are known, then it would be possible to use RP. In the case of CPH this is not possible, since the baseline function would not be available.
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Abstract

Background
Lung cancer is considered a terminal illness with a 5-year survival rate of about 16%. Informed decision related to management of a disease requires accurate prognosis of the disease with or without treatment. Despite the significance of disease prognosis in clinical decision-making, systematic assessment of prognosis in patients with lung cancer without treatment has not been performed. We conducted a systematic review and meta-analysis of the natural history of patients with confirmed diagnosis of lung cancer without active treatment, to provide evidence-based recommendations for practitioners on management decisions related to the disease. Specifically, we estimated overall survival when no anticancer therapy is provided.

Methods
Relevant studies were identified by search of electronic databases and abstract proceedings, review of bibliographies of included articles, and contacting experts in the field. All prospective or retrospective studies assessing prognosis of lung cancer patients without treatment were eligible for inclusion. Data on mortality was extracted from all included studies. Pooled proportion of mortality was calculated as a back-transform of the weighted mean of the transformed proportions, using the random-effects model. To perform meta-analysis of median survival, published methods were used to pool the estimates as mean and standard error under the random effects model. Methodological quality of the studies was examined.

Results
Seven cohort studies (4,418 patients) and 15 randomized controlled trials (1,031 patients) were included in the meta-analysis. All studies assessed mortality without treatment in patients with non-small cell lung cancer (NSCLC). The pooled proportion of mortality without treatment in cohort studies was 0.97 (95% CI: 0.96 to 0.99) and 0.96 in randomized controlled trials (95% CI: 0.94 to 0.98) over median study periods of 8 and 3 years, respectively. When data from cohort and randomized controlled trials were combined, the pooled proportion of mortality was 0.97 (95% CI 0.96 to 0.98). Test of interaction showed a statistically non-significant difference between subgroups of cohort and randomized controlled trials. The pooled mean survival for patients without anticancer treatment in cohort studies was 11.94 months (95%CI: 10.07 to 13.8) and 5.03 months (95%CI: 4.17 to 5.89) in RCTs. For the combined data (cohort studies and RCTs), the pooled mean survival was 7.15 months (95%CI: 5.87 to 8.42), with a statistically significant difference between the two designs. Overall, the studies were of moderate methodological quality.

Conclusion
Systematic evaluation of evidence on prognosis of NSCLC without treatment shows that mortality is very high. Untreated lung cancer patients live on average for 7.15 months. Although limited by study design, these findings provide the basis for future trials to determine optimal expected improvement in mortality with innovative treatments.

Keywords: Best supportive care, Natural history, Meta-analysis, Palliative care, Placebo
Background

Cancer is a major public health concern globally. It is the most frequent cause of death in economically developed countries.[1] Among all cancers, lung cancer is the leading cause of cancer deaths worldwide. [2] In the United States, approximately 221,130 new cases of lung cancer (14% of all cancer diagnoses) are expected in 2011 out of which 156,940 deaths (27% of cancer deaths) are estimated due to lung cancer.[3] Given the incurable nature of lung cancer, it is considered a terminal illness with a 5-year survival rate of approximately 16% .[3]

Patients diagnosed with terminal illness such as lung cancer confront several decisions related to management of the disease. Opting for treatment (e.g. chemotherapy, radiotherapy, or surgery) instead of palliation or vice versa is one such critical decision. Depending on the stage of the disease, potential benefits of anticancer therapy intended to palliate specific tumor-related symptoms may be at the expense of treatment-related harms and the inconvenience associated with undergoing treatment. Other times, palliative care (e.g. pain medications or low dose radiotherapy)[4] rather than anticancer therapy may be preferable. Informed decision related to management of a terminal disease thus requires accurate prognosis of the disease with or without treatment.

Briefly, prognosis refers to the likelihood of an individual developing a particular health outcome over a given period of time, based on the individual’s clinical and non-clinical profile.[5] Accurate assessment of prognosis is key to informed decision making. For example, if a patient is diagnosed with a terminal illness such as lung cancer, a prognostic question of critical concern to the patient, family, and the physician is how long the patient is expected to live. Other
important outcomes may include disease progression, health-related quality of life, and treatment-related harms. Reliable prognostication of life expectancy can prevent subjecting patients to costly and unnecessary treatment for an unduly long period before transitioning to hospice care.[6] This in turn can help patients and their families prepare for the impending events and plan for the patient’s remaining lifespan.[7] Accurate prognostic information can also help physicians decide on choice of curative versus palliative treatments. For instance, if evidence shows no effect of curative treatment on disease progression, significant treatment-related harms can be avoided in favor of palliative treatments.[7] It can help investigators avoid *optimism bias*, the “unwarranted belief in the efficacy of new therapies”[8] or making “overly optimistic assumptions regarding treatment benefits when designing RCTs.”[9] Accurate disease prognosis thus underpins all management decisions related to the disease including choice of treatment, planning of supportive care, as well as allocation of resources.

Despite the significance of disease prognosis in clinical decision-making, systematic assessment of prognosis in patients with lung cancer without treatment has not been performed. We are aware of only one narrative review on the subject.[10] Accordingly, this systematic review was undertaken to assess the survival of patients with confirmed diagnosis of lung cancer without active treatment. Specifically, our aim was to estimate overall survival in lung cancer when no anticancer therapy is provided.

**Methods**

This systematic review was conducted as per the methods elaborated in a protocol that was developed *a priori*. The results are reported according to PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement.[11] An ideal study design to assess
natural history of a terminal disease such as lung cancer is a cohort study. Specifically, an inception cohort whereby a well-defined group of patients at the same disease stage is assembled at first diagnosis and followed for a defined period of time.[12-14] However, given the availability of treatments for lung cancer in recent years, it would be unethical and logistically challenging to conduct such a study. An alternative approach is to assess prognosis from retrospective lung cancer registries, case series or from the control arm of individual RCTs that compare active treatment with either no treatment or placebo or best supportive care.[5, 15].

Study eligibility

In this review, any retrospective or prospective cohort study assessing prognosis in lung cancer without treatment and any RCT assessing the role of treatment versus no treatment, were eligible for inclusion. A study was eligible for inclusion irrespective of language or publication type.

Search strategy

We conducted a systematic search of MEDLINE and Cochrane library electronic databases, proceedings of major scientific meetings, and bibliographies of eligible studies to identify all relevant studies. To retrieve lung cancer prognosis studies in PubMed, we employed search strategies suggested by Wilczynski[16] that optimizes search sensitivity and specificity. Search details used included: ("lung neoplasms"[MeSH Terms] AND "prognosis"[All Fields] AND "cohort"[All Fields] AND ("mortality"[Subheading] OR "natural course"[All Fields] OR "mortality"[All Fields] OR "survival"[All Fields] OR "survival"[MeSH Terms]). To retrieve RCTs in PubMed, we employed strategies suggested by Haynes[17] with the following search details: ("lung neoplasms"[MeSH Terms] AND ("randomized controlled trial"[Publication Type]) AND ("palliative care"[All Fields] OR "hospice care"[All Fields] OR "supportive care"[All Fields] OR "best supportive care"[All Fields] OR "placebo"[All Fields] OR
"symptomatic treatment"[All Fields] OR "no chemotherapy"[All Fields] OR "no treatment"[All Fields]). In the Cochrane library, we utilized a freely text search using the term “Lung cancer” to identify RCTs focusing on lung cancer. We manually searched abstracts of the American Society of Clinical Oncology and American Society of Hematology meetings and utilized the snowballing procedure to identify other relevant studies. Studies published until June 2011 were included. No restrictions were made regarding the language of the publication.

**Inclusion and exclusion criteria**

A prospective or retrospective cohort study assessing overall survival as an outcome in lung cancer patients without treatment was eligible for inclusion. A RCT was included if it enrolled patients with confirmed diagnosis of lung cancer, compared treatment versus no treatment (e.g. supportive care, best supportive care, palliative care, placebo etc.), and assessed overall survival as an outcome. A study in which patients had anticancer treatment prior to enrollment and subgroup analyses were excluded. Additionally, RCTs comparing two active treatments were excluded. Two reviewers read the titles and abstracts of identified citations to identify potentially eligible studies. Full text of potentially relevant reports were retrieved and examined for eligibility. Disagreements about study inclusion or exclusion were resolved via discussion until a consensus was reached.

**Data extraction**

Data extraction was performed using a standardized data extraction form. Two reviewers independently extracted the following information from each included study: number of patients enrolled, number of deaths, median survival, funding source (industry versus public etc.), type of centers involved (single versus multicenter etc.), patient demographics, patients baseline clinical characteristics, and type of control arm (for RCTs only). For cohort studies, we extracted data on
the number of deaths and total number of patients diagnosed with lung cancer. For RCTs, we extracted data on the number of deaths (all-cause mortality) and number of participants randomized to the control arm.

**Assessment of methodological quality**

To evaluate the methodological quality of included studies, a modified checklist of predefined criteria was developed on four methodological domains pertinent to minimization of bias. This modified checklist uses applicable elements from existing tools (Quality in Prognosis Studies tool,[18] Evidence-Based Medicine Group criteria for prognostic studies,[19] Newcastle-Ottawa Quality Assessment Scale,[20] and Cochrane Collaboration risk of bias criteria[21]) and related studies (Hudak et al[22] and Altman[23]). The four domains included *participation bias* (extent to which study sample represents the population of interest on key characteristics), *attrition bias* (extent to which loss to followup of the sample was not associated with key characteristics), *outcome measurement* (extent to which outcome of interest is adequately measured in study participants), *data analysis* and *reporting* (extent to which statistical analysis and data reporting are appropriate for the study design). The modified checklist contains 11 items for cohort studies and 14 items for RCTs. For each item, a study either fulfilled a certain criterion (scored “Yes”) or failed to fulfill the criterion (scored “No”). To assess methodological quality of studies included, we focused on proportion of studies that fulfilled each quality criterion (Table 2).

**Statistical analysis**

Data synthesis was conducted according to the study design separately as well as combined in the final stage (i.e., retrospective cohort and RCT). For the purpose of meta-analysis, we used methods by Stuarts et al[24] to transform the proportions into a quantity according to the Freeman-Tukey variant of the arcsine square root transformed proportion. The pooled proportion
was calculated as a back-transform of the weighted mean of the transformed proportions, using the random-effects model. To perform meta-analysis of median survival, we used published methods[24] to pool the estimates as mean survival and standard error under the random effects model. That is, using median survival and range reported in Kaplan-Meier curve, we converted these estimates into mean survival and standard error. Heterogeneity of treatment effects between trials was assessed using the $I^2$ statistic[20] with the following thresholds for $I^2$ statistic values: low (25% to 49%), moderate (50% to 74%), and high ($\geq$ 75%).[25] We explored the potential causes of heterogeneity by assessing the differences between subgroups using the test of interaction. We assessed robustness of the results by conducting sensitivity analysis with respect to methodological quality criteria of reporting, study location, and funding source. RevMan Version 5.1[26] was used to perform the analyses.

Results

Literature search

A flow diagram depicting the literature search process based on PRISMA [11] is shown in Figure 1. Initial search identified 1,562 potentially relevant citations excluding 71 duplicates. After initial screening of titles and abstracts, 1,489 records were not relevant for reasons depicted in Figure 1 and were excluded. Further assessment of full texts of remaining 73 studies led to exclusion of 51 studies. Altogether, 22 studies met the pre-defined inclusion criteria: 7 were retrospective cohort studies [27-33] and 15 were RCTs.[34-48]

Insert Figure 1 about here

Study characteristics
We did not find any inception cohort study or a prospective cohort study assessing prognosis of patients with lung cancer without treatment. The seven retrospective cohort studies included 4,418 patients and the 15 RCTs enrolled 1,031 patients. Altogether, the 22 studies included 5,449 patients. All studies assessed prognosis in patients with NSCLC and were published between 1973 and 2009 (Table 1).

**Cohort Studies:** The median sample size in the cohort studies was 131 patients (range: 39 to 2,344 patients) with a median study period of 8 years (range: 5 to 13 years). Fifty-seven percent (4/7) and 29% (2/7) of the studies reported number of patients with stage I and stage II NSCLC, respectively. Forty-three percent (3/7) of the studies reported patients’ cancer histology. Seventy-one percent (6/7) of the studies reported patient’s gender. Forty-three percent (3/7) of the studies reported median age. Forty-three percent (3/7) of the studies were conducted at single institutions, 43% (3/7) were at multicenter national studies, and 14% (1/7) of the studies had unspecified study location. Twenty-nine percent (2/7) of the studies were publicly funded, 14% (1/7) were funded by both public and industry, and 57% (4/7) had not specified funding sources.

**RCTs:** The median number of patients enrolled in the RCTs was 61 patients (range: 17 to 176 patients) with a median study period of 3 years (range: 1 to 7 years). Median follow-up was reported in 33% (5/15 of RCTs) and ranged between 2.7 and 43 months. Seventy-three percent (11/15) of the studies reported number of patients with stage III/IV NSCLC. Seventy-three percent (13/15) of the studies reported patients’ cancer histology. Eighty-seven percent (13/15) of the RCTs reported patient’s gender and median age. Twenty percent (3/15) of the RCTs were conducted at single institutions, 27% (4/15) were at multicenter national studies, 20% (3/15)
were at multicenter international, and 33% (5/15) had unspecified study location. Seven percent (1/15) of the RCTs were funded by public, 33% (5/15) were funded by industry, 7% (1/15) were funded both public and industry, and 53% (8/15) had unspecified funding sources.

**Types of control in RCTs:** Three studies described *best supportive care* as comprising “symptomatic or palliative treatment excluding chemotherapy,”[49] “palliative radiotherapy, antibiotics, and corticosteroids,”[35] “palliative radiotherapy, opioid analgesics, and psychosocial support,”[42] or “radiation therapy, pain medication, nutritional and psychological support, thoracocentesis and/or tube thorascopy.”[48] Three studies described *supportive care* as comprising “analgesics, an antitussive, relief of increased intracranial pressure, palliative radiotherapy, treatment of infections and pleural effusions,”[35] “symptomatic irradiation to involved fields,”[36] or “palliative radiation, analgesics, and psychosocial/nutritional support.”[40] *Palliative care* consisted of “radiotherapy, antibiotics, coughs suppressants, and analgesics”[38] *Symptomatic treatment* included “glucocorticosteroids and anabolic steroids.”[43] No descriptions were provided for *placebo* and “no treatment.”

Insert Table 1 about here

**Methodological quality**

**Cohort:** All seven cohort studies fulfilled 64% (7/11) of the quality criteria (Table 2). That is, adequate description of population of interest for key characteristics, adequate description of study setting/geographic location, adequate participation in the study by all eligible patients, reporting of patients with missing data, a priori and objective definition of outcomes, and
presentation of frequencies of most important data (e.g., outcome) were reported in all studies. However, baseline sample was adequately described for key characteristics in 57% (4/7) of the studies, inclusion and exclusion criteria were adequately described in 71% (5/7) of the studies, follow-up was sufficiently long for outcome to occur in 86% (6/7) of the studies, and alpha error and/or beta error were specified a priori in 29% (2/7) of the studies.

**RCTs:** All 15 RCTs fulfilled 36% (5/14) of the quality criteria (Table 2). That is, adequate description of population of interest for key characteristics, adequate description of withdrawal (incomplete outcome data), a priori and objective definition of outcomes, and frequencies of most important data were reported in all RCTs. However, study setting and geographic location were adequately described in 47% (7/15) of the RCTs, baseline sample was adequately described for key characteristics in 93% (14/15) of the RCTs, inclusion and exclusion criteria were adequately described in 93% (14/15) of the RCTs, patients were balanced in all aspects except the intervention in 93% (14/15) of the RCTs, follow-up was sufficiently long for outcome to occur in 53% (8/15) of the RCTs, proportion of sample completing the study was adequate in 60% (9/15) of the RCTs, characteristics of dropouts versus completers was provided in 13% (2/15) of the RCTs, alpha error and/or beta error was specified a priori in 47% (7/15) of the RCTs, and data analysis was based on intention to treat analysis principle in 53% (9/15) of the RCTs.

Insert Table 2 about here

**Mortality**

**Cohort:** Data on mortality was extractable from all seven cohort studies enrolling 4,418 patients.
As shown in Figure 2, the pooled proportion of mortality for patients without anticancer treatment was 0.97 (95% CI: 0.96 to 0.99). There was a statistically significant heterogeneity among pooled cohort studies ($I^2 = 93\%, P < 0.00001$).

**RCTs**: Data on mortality was extractable from the control arm of all 15 RCTs (1,031 patients). Figure 2 shows that the pooled proportion of mortality for patients in the control arm (without active treatment) was 0.96 (95% CI: 0.94 to 0.98). There was a statistically significant heterogeneity among pooled control arm of RCTs ($I^2 = 80\%, P < 0.00001$).

**Combined (Cohort and RCTs)**: Pooled proportion of mortality across the 22 studies was 0.97 (95% CI: 0.96 to 0.98). Because these two designs are inherently different from each other, we conducted separate analyses. However, as shown in Figure 2, test for subgroup differences showed no statistically significant heterogeneity between the two study designs ($P = 0.28$).

________

Insert Figure 2 about here

________

**Median Survival**

**Cohort**: Data on median overall survival was extractable from six cohort studies (4,125 patients). As shown in Figure 3, the pooled mean survival was 11.94 months (95% CI: 10.07 to 13.8). There was a statistically significant heterogeneity among pooled cohort studies ($I^2 = 97\%, P < 0.00001$).

**RCTs**: Data on median overall survival was extractable from all 15 RCTs (1,031 patients). The pooled mean survival for patients in the control arm was 5.03 months (95% CI: 4.17 to 5.89)
(Figure 3). There was a statistically significant heterogeneity among pooled control arm of RCTs ($I^2 = 90\%$, $P < 0.00001$).

**Combined (Cohort and RCTs):** Pooled proportion of mean survival across the 21 studies was 7.15 months (95%CI: 5.87 to 8.42). Test for subgroup differences showed statistically significant heterogeneity between the two study designs ($I^2 = 97.7$, $P < 0.00001$). Thus, the mean survival was influenced by study design (Figure 3).

---

Insert **Figure 3** about here

---

**Sensitivity analysis**

To assess the robustness of overall results according to the study design (cohort vs. RCT) as well as explore the reasons for observed heterogeneity in the pooled proportion of mortality and mean survival, we conducted additional sensitivity analyses. For both cohort studies and RCTs, we conducted sensitivity analyses according to methodological quality criteria, funding source, and study location. For RCTs only, we conducted additional sensitivity analyses according to type of control. The results of sensitivity analyses are summarized in Figure 4. Overall, the results remained unchanged in the sensitivity analyses. There were no statistically significant differences in the proportion of mortality.

**Cohort:** In cohort studies, there was no statistically significant difference in the proportion of mortality according to any methodological criteria of reporting. With respect to study location, the pooled proportion of mortality in cohort studies conducted at multicenter national locations was 0.95 (95%CI: 0.89 to 1.01) and at single institution was 0.98 (95%CI: 0.95 to 1.01) whereas
the pooled proportion of mortality in cohort studies conducted at unspecified locations was 0.87 (95%CI: 0.82 to 0.93). Test for overall interaction among these subgroups was statistically significant (P = 0.007). Regarding funding source, the pooled proportion of mortality in public-funded, unspecified funding sources, and public/industry-funded cohort studies were 1.00 (95%CI: 1.00 to 1.00), 1.00 (95%CI: 0.99 to 1.00), and 0.97 (95%CI: 0.96 to 0.98), respectively. The test for overall interaction among these subgroups was statistically significant (P < 0.0001).

RCTs: There was no statistically significant difference in the proportion of mortality according to methodological criteria of reporting, study location, and funding source. With respect to type of control, the pooled proportion of mortality in RCTs involving best supportive care, no treatment, placebo, supportive care, and symptomatic treatment as control were 0.90 (95%CI: 0.83 to 0.97) and in RCTs involving supportive care as control was 0.96 (95%CI: 0.92 to 1.00), 0.86 (95%CI: 0.81 to 0.92), 1.00 (95%CI: 0.99 to 1.01), 0.96 (95%CI: 0.92 to 1.00), and 0.97 (95%CI: 0.92 to 1.03), respectively. Test for overall interaction among these subgroups was statistically significant (P < 0.00001).

Insert Figure 4 about here

We considered performing subgroup analysis based on median followup. However, only one cohort study [32] and five RCTs [38, 39, 41, 42, 45] reported these data. The median followup in the cohort study was 40 months whereas in the RCTs, the median followup was 2.7, 13, 26, 40, and 40 months, respectively. Given that survival of patients with cancer differs by stage, we considered performing analysis by cancer stage (I, II, III, vs. IV). However, only two cohort
studies (29%) and two RCTs (13%) reported data by stage. Thus, it was not possible to perform meta-analysis based on the four stages.

Discussion

This is the first study to provide most comprehensive data related to survival of lung cancer. The results show that prognosis of patients with lung cancer not receiving treatment is very high. Regardless of the study design (i.e. cohort versus RCTs) the findings were similar and did not differ according to disease severity. For example, all cohort studies assessed mortality in patients with early stage NSCLC (stage I/II) and all RCTs enrolled patients with advance stage NSCLC (stage III/IV). However, the mortality rates from cohort and RCTs essentially remained unchanged (97% vs 96%). Overall, included studies were of moderate methodological quality.

The findings from our study is similar to the study by Detterbeck and Gibson[4] which showed a 98% 5-year mortality rate for stage I/II lung cancer (median survival = 10 months). Despite the obvious similarity in results our study is significantly different in the conduct and analysis. For example, the study by Detterbeck and Gibson[4] did not employ a systematic approach to data collection and analysis (i.e. not a systematic review) and therefore the findings are not reproducible. The similarity in findings might be an artifact of play of chance. Furthermore, quantitative synthesis of results across included studies was not performed in the study by Detterbeck and Gibson[4] which was undertaken in our study. Another unique feature of our study lies in the inclusion of RCTs in addition to retrospective studies. None of the previous studies on the topic have utilized the approach of pooling data from one arm of RCTs for accurate assessment of prognosis. Therefore, due to the reasons enumerated here the study presented here is the most comprehensive to date reporting survival of NSCLC patients without
treatment.

Our study has some limitations. For example, we observed a statistically significant heterogeneity in pooled results which we could not explain through subgroup analyses. We suspect that the observed heterogeneity is clinical and not methodological. Specifically in the case of RCTs, the constitution of control arm varied across pooled studies. For example, five RCTs employed best supportive care as control, four had supportive care, two had placebo, two had no treatment and another two had symptomatic treatment as control. While, the definitions are very clear on placebo and no treatment, which was also explained by the sensitivity analyses ($I^2 = 0\%$ for both subgroups), the composition of best supportive care, supportive care, and symptomatic treatment varied significantly across pooled studies. In these cases, the observed heterogeneity remained unexplained. Also, whereas a significant number of studies (11 of 15 RCTs) included had some form of treatment even if used for the purpose of symptom palliation, we were unable to assess the effect of the supportive treatment on survival based on available data. Thus, the clinical heterogeneity may be attributed to cancer stage of disease and/or differential therapies. Studies included had different followup period, however, due to limited data reported, we were unable to perform subgroup analysis based on median followup. How much this difference accounts for results is thus not known. It is also unclear whether results would have changed had we performed the analysis by cancer stages (I, II, III, vs. IV) as opposed to by stage I/II and III/IV. The former was not possible due to limited data reported. Because studies included enrolled patients with NSCLC, our results may not entirely apply to all lung cancer patients. However, it is important to note that a systematic review is limited by the
availability of data and we did include all available data related to prognosis of NSCLC patients without treatment.

Conclusion

The aim of this review was to estimate overall survival (natural history) in lung cancer when no anticancer therapy is provided. Our study shows that untreated lung cancer patients live on average for 7.15 months (95%CI: 5.87 to 8.42). Comprehensive data on the natural history of lung cancer is required for informed decision making by patients, physicians and researchers. For patients, it serves as the basis for their expected outcome with and without treatment, which is critical in cases of diseases with high mortality. For physicians, accurate and reliable information facilitates shared decision making with patients related to choice of interventions or no intervention. Most importantly, the findings are needed by researchers to avoid optimism bias.[8]

A study by Djulbegovic et al. [8] assessed the role of optimism bias in a cohort of trials conducted by the National Cancer Institute Cooperative Groups and concluded that the optimism bias is the primary reason for inconclusive findings in the context of RCTs. Similarly, a systematic review by Gan and colleagues[9] showed that investigators tend to make overly optimistic assumptions regarding treatment benefits when designing RCTs. Accordingly, the results from our study will help researchers determine the most optimal rate of expected improvement in mortality with innovative/newer treatments.
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<table>
<thead>
<tr>
<th>Study</th>
<th>N</th>
<th>Study period (years)</th>
<th>Disease Stage</th>
<th>Histology</th>
<th>Male</th>
<th>Median Age (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raz 2007</td>
<td>1432</td>
<td>13</td>
<td>1432 NR</td>
<td>NR</td>
<td>460</td>
<td>419</td>
</tr>
<tr>
<td>Wisnivesky 2007†</td>
<td>2344</td>
<td>8</td>
<td>NR NR</td>
<td>NR NR</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>Chadha 2005</td>
<td>39</td>
<td>11</td>
<td>23 13</td>
<td>NR</td>
<td>18</td>
<td>88</td>
</tr>
<tr>
<td>Henschke 2003</td>
<td>131</td>
<td>7</td>
<td>131 NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>McGarry 2002†</td>
<td>49</td>
<td>5</td>
<td>NR NR</td>
<td>NR NR</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>Vrdoljak 1994</td>
<td>130</td>
<td>7</td>
<td>NR 55 56</td>
<td>61</td>
<td>35</td>
<td>34</td>
</tr>
<tr>
<td>Hyde 1973</td>
<td>293</td>
<td>8</td>
<td>NR NR</td>
<td>NR NR</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td><strong>Total/Range</strong></td>
<td>4418</td>
<td>5-13</td>
<td>1641 68</td>
<td>539 542</td>
<td>128</td>
<td>2211</td>
</tr>
<tr>
<td><strong>(b) RCTs</strong></td>
<td></td>
<td></td>
<td></td>
<td>III</td>
<td>IV</td>
<td></td>
</tr>
<tr>
<td>Goss 2009</td>
<td>101</td>
<td>2 [0.23]</td>
<td>14 25</td>
<td>NR</td>
<td>46</td>
<td>11</td>
</tr>
<tr>
<td>Anderson 2000</td>
<td>150</td>
<td>2</td>
<td>58 33</td>
<td>NR</td>
<td>29</td>
<td>69</td>
</tr>
<tr>
<td>ELVIS 1999</td>
<td>78</td>
<td>1 [1.08]</td>
<td>49 30</td>
<td>NR</td>
<td>49</td>
<td>69</td>
</tr>
<tr>
<td>Cullen 1999</td>
<td>176</td>
<td>8 [2.17]</td>
<td>88 103</td>
<td>42 6</td>
<td>122</td>
<td>18</td>
</tr>
<tr>
<td>Thongprasert 1999</td>
<td>98</td>
<td>4</td>
<td>49 17</td>
<td>49 12</td>
<td>NR</td>
<td>36</td>
</tr>
<tr>
<td>Helsing 1998</td>
<td>26</td>
<td>5 [3.33]</td>
<td>23 5</td>
<td>17 4</td>
<td>36</td>
<td>18</td>
</tr>
<tr>
<td>Cartei 1993</td>
<td>50</td>
<td>7</td>
<td>NR 25</td>
<td>17 8</td>
<td>36</td>
<td>18</td>
</tr>
<tr>
<td>Cellerino 1991</td>
<td>61</td>
<td>3</td>
<td>NR 38</td>
<td>18 5</td>
<td>59</td>
<td>18</td>
</tr>
<tr>
<td>Quoix 1991</td>
<td>22</td>
<td>3</td>
<td>NR 22</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>Kaasa 1991</td>
<td>43</td>
<td>3</td>
<td>NR 43</td>
<td>16 11</td>
<td>31</td>
<td>16</td>
</tr>
<tr>
<td>Gunz 1989</td>
<td>26</td>
<td>2</td>
<td>NR 26</td>
<td>17 12</td>
<td>38</td>
<td>12</td>
</tr>
<tr>
<td>Rapp 1988</td>
<td>50</td>
<td>3</td>
<td>NR 24</td>
<td>2 6</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>Cornier 1982</td>
<td>17</td>
<td>2</td>
<td>17 23</td>
<td>5 9</td>
<td>59</td>
<td>9</td>
</tr>
<tr>
<td>Laiq 1975</td>
<td>67</td>
<td>2</td>
<td>15 20</td>
<td>23 9</td>
<td>300</td>
<td>94</td>
</tr>
</tbody>
</table>

**Note:** N = Sample size or number of participants enrolled; NR = data not reported; † = Sample includes stage I and II cancer; adeno = adenocarcinoma; squamous = squamous cell carcinoma; large-cell = large-cell carcinoma; *=we recorded mean age where median age was not reported or not extractable; "m" = median follow-up in parenthesis.
### Table 2 Methodological Quality of Lung Cancer Prognosis Studies

<table>
<thead>
<tr>
<th>Study Design/Domain/Criterion</th>
<th>Criteria fulfilled</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n/N</td>
</tr>
<tr>
<td><strong>Cohort studies (11 items)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Participation bias</strong></td>
<td></td>
</tr>
<tr>
<td>A Population of interest is adequately described for key characteristics\textsuperscript{15}</td>
<td>7/7</td>
</tr>
<tr>
<td>B Study setting and geographic location is adequately described\textsuperscript{15}</td>
<td>7/7</td>
</tr>
<tr>
<td>C Baseline sample is adequately described for key characteristics\textsuperscript{15}</td>
<td>4/7</td>
</tr>
<tr>
<td>D Inclusion and exclusion criteria are adequately described\textsuperscript{15}</td>
<td>5/7</td>
</tr>
<tr>
<td>E There is adequate participation in the study by all eligible patients\textsuperscript{15}</td>
<td>7/7</td>
</tr>
<tr>
<td><strong>Attrition bias</strong></td>
<td></td>
</tr>
<tr>
<td>F Follow-up is sufficiently long for outcome to occur (≥ 6 months)\textsuperscript{16,18,19,46}</td>
<td>6/7</td>
</tr>
<tr>
<td>G Patients with missing data were reported\textsuperscript{15,17}</td>
<td>7/7</td>
</tr>
<tr>
<td><strong>Outcome measurement</strong></td>
<td></td>
</tr>
<tr>
<td>H Definition of outcome is provided \textit{a priori} \textsuperscript{15}</td>
<td>7/7</td>
</tr>
<tr>
<td>I Objective definition of outcome is provided\textsuperscript{15,16,18,19}</td>
<td>7/7</td>
</tr>
<tr>
<td><strong>Data analysis and reporting</strong></td>
<td></td>
</tr>
<tr>
<td>J Alpha error and/or beta error is specified \textit{a priori}</td>
<td>2/7</td>
</tr>
<tr>
<td>K Frequencies of most important data (e.g., outcomes) are presented\textsuperscript{18,19,47}</td>
<td>7/7</td>
</tr>
<tr>
<td><strong>Randomized Controlled Trials (15 items)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Participation bias</strong></td>
<td></td>
</tr>
<tr>
<td>L Population of interest is adequately described for key characteristics\textsuperscript{15}</td>
<td>15/15</td>
</tr>
<tr>
<td>M Study setting and geographic location is adequately described\textsuperscript{15}</td>
<td>7/15</td>
</tr>
<tr>
<td>N Baseline sample is adequately described for key characteristics\textsuperscript{15}</td>
<td>14/15</td>
</tr>
<tr>
<td>O Inclusion and exclusion criteria are adequately described\textsuperscript{15}</td>
<td>14/15</td>
</tr>
<tr>
<td>P Patients were balanced in all aspects except the intervention</td>
<td>15/15</td>
</tr>
<tr>
<td><strong>Attrition bias</strong></td>
<td></td>
</tr>
<tr>
<td>Q Follow-up is sufficiently long for outcome to occur (≥ 6 months)\textsuperscript{16,18,19,46,48}</td>
<td>8/15</td>
</tr>
<tr>
<td>R Proportion of sample completing the study is adequate (≥80%)\textsuperscript{15,16,18,47,49,50}</td>
<td>9/15</td>
</tr>
<tr>
<td>S Description of withdrawal (incomplete outcome data) is provided\textsuperscript{15,17}</td>
<td>15/15</td>
</tr>
<tr>
<td>T Characteristics of dropouts versus completers is provided\textsuperscript{15}</td>
<td>2/15</td>
</tr>
<tr>
<td><strong>Outcome measurement</strong></td>
<td></td>
</tr>
<tr>
<td>U Definition of outcome is provided \textit{a priori}\textsuperscript{15}</td>
<td>15/15</td>
</tr>
<tr>
<td>V Objective definition of outcome is provided\textsuperscript{15,16,18,19}</td>
<td>15/15</td>
</tr>
<tr>
<td><strong>Data analysis and reporting</strong></td>
<td></td>
</tr>
<tr>
<td>W Alpha error and/or beta error is specified \textit{a priori}</td>
<td>7/15</td>
</tr>
<tr>
<td>X Data analysis was based on intention to treat analysis principle\textsuperscript{17}</td>
<td>9/15</td>
</tr>
<tr>
<td>Y Frequencies of most important data (e.g., outcomes) are presented\textsuperscript{18,19,47}</td>
<td>15/15</td>
</tr>
</tbody>
</table>
Figure 1. A flow diagram depicting the literature search process.
<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Total participants</th>
<th>Weight</th>
<th>Proportion, 95% CI</th>
<th>Proportion IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cohort</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chadha 2005</td>
<td>39</td>
<td>2.1%</td>
<td>0.87 [0.82, 0.93]</td>
<td></td>
</tr>
<tr>
<td>Henschke 2003</td>
<td>131</td>
<td>2.1%</td>
<td>0.87 [0.82, 0.93]</td>
<td></td>
</tr>
<tr>
<td>Hyde 1973</td>
<td>293</td>
<td>5.6%</td>
<td>0.96 [0.93, 0.99]</td>
<td></td>
</tr>
<tr>
<td>McGarry 2002</td>
<td>49</td>
<td>0.5%</td>
<td>0.82 [0.71, 0.94]</td>
<td></td>
</tr>
<tr>
<td>Raz 2007</td>
<td>1432</td>
<td>10.7%</td>
<td>0.97 [0.96, 0.98]</td>
<td></td>
</tr>
<tr>
<td>Vrdojak 1994</td>
<td>130</td>
<td>11.7%</td>
<td>1.00 [0.99, 1.01]</td>
<td></td>
</tr>
<tr>
<td>Wisnivesky 2007</td>
<td>2344</td>
<td>12.1%</td>
<td>1.00 [1.00, 1.00]</td>
<td></td>
</tr>
<tr>
<td><strong>Subtotal (95% CI)</strong></td>
<td><strong>4418</strong></td>
<td><strong>44.7%</strong></td>
<td><strong>0.97 [0.96, 0.99]</strong></td>
<td></td>
</tr>
</tbody>
</table>

Heterogeneity: Tau² = 0.00; Chi² = 84.47, df = 6 (P < 0.00001); I² = 93%
Test for overall effect: Z = 3.57 (P = 0.0004)

<table>
<thead>
<tr>
<th>RCTs</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Anderson 2000</td>
<td>150</td>
<td>3.7%</td>
<td>0.93 [0.89, 0.98]</td>
<td></td>
</tr>
<tr>
<td>Cartei 1993</td>
<td>50</td>
<td>9.0%</td>
<td>1.00 [0.98, 1.02]</td>
<td></td>
</tr>
<tr>
<td>Cellierino 1991</td>
<td>61</td>
<td>0.5%</td>
<td>0.77 [0.67, 0.89]</td>
<td></td>
</tr>
<tr>
<td>Cormier 1982</td>
<td>17</td>
<td>3.0%</td>
<td>0.99 [0.94, 1.04]</td>
<td></td>
</tr>
<tr>
<td>Cullen 1999</td>
<td>176</td>
<td>10.8%</td>
<td>0.99 [0.98, 1.01]</td>
<td></td>
</tr>
<tr>
<td>ELVIS 1999</td>
<td>78</td>
<td>7.4%</td>
<td>0.99 [0.96, 1.01]</td>
<td></td>
</tr>
<tr>
<td>Ganz 1989</td>
<td>26</td>
<td>1.7%</td>
<td>0.96 [0.90, 1.03]</td>
<td></td>
</tr>
<tr>
<td>Goss 2009</td>
<td>101</td>
<td>11.1%</td>
<td>1.00 [0.99, 1.01]</td>
<td></td>
</tr>
<tr>
<td>Helsing 1998</td>
<td>26</td>
<td>0.7%</td>
<td>0.92 [0.82, 1.04]</td>
<td></td>
</tr>
<tr>
<td>Kaasa 1991</td>
<td>43</td>
<td>1.2%</td>
<td>0.93 [0.85, 1.02]</td>
<td></td>
</tr>
<tr>
<td>Laing 1975</td>
<td>67</td>
<td>0.9%</td>
<td>0.85 [0.77, 0.94]</td>
<td></td>
</tr>
<tr>
<td>Leung 1992</td>
<td>66</td>
<td>0.4%</td>
<td>0.68 [0.58, 0.81]</td>
<td></td>
</tr>
<tr>
<td>Quoix 1991</td>
<td>22</td>
<td>1.3%</td>
<td>0.95 [0.88, 1.04]</td>
<td></td>
</tr>
<tr>
<td>Rapp 1988</td>
<td>50</td>
<td>2.2%</td>
<td>0.96 [0.90, 1.02]</td>
<td></td>
</tr>
<tr>
<td>Thongprasert 1999</td>
<td>98</td>
<td>1.5%</td>
<td>0.87 [0.80, 0.94]</td>
<td></td>
</tr>
<tr>
<td><strong>Subtotal (95% CI)</strong></td>
<td><strong>1031</strong></td>
<td><strong>55.3%</strong></td>
<td><strong>0.96 [0.94, 0.98]</strong></td>
<td></td>
</tr>
</tbody>
</table>

Heterogeneity: Tau² = 0.00; Chi² = 69.51, df = 14 (P < 0.00001); I² = 80%
Test for overall effect: Z = 4.00 (P < 0.0001)

<table>
<thead>
<tr>
<th>Total (95% CI)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>5449 100.0%</strong></td>
<td><strong>0.97 [0.96, 0.98]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Heterogeneity: Tau² = 0.00; Chi² = 160.37, df = 21 (P < 0.00001); I² = 87%
Test for overall effect: Z = 5.16 (P < 0.00001)
Test for subgroup differences: Chi² = 1.14, df = 1 (P = 0.28), I² = 12.6%

**Figure 2.** Pooled proportion of mortality in lung cancer studies. The size of each square is proportional to the weight of the study (inverse variance).
<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Total participants</th>
<th>Weight</th>
<th>Mean survival 95% CI</th>
<th>Mean survival IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohort</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wilsnivesky 2007</td>
<td>2544</td>
<td>5.1%</td>
<td>8.30 [7.57, 9.03]</td>
<td></td>
</tr>
<tr>
<td>Raz 2007</td>
<td>1432</td>
<td>5.1%</td>
<td>9.00 [8.67, 9.33]</td>
<td></td>
</tr>
<tr>
<td>Vrdoljak 1994</td>
<td>130</td>
<td>5.1%</td>
<td>9.00 [8.35, 9.65]</td>
<td></td>
</tr>
<tr>
<td>Chadha 2005</td>
<td>39</td>
<td>4.7%</td>
<td>12.00 [10.24, 13.76]</td>
<td></td>
</tr>
<tr>
<td>McGarry 2002</td>
<td>49</td>
<td>4.4%</td>
<td>14.00 [11.63, 16.37]</td>
<td></td>
</tr>
<tr>
<td>Henschke 2003</td>
<td>131</td>
<td>4.4%</td>
<td>22.00 [19.61, 24.39]</td>
<td></td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>4125</td>
<td>28.7%</td>
<td>11.94 [10.07, 13.80]</td>
<td></td>
</tr>
<tr>
<td>Heterogeneity:</td>
<td>Tau² = 4.80; Chi² = 143.16, df = 5 (P &lt; 0.00001); I² = 97%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test for overall effect: Z = 12.57 (P &lt; 0.00001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| RCTs             |                    |        |                      |                                  |
|------------------|--------------------|--------|----------------------|                                  |
| Helsing 1998     | 2.6 0.98           | 26     | 4.6%                 | 2.60 [0.68, 4.52]                |
| Goss 2009        | 2.8 0.32           | 101    | 5.1%                 | 2.80 [2.17, 3.43]                |
| Ganz 1989        | 3.17 0.91          | 26     | 4.7%                 | 3.17 [1.39, 4.95]                |
| Kaasa 1991       | 3.8 0.61           | 43     | 4.9%                 | 3.80 [2.60, 5.00]                |
| Rapp 1988        | 3.97 0.37          | 50     | 5.1%                 | 3.97 [3.24, 4.70]                |
| Thongprasert 1999| 4.1 0.56           | 98     | 5.0%                 | 4.10 [3.00, 5.20]                |
| Cormier 1982     | 4.25 0.76          | 17     | 4.8%                 | 4.25 [2.76, 5.74]                |
| Cullen 1999      | 4.8 0.33           | 176    | 5.1%                 | 4.80 [4.15, 5.45]                |
| Cellerino 1991   | 4.9 1.44           | 61     | 4.1%                 | 4.90 [2.08, 7.72]                |
| ELVIS 1999       | 4.9 0.4            | 78     | 5.1%                 | 4.90 [4.12, 5.68]                |
| Anderson 2000    | 5.9 0.3            | 150    | 5.1%                 | 5.90 [5.31, 6.49]                |
| Carle 1993       | 6.12 0.74          | 50     | 4.8%                 | 6.12 [4.67, 7.57]                |
| Laing 1975       | 7.3 0.5            | 67     | 5.0%                 | 7.30 [6.32, 8.28]                |
| Leung 1992       | 8.7 0.68           | 66     | 4.9%                 | 8.70 [7.37, 10.03]               |
| Quoix 1991       | 12.45 2.29         | 22     | 3.1%                 | 12.45 [7.96, 16.94]              |
| Subtotal (95% CI)| 1031               | 71.3%  | 5.03 [4.17, 5.89]    |                                  |
| Heterogeneity:   | Tau² = 2.34; Chi² = 142.86, df = 14 (P < 0.00001); I² = 90% |
| Test for overall effect: Z = 11.45 (P < 0.00001) |

| Total (95% CI)    | 5156               | 100.0% | 7.15 [5.87, 8.42]    |                                  |
| Heterogeneity:    | Tau² = 8.22; Chi² = 845.73, df = 20 (P < 0.00001); I² = 98% |
| Test for overall effect: Z = 10.99 (P < 0.00001) |
| Test for subgroup differences: Chi² = 43.60, df = 1 (P < 0.00001), I² = 97.7% |

**Figure 3.** Pooled mean survival and heterogeneity between subgroups. The size of each square is proportional to the weight of the study (inverse variance).
<table>
<thead>
<tr>
<th>Subgroup</th>
<th>Number of studies(participants)</th>
<th>Proportion, 95% CI</th>
<th>Proportion, IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study location (Cohort studies)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multicenter national</td>
<td>3/ (2768)</td>
<td>0.95 [0.89, 1.01]</td>
<td></td>
</tr>
<tr>
<td>Single institution</td>
<td>3/ (1116)</td>
<td>0.98 [0.95, 1.01]</td>
<td></td>
</tr>
<tr>
<td>Unspecified location</td>
<td>1/ (30)</td>
<td>0.67 [0.52, 0.93]</td>
<td></td>
</tr>
<tr>
<td>Heterogeneity between sub-groups(^2 = 80.1% )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Funding source (Cohort studies)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public</td>
<td>2/ (2637)</td>
<td>0.98 [0.95, 1.02]</td>
<td></td>
</tr>
<tr>
<td>Public/Industry</td>
<td>1/ (1432)</td>
<td>0.97 [0.96, 0.98]</td>
<td></td>
</tr>
<tr>
<td>Unspecified source</td>
<td>4/ (349)</td>
<td>1.00 [0.99, 1.01]</td>
<td></td>
</tr>
<tr>
<td>Heterogeneity between sub-groups(^2 = 94% )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study location (RCTs)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multicenter international</td>
<td>3/ (329)</td>
<td>0.98 [0.95, 1.01]</td>
<td></td>
</tr>
<tr>
<td>Multicenter national</td>
<td>4/ (313)</td>
<td>0.94 [0.98, 1.00]</td>
<td></td>
</tr>
<tr>
<td>Single institution</td>
<td>3/ (163)</td>
<td>0.91 [0.86, 0.97]</td>
<td></td>
</tr>
<tr>
<td>Unspecified location</td>
<td>5/ (226)</td>
<td>0.91 [0.84, 0.99]</td>
<td></td>
</tr>
<tr>
<td>Heterogeneity between sub-groups(^2 = 55.8% )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Funding source (RCTs)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industry</td>
<td>5/ (551)</td>
<td>0.97 [0.95, 1.00]</td>
<td></td>
</tr>
<tr>
<td>Public</td>
<td>1/ (67)</td>
<td>0.85 [0.77, 0.94]</td>
<td></td>
</tr>
<tr>
<td>Public/Industry</td>
<td>1/ (50)</td>
<td>0.96 [0.90, 1.02]</td>
<td></td>
</tr>
<tr>
<td>Unspecified source</td>
<td>8/ (363)</td>
<td>0.95 [0.91, 0.99]</td>
<td></td>
</tr>
<tr>
<td>Heterogeneity between sub-groups(^2 = 57.6% )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of control (RCTs)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best supportive care</td>
<td>5/ (314)</td>
<td>0.90 [0.83, 0.97]</td>
<td></td>
</tr>
<tr>
<td>No treatment</td>
<td>2/ (165)</td>
<td>0.86 [0.81, 0.91]</td>
<td></td>
</tr>
<tr>
<td>Placebo</td>
<td>2/ (118)</td>
<td>1.00 [0.99, 1.01]</td>
<td></td>
</tr>
<tr>
<td>Supportive care</td>
<td>4/ (215)</td>
<td>0.96 [0.92, 1.00]</td>
<td></td>
</tr>
<tr>
<td>Symptomatic treatment</td>
<td>2/ (219)</td>
<td>0.97 [0.92, 1.03]</td>
<td></td>
</tr>
<tr>
<td>Heterogeneity between sub-groups(^2 = 87% )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4.** Pooled proportions of mortality and heterogeneity between subgroups. The size of each square is proportional to the weight of the study (inverse variance).
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Prognostic models are often used to estimate the length of patient survival. The Cox proportional hazards model has traditionally been applied to assess the accuracy of prognostic models. However, it may be suboptimal due to the inflexibility to model the baseline survival function and when the proportional hazards assumption is violated. The aim of this study was to use internal validation to compare the predictive power of a flexible Royston-Parmar family of survival functions with the Cox proportional hazards model. We applied the Palliative Performance Scale on a dataset of 590 hospice patients at the time of hospice admission. The retrospective data were obtained from the LifePath Hospice and Palliative Care center in Hillsborough County, Florida, USA. The criteria used to evaluate and compare the models' predictive performance were the explained variation statistic R², scaled Brier score, and the discrimination slope. The explained variation statistic demonstrated that overall the Royston-Parmar family of survival functions provided a better fit (R² = 0.208; 95% CI: 0.236–0.358) than the Cox model (R² = 0.156; 95% CI: 0.111–0.203). The scaled Brier scores and discrimination slopes were consistently higher under the Royston-Parmar model. Researchers involved in prognosticating patient survival are encouraged to consider the Royston-Parmar model as an alternative to Cox.
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Introduction

Prognostic models are often used to estimate the length of patient survival and improvement in the accuracy of prognosis translates into superior quality of patient care. Precise prognosis of survival using modeling techniques requires rigorous methods for the development and testing of the accuracy of prognostic models. Developing a prognostic model entails having accurate patient data for prognosis, and selecting clinically relevant candidate predictors and measures of model performance, usually in the context of multivariable regression [1]. This process produces patient performance scores that allow for classification of patients into different risk groups [2,3,4].

In the hospice setting, accurate prognostication of survival affords patients and their families a vital opportunity to attend to matters such as planning, prioritizing, and preparing for death [5]. Predicting patient survival is a complex decision making process involving numerous subjective and numerical factors that have substantial variation which may lead to poor prediction of life expectancy. Many physicians practice optimism or avoidance, thus overestimating survival at times by a factor of five [6]. Implementing appropriate statistical methodologies translates into improved accuracy of prognosis and superior quality of care.

Predictions based on appropriate statistical modeling have been shown to be superior to physicians’ prognostication [4,7]. The Cox proportional hazards (Cohr) model [8] is the most commonly-used survival prediction model [4,9]. In the hospice and palliative settings, demographic and clinical covariates are often included in Cohr to predict patient survival [10,11]. The appeal of the model is its analytic simplicity and that the baseline survival function does not need to be defined apriori—it is absorbed when the likelihood function is maximized (note that “baseline” refers to zero values of the covariates, not to time equal to zero). It is possible to estimate the baseline survival function for the Cohr model conditional on the estimated regression coefficients. However, this is highly rigid as the smoothing of the underlying function depends on the proportional hazards assumption, which may not be supported by the data and is often overlooked by the investigators [9]. Essentially, the Cohr model was designed to measure the effects of covariates on the changing hazard function and not to model patient survival. A flexible family of functions which allows for parametrically modeling the baseline survival function is more appropriate, especially if the proportional hazards assumption is violated in the Cohr [12]. The baseline survival has for the most part been ignored because it is left undefined in the Cohr model.
In this manuscript we compare CPH with an alternative method of estimating survival in the form of the class of flexible Royston-Parmar (RP) parametric functions [12]. We use the Palliative Performance Scale (PPS) [13] from a cohort of hospice patients. Results from systematic reviews have shown that the patient PPS score is an accurate measure of patient survival in the palliative setting [7,11]. Furthermore, PPS and CPH model have been used to construct meaningful hospice patient survival estimates in the form of a life expectancy table and survival nomogram [14] and to validate prognosticating scales for hospice patient survival [15,16,17].

In addition to PPS, other risk factors such as age, cancer status and gender have been reported to be significant predictors of palliative patient survival in several studies [11,14]. In our study we did not adjust for other risk factors because though they may be significant predictors of survival for the cohort of patients in our dataset, they may not be in other palliative settings. Our goal was to demonstrate that the RP family of parametric functions allowed for a direct and flexible modeling of the baseline survival and that it might be formulated so that the impact of the proportional hazard assumption is minimized. We determined if the overall performance and discriminatory ability of RP family of parametric functions is superior to CPH in the sample by using models that were derived and tested on the whole dataset (naive validation) and using (internal) cross-validation. It is important to note that the RP parametric functions have not been applied to prognostic models in the hospice and palliative settings. It is also important to note that we did not perform external validation, which entailed using a different data set than the one used to create the model[3]. In the next section we briefly discuss PPS, introduce the statistical models and measures of model performance.

Methods

Study sample and palliative performance

The patient data were obtained from the Lifepath Hospice and Palliative Care Center licensed since 1983 to serve in Hillsborough County, Florida. Hospice care focuses on pain control and symptom management. To avoid selection bias, we retrospectively and sequentially extracted data for 590 patients who, as of January 2009 were deceased. This study was a retrospective review of the deceased patients’ medical records. Only data pertaining to outcomes were collected; personal information was not collected and the data were de-identified prior to analysis. Since we did not collect any information that can identify deceased patients or their family members, under HIPPA rules and regulations (45 CFR 164.512) the requirement for consent does not apply. The study and consent procedures were approved by the University of South Florida Institutional Review Board prior to study initiation. Two research assistants extracted all data necessary to populate the model variables and two faculty members randomly checked 25% of the data for accuracy. The models were tested against observed survival duration.

The Palliative Performance Scale (PPS) was developed and reported by Anderson et al. [13] as a measure of palliative patients’ functional status. The scale has 11 possible mutually exclusive levels, which are based on five domains: six levels of ambulation, six levels of activity and evidence of disease, five levels of self-care, five levels of food intake and four levels of consciousness. The scale ranges from PPS of 0% (deceased patient) to PPS of 100% (ambulatory and healthy patient). Numerous studies have studied its prognostic accuracy of survival in a variety of settings and found it provides meaningful estimates of patient survival [10,14,15,18,19,20,21,22,23]. PPS has been found to be both valid and reliable [24].

Model selection and validation

Validating a prognostic model is generally accepted to mean that given a patient population it works in a data set other than the one it is applied to[2,25]. In other words, the model needs to be tested using a different data set than the one used to create the model[3]. It is also generally accepted that the validation process should follow guidelines and that un-validated prognostic models should not be applied in clinical practice [3,4,26]. When validating a prognostic survival model in the regression framework, most attention has been on the value of the prognostic index based on covariates, while the role of the baseline survival function has been largely ignored.

The role of the baseline survival is significant as it quantifies the absolute patient survival probabilities over time. For a vector of covariates \( \mathbf{x} \) and parameter vector \( \beta \), the survival function \( S(t; \mathbf{x}) \) at

<table>
<thead>
<tr>
<th>Table 1. Patient characteristics.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Variable</strong></td>
</tr>
<tr>
<td>Total no. of patients</td>
</tr>
<tr>
<td>Age at Treatment</td>
</tr>
<tr>
<td>&lt;45</td>
</tr>
<tr>
<td>45-64</td>
</tr>
<tr>
<td>65-74</td>
</tr>
<tr>
<td>75-84</td>
</tr>
<tr>
<td>85+</td>
</tr>
<tr>
<td>Gender</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td>Unknown</td>
</tr>
<tr>
<td>No. of patients with cancer</td>
</tr>
<tr>
<td>Noncancer</td>
</tr>
<tr>
<td>Cancer</td>
</tr>
<tr>
<td>Diagnosis category for cancer</td>
</tr>
<tr>
<td>Brain</td>
</tr>
<tr>
<td>Gastrointestinal</td>
</tr>
<tr>
<td>Genital-female</td>
</tr>
<tr>
<td>Genital-male</td>
</tr>
<tr>
<td>Head and neck</td>
</tr>
<tr>
<td>Hematopoletic</td>
</tr>
<tr>
<td>Pancreas</td>
</tr>
<tr>
<td>Respiratory</td>
</tr>
<tr>
<td>Skin</td>
</tr>
<tr>
<td>Urinary</td>
</tr>
<tr>
<td>Other</td>
</tr>
<tr>
<td>Diagnosis category for noncancer</td>
</tr>
<tr>
<td>AIDS</td>
</tr>
<tr>
<td>Cardiovascular</td>
</tr>
<tr>
<td>Neurological</td>
</tr>
<tr>
<td>Respiratory</td>
</tr>
<tr>
<td>Other</td>
</tr>
</tbody>
</table>

doi:10.1371/journal.pone.0047804.t001
### Table 2. Survival time by age, gender, diagnosis and initial PPS.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Survival Times (in Days)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (95% CI)</td>
<td>Median (95% CI)</td>
<td>Range</td>
<td>No. of Patients (%)</td>
<td></td>
</tr>
<tr>
<td>Total no. of patients</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>14 (12, 17)</td>
<td>6 (5, 6)</td>
<td>1-371</td>
<td>590</td>
<td></td>
</tr>
<tr>
<td>Age at Treatment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;45</td>
<td>15 (8, 22)</td>
<td>8 (4, 12)</td>
<td>1-95</td>
<td>37 (6.3%)</td>
<td></td>
</tr>
<tr>
<td>45-64</td>
<td>14 (11, 17)</td>
<td>7 (5, 9)</td>
<td>1-114</td>
<td>167 (21.7%)</td>
<td></td>
</tr>
<tr>
<td>65-74</td>
<td>14 (8, 20)</td>
<td>5 (4, 6)</td>
<td>1-271</td>
<td>110 (18.6%)</td>
<td></td>
</tr>
<tr>
<td>75-84</td>
<td>14 (8, 20)</td>
<td>6 (5, 7)</td>
<td>1-371</td>
<td>139 (21.9%)</td>
<td></td>
</tr>
<tr>
<td>85+</td>
<td>15 (9, 21)</td>
<td>5 (4, 6)</td>
<td>1-313</td>
<td>127 (21.3%)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>14 (10, 18)</td>
<td>6 (5, 7)</td>
<td>1-371</td>
<td>293 (49.7%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>15 (11, 19)</td>
<td>6 (5, 7)</td>
<td>1-271</td>
<td>255 (50%)</td>
<td></td>
</tr>
<tr>
<td>No. of patients with cancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noncancer</td>
<td>12 (8, 16)</td>
<td>5 (4, 6)</td>
<td>1-371</td>
<td>363 (61.5%)</td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>17 (14, 20)</td>
<td>9 (7, 11)</td>
<td>1-113</td>
<td>227 (38.5%)</td>
<td></td>
</tr>
<tr>
<td>Diagnosis category for cancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brain</td>
<td>27 (16, 39)</td>
<td>28 (14, 42)</td>
<td>3-55</td>
<td>10 (1.7%)</td>
<td></td>
</tr>
<tr>
<td>Gastrointestinal</td>
<td>21 (14, 29)</td>
<td>11 (5.7)</td>
<td>1-82</td>
<td>35 (5.9%)</td>
<td></td>
</tr>
<tr>
<td>Genital-female</td>
<td>15 (6, 24)</td>
<td>8 (1, 15)</td>
<td>2-55</td>
<td>12 (2%)</td>
<td></td>
</tr>
<tr>
<td>Genital-male</td>
<td>26 (7, 45)</td>
<td>13 (4, 22)</td>
<td>1-100</td>
<td>12 (2%)</td>
<td></td>
</tr>
<tr>
<td>Head and neck</td>
<td>10 (2, 18)</td>
<td>5 (1, 9)</td>
<td>1-36</td>
<td>8 (1.4%)</td>
<td></td>
</tr>
<tr>
<td>Hematopoietic</td>
<td>4 (2, 6)</td>
<td>3 (1, 5)</td>
<td>1-10</td>
<td>10 (1.7%)</td>
<td></td>
</tr>
<tr>
<td>Pancreas</td>
<td>18 (7, 29)</td>
<td>7 (3, 11)</td>
<td>1-113</td>
<td>24 (4.2%)</td>
<td></td>
</tr>
<tr>
<td>Respiratory</td>
<td>15 (10, 20)</td>
<td>10 (7, 13)</td>
<td>1-71</td>
<td>49 (8.3%)</td>
<td></td>
</tr>
<tr>
<td>Skin</td>
<td>11</td>
<td>11</td>
<td>11-11</td>
<td>2 (0.3%)</td>
<td></td>
</tr>
<tr>
<td>Urinary</td>
<td>25 (1, 58)</td>
<td>9 (1, 39)</td>
<td>4-76</td>
<td>4 (0.6%)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>17 (12, 23)</td>
<td>9 (5, 12)</td>
<td>1-103</td>
<td>61 (10.3%)</td>
<td></td>
</tr>
<tr>
<td>Diagnosis category for noncancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIDS</td>
<td>18 (3, 33)</td>
<td>8 (1, 15)</td>
<td>1-85</td>
<td>12 (2%)</td>
<td></td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>14 (5, 23)</td>
<td>5 (3, 7)</td>
<td>1-271</td>
<td>74 (12.5%)</td>
<td></td>
</tr>
<tr>
<td>Neurological</td>
<td>8 (5, 11)</td>
<td>5 (4, 6)</td>
<td>1-77</td>
<td>119 (20.2%)</td>
<td></td>
</tr>
<tr>
<td>Respiratory</td>
<td>25 (1, 49)</td>
<td>3 (1, 5)</td>
<td>1-371</td>
<td>37 (6.3%)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>11 (1, 15)</td>
<td>5 (4, 6)</td>
<td>1-174</td>
<td>121 (20.6%)</td>
<td></td>
</tr>
<tr>
<td>Initial PPS Score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPS 10%</td>
<td>5 (3, 7)</td>
<td>3 (2, 4)</td>
<td>1-77</td>
<td>188 (22.6%)</td>
<td></td>
</tr>
<tr>
<td>PPS 20%</td>
<td>16 (8, 24)</td>
<td>5 (4, 6)</td>
<td>1-371</td>
<td>125 (21.7%)</td>
<td></td>
</tr>
<tr>
<td>PPS 30%</td>
<td>15 (11, 19)</td>
<td>7 (5, 9)</td>
<td>1-140</td>
<td>123 (21.4%)</td>
<td></td>
</tr>
<tr>
<td>PPS 40%</td>
<td>24 (18, 30)</td>
<td>14 (11, 17)</td>
<td>1-147</td>
<td>96 (16.7%)</td>
<td></td>
</tr>
<tr>
<td>PPS 50-80%</td>
<td>28 (21, 35)</td>
<td>18 (9, 27)</td>
<td>1-76</td>
<td>44 (7.6%)</td>
<td></td>
</tr>
</tbody>
</table>

\[ S(t; x) = [S_0(t)]^{exp(\beta x)} \]

where \( S_0(t) \) is the baseline survival function, i.e. survival function when all the covariates \( x \) are equal to zero. In the CPH framework, the estimation of the prognostic index \( \beta x \) does not require the formulation of the baseline cumulative survival function \( S_0(t) \), which itself can be estimated conditional on the covariate estimates. The two popular methods for estimating baseline survival \( S_0(t) \) are the Breslow and Kalbfleisch-Prentice methods [27]. Both give similar results in practice, but can lead to "choppy" estimates of the baseline function and are dependent on the proportional hazards assumption.

When the goal of a survival analysis is to estimate hazard ratios (the effect of covariates on the changing hazard function), the baseline function is of no consequence. The CPH is appropriate as the baseline function gets absorbed when coefficient \( \beta \)'s are estimated by the method of partial log likelihood. However, when the goal is to prognosticate patient survival, there is a need for more flexibility in modeling the baseline survival.
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![Kaplan-Meier survival curves by initial PPS.](doi:10.1371/journal.pone.0047804.g001)

An alternative to the CPH is the RP family of models that resembles the generalized linear models and can be viewed as a parametric extension Cox proportional hazard models [12]. The models are framed to rely on the transformation $g_s(x)$, such that $g(S(t; x)) = g(S(t)) + x$. The transformation $g_s(x)$ can be either from the proportional hazard, proportional odds, Aranda-Ordaz or probit families [12]. We did not consider the Aranda-Ordaz family in this study due to possible interpretational difficulties [12]. Under the proportional hazard link function, the hazard ratio estimates are nearly identical to those estimated under CPH. The attractive feature of the RP baseline survival function is that its shape is preserved, but the location of the baseline distribution function can vary, which allows for flexible model recalibration. Also, the estimate $g(S(t))$ is implemented on log-time scale. It is generally gently curved and smooth, making survival estimates more accurate.

In the RP framework, if the proportional hazard assumption is violated, the probit-link function $g_s(x) = -\Phi^{-1}(x)$ can be applied, where $\Phi^{-1}(.)$ is the inverse standard normal distribution function. The baseline survival function $S_0(t)$ is approximated and smoothed by a restricted cubic spline function with $n$ interior knots. Splines are piecewise polynomials that ensure the overall curve is smooth (see Royston and Parmar [12] for details). Spline-based survival models such as RP have been empirically shown to be superior when the proportional hazard assumption is violated [28]. The optimal number of knots and the comparison among different RP models can be found using the minimum combination of Akaike Information Criterion (AIC), Bayes Information Criterion (BIC) and explained variation statistic $R^2$ [29,30]. The AIC is defined in the usual manner as $-2\text{Log(likelihood)} + 2\text{(No. of model parameters)}$, while BIC equals $-2\text{Log(likelihood)} + \text{(No. of model parameters)}\times\text{Log(n)}$. In survival analysis $n$ is interpreted as the number of events rather than the number of patients. The placement of knots in spline modeling is an issue. We have placed the knots at equally spaced centiles of the log-survival times, following published recommendations [31]. For example, for $m = 1$ the knot is at the 50th centile, for $m = 2$ the knots are at the 33rd and 67th centiles, etc.

We compared RP and CPH by performing internal validation (assessing validity in the population where the development data originated from) on the whole data set (naïve) and using split-sample cross-validation. We performed 10-fold cross-validation by splitting the data into development

![Test of the proportional hazards assumption under CPH for initial PPS.](doi:10.1371/journal.pone.0047804.g002)
and validation sets and repeating the process 20 times. The methods can be readily implemented in Stata [32,33] statistical software using the *stpm* [29] and *stpm2* [34] commands, or in open source statistical software R as *flexsurv* package [35].

Assessment of model performance

Model performance is the ability of the estimated risk score to predict survival and is assessed using the measures of explained variation, calibration, and discrimination. Calibration refers to how closely the predicted survival at a pre-specified time agrees with the observed survival. For cross-validation, we compared the average fitted probabilities of survival under RP and CPH for the first 15 days to observed probabilities estimated non-parametrically using Kaplan-Meier curves [36].

The Brier score is a quadratic scoring rule that calculates the differences between the actual outcomes and predicted probabilities[37]. Given the predicted probability of survival \( P_i \) at time \( t \) for patient \( i \), and \( Y_i \) binary (0, 1, dead-alive) variable, the Brier score is defined as \( \sum(Y_i (1-P_i)^2 + (1-Y_i)P_i^2) \). A Brier score of 0 indicates a perfect model, while 0.25 indicates a non-informative model (the value achieved when issuing a predicted probability of 50% to each patient). The Brier score may be scaled by its maximum \( \text{Brier}_{\text{max}} = (1 - \text{mean}(p)) \text{mean}(p) \) to obtain \( \text{Brier}_{\text{scaled}} = \frac{\text{Brier}}{\text{Brier}_{\text{max}} \times 100} \). The scaled Brier scores range from 0% to 100% and have interpretation similar to the Pearson correlation coefficient[38].

For a particular risk score, discrimination is the ability to differentiate between the patients who died versus those who survived. The Kaplan-Meier plot of survival for patients in different risk groups can be used to test for separation, indicating that the different risk groups are well defined [39]. For a statistical model, the global measure of the model's discriminatory power is the explained variation statistic \( R^2 \), which measures the variation explained by the fitted model [40]. Higher values of \( R^2 \) indicate greater discrimination. In this study we implement \( R^2 \) for survival models, as described by Royston and Sauerbrei[41].

The discriminant or Yates slope is a measure of how well the subjects with and without the outcome are separated. It is defined as the absolute difference in mean predictions of survival (mean(p)) between those who died and those who survived at time \( t \) [2]. The scaled Brier scores and discrimination slopes were calculated separately for the (naive) model using the whole dataset and the model derived using cross-validation for \( t = 1, 2, \ldots 100 \) days. Higher scaled Brier scores and discrimination slopes represent better model performance.

All statistical calculation were performed using Stata version 11.2 [32,33].

Table 3. Criteria for the choice of scale in the RP model.

<table>
<thead>
<tr>
<th>No. of knots m</th>
<th>PH</th>
<th>AIC, BIC, R^2</th>
<th>PO</th>
<th>AIC, BIC, R^2</th>
<th>Probit</th>
<th>AIC, BIC, R^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2033, 2042, 0.156</td>
<td>1887, 1896, 0.321</td>
<td>1872, 1881, 0.295</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1889, 1902, 0.178</td>
<td>1883, 1896, 0.322</td>
<td>1858, 1871, 0.298</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1871, 1888, 0.170</td>
<td>1870, 1887, 0.312</td>
<td>1857, 1874, 0.296</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1870, 1902, 0.172</td>
<td>1870, 1892, 0.311</td>
<td>1858, 1880, 0.297</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1865, 1902, 0.171</td>
<td>1865, 1896, 0.310</td>
<td>1855, 1881, 0.296</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1866, 1896, 0.171</td>
<td>1865, 1896, 0.309</td>
<td>1856, 1886, 0.296</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 4. Baseline survival functions under CPH and RP models.
doi:10.1371/journal.pone.0047804.g004

Results

Description of the data source

The patient characteristics of the retrospective cohort are summarized in Table 1. The cohort consisted of 293 males (49.7%) and 295 females (50.0%), and 2 (0.3%) with unknown gender. The data were collected starting from patients’ entry into hospice care until death for all 590 patients. The mean, median and range of survival times for the patients by PPS at admission, age, gender, cancer status, and diagnosis category are given in Table 2. The table shows that the median survival was fairly evenly distributed across age groups and gender, but unevenly across the cancer status and initial diagnosis category. All patients were assigned PPS at the time of

Figure 5. Predicted survival by PPS under RP and CPH compared with the Kaplan-Meier estimates in the validation data.
doi:10.1371/journal.pone.0047804.g005
admission to hospice care. Since PPS score of 0% means that the patient is dead, the data were transformed so that the PPS score of 10% was set as the baseline. There were only 15 total observations for PPS = 60%, 70%, 80%, so they were combined with PPS = 50% to obtain meaningful survival estimates. Fourteen patients had missing values for PPS.

The time of admission was the starting point for survival time. The Kaplan-Meier curves stratified by initial PPS level are shown in Figure 1. The curves show good separation indicating that the different risk groups are well defined. The log-rank test for equality of survival curves was highly significant at $P = 0.001$. The global test based on Schoenfeld residuals showed that the proportional hazard assumption was violated for PPS ($P$-value $<0.001$), which can also be seen from the un-parallel natural log-plot of survival curves (Figure 2).

Table 3 lists AIC, BIC and $R^2$ values for 5 knots under the proportional hazard, proportional odds and probit RP families; the minimum combination in each is underlined. The number of optimal knots was found to be $m = 1$ under the probit model. The improvement in fit with the probit model can be seen from the parallel survival curves of log-probit against natural log time (Figure 3).
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Towards a Classification Model to Identify Hospice Candidates in Terminally Ill Patients
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Abstract—This paper presents a Rough Set Theory (RST) based classification model to identify hospice candidates within a group of terminally ill patients. Hospice care considerations are particularly valuable for terminally ill patients since they enable patients and their families to initiate end-of-life discussions and choose the most desired management strategy for the remainder of their lives. Unlike traditional data mining methodologies, our approach seeks to identify subgroups of patients possessing common characteristics that distinguish them from other subgroups in the dataset. Thus, heterogeneity in the data set is captured before the classification model is built. Object related reducts are used to obtain the minimum set of attributes that describe each subgroup existing in the dataset. As a result, a collection of decision rules is derived for classifying new patients based on the subgroup to which they belong. Results show improvements in the classification accuracy compared to a traditional RST methodology, in which patient diversity is not considered. We envision our work as a part of a comprehensive decision support system designed to facilitate end-of-life care decisions. Retrospective data from 9105 patients is used to demonstrate the design and implementation details of the classification model.

I. INTRODUCTION

A. Hospice referral criteria

Hospice is designed to provide comfort and support to terminally ill patients and their families. According to Medicare regulations, a patient should be referred to hospice if his/her life expectancy is approximately 6 months or less [1]. However, most patients are not referred to hospice in a timely manner [2, 3] and therefore they do not reap the well-documented benefits of hospice services. A premature hospice referral translates to a patient losing the opportunity to receive potentially effective treatment, which may prolong their life. Conversely, a late hospice referral may deprive patients and their families of enjoying the benefits offered. Therefore, accurate prognostication of life expectancy is of vital importance for terminal patients as well as for their families and physicians.

B. Prognostic models for estimating survival of terminally ill patients

 Survival prognostic models range from traditional statistical and probabilistic techniques [4-10], to models based on artificial intelligence such as neural networks [11, 12], decision trees [13, 14] and rough set methods [15, 16]. The primary goal of survival prognostic models is to provide accurate information regarding life expectancy and/or determine the association between prognostic factors and survival. Typically, the information derived by prognostic models is presented in terms of probability of death within a time period. Recent systematic reviews [17, 18] have highlighted the necessity of prediction models that can be easily integrated into clinical practice and facilitate end-of-life clinical decision-making.

Several important issues demand particular consideration when developing clinical classification models: First, clinical data, representing patient records that include symptoms and clinical signs, are not always well defined and are represented with vagueness [19]. Therefore, it is very difficult to classify cases in which small differences in the value of an attribute may completely change the classification of a patient and, as a result, the treatment decisions [20]. Second, clinical data may present inconsistencies, which means that it is possible to have more than one patient with the same description but with different outcomes. Third, the results of prognostic models should be readily interpretable to enable practical and posteriori inspection and interpretation by the treating physician or an expert system [21]. Finally, prognostic models should consider the heterogeneity in clinical data, i.e. the existence of patient diversity presented in terms of risk of disease and responsiveness to treatment [22, 23]. This consideration will enable a prognostic model to identify possible subgroups of patients for which certain covariates do not influence their classification. The practical implications of such considerations are associated with the ability to customize the prognostic model for each subgroup of patients (e.g. expensive and/or potentially harmful tests may be avoided for particular subgroups).

Rough Set Theory (RST) [24], a mathematical tool for representing and reasoning about vagueness and inconsistency in data sets, has been used in a number of applications dealing with modeling medical prognosis [15, 16, 25-28]. For example, Tsunomo et al. [25], provide a framework to model medical diagnosis rules showing theoretically that the characteristics of medical reasoning reflect the concepts of approximation established in RST. Komorowski et al. [26], show that RST is useful to extract medical diagnosis rules to identify a group of patients for whom performing a test that is costly or invasive is redundant or superfluous in the prognosis of a particular medical condition. Recently, [28] highlighted features of RST for integrating into medical applications. For example, RST has the ability to handle imprecise and uncertain information and provides a schematic approach for analyzing data without initial assumptions on data distribution.
In our previous work [29], we proposed the use of RST to predict the life expectancy of terminally ill patients using a global reduction [30] methodology to identify the most significant attributes for building the classification model. However, we found that the number of attributes used in the model was barely reduced and therefore produced long decision rules. Moreover, considering the number of discretization categories associated with each attribute, the generated decision rules were built to describe each object in the training set and therefore, they were poorly suited for classifying new cases.

Here, we propose the use of an alternative attribute reduction methodology that aims to identify groups of patients that share common characteristics that distinguish them from the rest of the patients. As a result, we obtain subgroups of patients from which different sets of significant attributes are identified. The decision rules generated in this manner contain fewer attributes and therefore are more suitable to classify new patients. Moreover, by studying each subgroup, we can reason about how a different rule-set is applied to a particular patient.

The rest of the paper describes details of the proposed RST based methodology to provide a classifier that properly discriminates patients into two groups: those who survive at least 180 days after evaluation for hospice referral and those who do not. ROSETTA [31] software is used to perform the analysis described in the remainder of the paper.

II. METHODOLOGY

A. Data Set

The dataset used in this study consists of the 9105 cases from the SUPPORT (Study to Understand Prognoses and Preferences for Outcomes and Risks of Treatments) prognostic model dataset [30]. We consider all variables used in the SUPPORT prognostic model [3] as condition attributes, i.e. the 10 physiologic variables along with the diagnosis groups, age, number of days in the hospital before entering the study, presence of cancer, and neurologic function. Data collection and patient selection procedures are detailed in [3]. Attributes names and descriptions are listed in Table I. As the decision attribute, we define a binary variable (Yes/No) “deceases in 6 months” using the following two attributes from the SUPPORT prognostic model dataset:

- death: represents the event of death at any time up to NDI date (National Death Index date: Dec 31, 1994).
- D.time: number of days of follow up

The values of the decision attribute are calculated converting the “D.time” value in months and comparing against the attribute “death” as follows:

- If “D.time” < 6 months and “death” is equal to 1 (the patient died within 6 months) then “deceased_in_6_months” is “Yes”. Otherwise, it is implicit that a patient survived the 6-month period; hence, “deceased_in_6_months” is “No”.

B. Rough Set Theory Data Representation

Based on RST, the dataset is represented as:

\[ T = (U, A \cup \{d\}) \]  
(1)

where \( T \) represents the dataset in the form of a table. Each row represents an object and each column represents an attribute. \( U \) is a non-empty finite set of objects and the set \( A \) is a non-empty finite set of attributes called the condition attributes. In our case, an object designates a terminally ill patient and an attribute \( a \in A \) designates each of the five condition attributes that describe a patient (Table I). For every attribute, the function \( a: U \rightarrow V_a \) makes a correspondence between an object in \( U \) to an attribute value \( V_a \), which is called the value set of \( a \). The set \( T \) incorporates an additional attribute \( \{d\} \) called the decision attribute. The system represented by this scheme is called a decision system.

C. Development of the Classification Model

This process typically involves numerous steps, such as data preprocessing, discretization, reduction of attributes, rule induction, classification and interpretation of the results. Details on the data preprocessing and data discretization for this data set are described in [29]. The ultimate goal of this process is to generate decision rules, which are used to classify each patient as surviving or not surviving within the defined period of time. A decision rule has the form: \( \text{if } A \text{ then } B \) (\( A \rightarrow B \)), where \( A \) is called the condition and \( B \) the decision of the rule.

Here, we are focusing on an alternative method of reducing the attribute dimensions and identify different subgroups of similar patients in the data set. In [32], two types of reducts are defined:

1) Global Reducts:

Consists of the minimal set of attributes that preserve the structure of the entire data set. A set \( B \subseteq A \) is called a global reduct if the indiscernibility relation using attributes \( B \) is equal to the indiscernibility relation using all the condition attributes \( A \), i.e.:

\[ \text{IND}(B) = \text{IND}(A), \text{ where,} \]

\[ \text{IND}(B) = \{(u_i, u_j) \in U^2: \forall a_k \in B, a_k(u_i) \neq a_k(u_j)\} \]

As an example, consider the following global reduct obtained from the dataset containing 12 condition attributes:

\[ T \]

\[ A = \{ \text{alb}, \text{bili}, \text{crea}, \text{hct}, \text{meanbp}, \text{pafi}, \text{resp}, \text{sod}, \text{temp}, \text{wbc}, \text{age}, \text{stay}, \text{cat} \} \]

\[ A = \{ \text{alb}, \text{bili}, \text{crea}, \text{hct}, \text{meanbp}, \text{pafi}, \text{resp}, \text{sod}, \text{temp}, \text{wbc}, \text{age}, \text{stay}, \text{cat} \} \]

\[ \text{IND}(B) = \{ \text{alb}, \text{bili}, \text{crea}, \text{hct}, \text{meanbp}, \text{pafi}, \text{resp}, \text{sod}, \text{temp}, \text{wbc}, \text{age}, \text{stay}, \text{cat} \} \]
\[ G_{RED} = \{\text{age, dzgroup, scoma, ca, meanbp, wbc, hrt, resp, temp, bhf, crea, sod}\} \]

Using \( G_{RED} \), few patients will have exactly the same attribute-value combinations because the number of discretization categories associated with each attribute is high. Thus, the decision rules generated are too specific to the cases in the training set and therefore may not be able to classify new cases accurately. Moreover, the fact that global reducts represent the entire data set makes it difficult to detect the presence of heterogeneous groups in the data meaning that the chances of diversity between the patient outcomes will remain unknown.

2) Object related reducts (ORR):

Represent the minimal attribute subsets that discern an object \( u \in U \) from the rest of objects belonging to a different decision class. Mathematically, an ORR \( R_u \subseteq A \) is defined as:

\[ \forall u_i \in U : d(u_i) \neq d(u_j) \Rightarrow \exists a_k \in R_u : a_k(u_i) \neq a_k(u_j) \],

where \( u_i \neq u_j \).

An ORR is the minimal and vital information that is used to partition the universe of objects into smaller, homogeneous subgroups, where objects within a subgroup are related by means of information described by the ORR. Decision rules generated by this scheme will usually contain fewer attributes and are more suitable to classify new cases. Some decision rules contain a different set of attributes applicable for a particular subgroup of patients.

### III. Results

The two methods for dimensionality reduction produce a set of reducts. The number of reducts and decision rules obtained are presented in Table II. Based on the decision rules generated, patients are classified as surviving or not surviving the six-month period. A standard voting algorithm \[ [30] \] is used for this purpose. Table III, presents the performance of two classification models based on each type of reduct generation described. The performance of each classification model is represented in terms of sensitivity, specificity, Area under the Receiver Operating Characteristic curve (AUC) and coverage of the model. A 5-fold cross validation procedure was applied to estimate the performance of each classification model, where, the entire data set is randomly divided into five subsets (folds). Then, each fold (20% of the data set) is used once as a testing set, while the remaining folds (80%) are used for training. The process is repeated five times and the results are averaged to provide an estimate for the classifier performance.

Compared to the Global reduct approach, the ORR approach has enhanced the classification performance in terms of AUC and sensitivity. Moreover, the decision rules generated are able to classify all new cases.

### IV. Discussion

Analyzing the information obtained from the ORR, we can identify groups of patients for whom it is possible to evade costly, invasive or even unnecessary tests required by the prediction model. For example, the following two ORRs generate rules independent of the Pafi score (associated with the patient’s blood gases), without reducing the classification accuracy. The importance of such finding becomes apparent considering that in clinical practice Pafi is not collected routinely for patients outside the Intensive Care Unit (ICU).

- ORR = \{Age, dzgroup, meanbp\} generates the following decision rules:
  - if age = [45, 60) AND dzgroup = (Lung Cancer) AND meanbp = [60, 70) then: Survive = 22.86%, Die = 77.14%.
  - if age = [45, 60) AND dzgroup = (CHF) AND meanbp = [100, 120) then: Survive = 82.93%, Die = 17.07%.
  - if age = [70, 75) AND dzgroup = (COPD) AND meanbp = [80, 100) then: Survive = 84.21%, Die = 15.79%.

- ORR = \{Age, dzgroup, hrt, crea\} generates the following decision rules:
  - if age = [45, 60) AND dzgroup = (CHF) AND hrt = [100, 110) AND crea [1.95, *] then: Survive = 83.33%, Die = 16.67%.
  - if age = [75, 85) AND dzgroup = (CHF) AND hrt = [50, 110) AND crea [0.5, 1.5] then: Survive = 82.19%, Die = 17.81%.

Consequently, the use of Pafi test in patients that belong to one of those groups defined by the ORR’s will not improve the prognostic accuracy.

Our approach demonstrates features that make it particularly suitable for use in clinical decision-making. It is a patient-centric methodology which is able to predict without the use of unnecessary, expensive and/or invasive procedures for certain subgroups of patients. Consequently, selection of attributes upon which a decision is to be made is critical to minimizing healthcare costs and maximizing the quality of patient care. Finally, considering that more than one ORR could discern each patient, the information acquired offers several options dependent on the attribute values available for each individual patient.

### V. Future Work

The number of ORR and the decision rules generated depends on the number of condition attributes and its categories. For clinical datasets, which contain large numbers of condition attributes, the number of ORRs and decision rules generated can be extremely large to be
evaluated directly by human experts. Therefore, the interpretation and analysis of the ORRs and their decision rules requires the use of a well-defined methodology.

Compared to our previous work [29], the results presented in this paper show an improvement in the classifier performance. However, further research need to be conducted in order to achieve a reliable prognostic model.
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Abstract

Background: Dual processing theory of human cognition postulates that reasoning and decision-making can be described as a function of both an intuitive, experiential, affective system (system I) and/or an analytical, deliberative (system II) processing system. To date no formal descriptive model of medical decision-making based on dual processing theory has been developed. Here we postulate such a model and apply it to a common clinical situation: whether treatment should be administered to the patient who may or may not have a disease.

Methods: We developed a mathematical model in which we linked a recently proposed descriptive psychological model of cognition with the threshold model of medical decision-making and show how this approach can be used to better understand decision-making at the bedside and explain the widespread variation in treatments observed in clinical practice.

Results: We show that physician's beliefs about whether to treat at higher (lower) probability levels compared to the prescriptive therapeutic thresholds obtained via system II processing is moderated by system I and the ratio of benefit and harms as evaluated by both system I and II. Under some conditions, the system I decision maker's threshold may dramatically drop below the expected utility threshold derived by system II. This can explain the overtreatment often seen in the contemporary practice. The opposite can also occur as in the situations where empirical evidence is considered unreliable, or when cognitive processes of decision-makers are biased through recent experience: the threshold will increase relative to the normative threshold value derived via system II using expected utility threshold. This inclination for the higher diagnostic certainty may, in turn, explain undertreatment that is also documented in the current medical practice.

Conclusions: We have developed the first dual processing model of medical decision-making that has potential to enrich the current medical decision-making field, which is still to the large extent dominated by expected utility theory. The model also provides a platform for reconciling two groups of competing dual processing theories (parallel competitive with default-interventionalist theories).

Background

Dual processing theory is currently widely accepted as a dominant explanation of cognitive processes that characterizes human decision-making [1-9]. It assumes that cognitive processes are governed by so called system I (which is intuitive, automatic, fast, narrative, experiential and affect-based) and system II (which is analytical, slow, verbal, deliberative and logical) [1-10]. The vast majority of existing models of decision-making including expected-utility theory, prospect theory, and their variants assume a single system of human thought [11]. Recently, formal models for integrating system I with system II models have been developed [3,11]. One such attractive model-Dual System Model: (DSM)- has been developed by Mukherjee [11]. Here, we extend Mukherjee's DSM model to medical field (DSM-M) by linking it to the threshold concept of decision-making [12-15]. We also take into account decision regret, as an exemplar of affect or emotion that is involved in system I decision-making [2], and which is of particular relevance to medical decision-making [16-19]. Regret was also selected for use in our model because any
“theory of choice that completely ignores feeling such as the pain of losses and the regret of mistakes is not only descriptively unrealistic but also might lead to prescriptions that do not maximize the utility of outcomes as they are actually experienced” [1,20].

As more than 30% of medical interventions are currently not appropriately applied, mostly as over - or undertreatment [21-23], we illustrate how the DSM-M model may be used to explain the practice patterns seen in the current medical practice. Our DSM-M model is primarily an attempt to describe how medical decisions are made. As a descriptive model its validation will require comparing its outputs to actual choices made by patients and clinicians and their verbalized reactions to our model. We conclude the paper by providing some testable empirical predictions.

Methods
A dual system model
Building on the previous empirical research, which has convincingly showed that human cognition is determined by both system I and system II processes [1,2,5,24,25]. Mukherjee recently developed a formal mathematical model, which assumes parallel functioning by both systems, while the final decision is a weighted combination of the valuations from both systems based on the value maximization paradigm (Figure 1) [11].

(MB. In this paper we employ terms system I and system II as popularized by Kahneman [1,2] although some authors prefer to talk about type 1 and 2 processing as it is almost certain that human cognition is not organized in distinctly separated physical systems [5,26,27]).

Mukherjee’s dual system model (DSM) assumes that evaluation of risky choice (C) is formed by the combined input of system I and system II into a single value and can be formulated as follows:

\[ E(C) = \gamma V_I(C) + (1 - \gamma) V_II(C) \]

\[ = \gamma \frac{1}{n} \sum_i V_I(x_i) + (1 - \gamma) k \sum_i p_i V_II(x_i) \]  \hspace{1cm} (1)

Where C represents a decision-making situation (‘choice”), n - number of outcomes, p_i - probability of the i^{th} outcome, x_i of the selected choice. V_I represents valuation of decision under autonomous, intuitive, system I-based mode of decision-making and V_II, which can be a utility function, represents valuation under a deliberative, rule-based, system II mode of decision-making. k-is a scaling constant, and \gamma [0 to 1] is the weight given to system I and can be interpreted as the relative extent of involvement of system I in the decision-making process [11]. System II is not split into two subsystems advocated by some [5], but is assumed to adhere to the rationality criteria of expected utility theory (EUT) as also advocated by modern decision science [11,28]. \gamma is assumed to be influenced by a number of processes that determine system I functioning. Mukherjee emphasized the following factors as the important determinants of system I functioning [11]: individual decision-making and thinking predispositions [ranging from expected utility theory (EUT) “maximizers” to system I driven “satisficing” with no regard to probabilities but with editing or selection of outcomes of interest] [29], affective nature of outcomes (the higher the affective nature of outcomes, the higher is \gamma) and framing and construing the decision-making task (decisions for the self will likely have higher \gamma, as well as decision problems that are contextualized and those requiring immediate resolution or are made under time pressure; the last four describe circumstances characteristic of medical decision-making). Easily available information, our previous experience, the way in which information is processed (verbatim vs. getting the “gist” of it) [30] as well as memory limitations [31] are also expected to affect \gamma. \gamma is, therefore, expected to be higher when information about probabilities and outcomes are ambiguous or not readily available, or when a very severe negative prior outcome is recalled [2,32,33]. On the other hand, when such data are available their joint evaluation by system II will reduce \gamma [11]. In general, the factors that define the process of system I can be classified under 4 major categories: a) affect, b) evolutionary hard-wired processes, responsible for automatic responses to potential danger in such a way that system I typically gives higher weight to potentially false positives than to false negatives (i.e. humans are cognitively more ready to wrongly accept the signal of potential harms than one that carries the potential of benefit),

![Figure 1 Model of decision-making using dual processing cognitive processes (after Mukherjee [11])](image-url)
(c) over-learned processes from system II that have been relegated to system I (such as the effect of intensive training resulting in the use of heuristics, or "rules of thumb" or practice guidelines as one of the effort-saving cognitive strategies. NB although guidelines may be the products of analytic system II processes their applications tend to be a system I process.), and (d) the effects of tacit learning [5].

Mukherjee's DSM model draws upon empirical evidence demonstrating that decision-makers in an affect-rich context are generally sensitive only to the presence or absence of stimuli, while in affect-poor contexts they rely on system II to assess the magnitude of stimuli (and probabilities) [24]. Hence, the salient feature of the model is that system I recognizes outcomes only as being possible or, not. Every outcome that remains under consideration gets equal weight in system I. On the other hand, system II recognizes probabilities linearly without distortions, according to the expected utility paradigm.

As a result, dual valuation processing often generates instances where subjective valuations are greater at lower stimulus magnitudes (i.e. when decision-making relies on feeling, or evolutionary hard-wired processes such as when the signal may present danger) while rational calculation produces greater value at high magnitudes [11]. DSM is capable of explaining a number of the phenomena that characterize human decision-making such as a) violation of nontransparent stochastic dominance, b) fourfold pattern of risk attitude, c) ambiguity aversion, d) common consequences effect, e) common ratio effect, f) isolation effect, g) and coalescing and event-splitting effect [11].

Under the realistic assumption that outcomes are positive (i.e., utilities >0, which is particularly applicable to medical setting) and power value functions, $V_I(x) = x^n$, and $V_H(x) = x$ for system I and system II, respectively, DSM can be re-written as:

$$V(C) = y \frac{1}{n} \sum_i x_i^n + (1 - y)k \sum_i p_i x_i$$

(2)

where $0 < m_t < 1$. Note that $x_i^n$ satisfies risk aversion for gains and risk seeking for losses and that the term for system II $p_i x_i$ is linear without risk distortions.

As noted by Mukherjee [11], the estimation of the parameters in Equation 2) is a measurement exercise, which needs to be evaluated in the future empirical research. Consequently, the functions $V_I(x)$ and $V_H(x)$ could be changed, depending on the decision-making setting and decision-maker's goals. Similarly, parameter $m$ may not be the same for all outcomes.

**Modification of DSM for medical decision-making**

We will consider a typical situation in clinical decision-making where a doctor has to choose treatment (Rx) vs. no treatment (NoRx) for disease (D) which is present with the probability p. [Note that NoRx represents a competing treatment alternative and may include a different treatment (Rx2)] [12,34]. Each decision results in outcomes that have a certain value, $x_i$. The model is shown in the Figure 2. As noted above, the system I recognizes outcomes only as being possible (or not), and is thus insensitive to exact probabilities. Every outcome with non-zero probability gets equal weight in system I. Hence, in a two-alternative choice, each probability is equal to 0.5 under system I. System II recognizes probabilities without distortions, as would be expected according to EUT.

We posit that among the emotions that can influence valuation of outcomes in system I processing, regret plays

![Figure 2 Dual processing model of decision-making as applied to a clinical dilemma whether to treat (Rx) the patient with disease (D+) or not. The patient may or may not have a disease (probability p). Regret is assumed to operate at the level of system I only. (Note that competing treatment alternative may include Rx or NoRx). Rg: regret.](image-url)
an important role [1,2], while system II processes are dominated by rational, analytical deliberations according to EUT [11]. We can define regret (Rg) as the difference (loss) in the utilities of the outcome of the action taken and that of the action we should have taken, in retrospect [16-19,35] but operating at the system I level only (see Figure 2).

Hence, we have the following value functions (see Additional file 1: Appendix for detailed derivation):

\[
V_t(Rx, D+) = Rg[Rx, D+] = 0;
V_t(NoRx, D+) = Rg[NoRx, D+] = x_3^{m_1} - x_1^{m_1};
V_t(Rx, D-) = x_1;
V_t(NoRx, D-) = x_3;
V_t(Rx, D-) = x_4^{m_1} - x_4^{m_1};
V_t(NoRx, D-) = 0;
V_t(Rx, D-) = x_3;
V_t(NoRx, D-) = x_4;
\]

Overall valuation of decision to treat (Rx) is equal to:

\[
V_t(Rx) = \frac{1}{2}(V_t(Rx, D+) + V_t(Rx, D-)) + (1 - \gamma)k[pV_t(Rx, D+) + (1-p)V_t(Rx, D-)] = \frac{1}{2}(x_2^{m_1} - x_4^{m_1}) + (1 - \gamma)k[px_1 + (1-p)x_3]
\]

And

\[
V_t(NoRx) = \frac{1}{2}(V_t(NoRx, D+) + V_t(NoRx, D-)) + (1 - \gamma)k[pV_t(NoRx, D+) + (1-p)V_t(NoRx, D-)] = \frac{1}{2}(x_3^{m_1} - x_4^{m_1}) + (1 - \gamma)k[px_3 + (1-p)x_4]
\]

The difference in the outcomes of treating and not treating patient with disease are equal to the net benefit of treatment (B) [13,14,36]; the difference in outcomes of not treating and treating those patients without disease is defined as net harms (H) [13,14,36]. Note that benefits and harms can be expressed in the various units (such as survival, mortality, morbidity, costs, etc.) and can be formulated both as utilities and disutilities [13,14,36]. As explained above, we further assume that valuation of net benefits and net harms by system I differs from system II. Hence, under system II, we replace net benefit and net harms using EUT definitions: Rg = x_1 - x_3 and the net harms H = x_4 - x_3. Under system I, we define B = x_1 - x_3, and H = x_4 - x_3. Solving for p (the probability of disease at which we are indifferent between Rx and NoRx), we obtain: (Equation 3)

\[
p_t = p = \frac{(1 - \gamma)kH + \frac{x}{2}(B_1 - H_1)}{(1 - \gamma)k[B_2 + H_2] - \frac{x}{2}(B_1 - H_1)} = \frac{1}{1 + \frac{x}{2}(B_2 + H_2)} \left[1 + \frac{x}{2(1 - \gamma)} \left(\frac{H_1}{H_2}\right) \left(1 - \frac{B_1}{B_2}\right)\right]
\]

This means that if the probability of disease is above p, the decision-maker favors treatment; otherwise, a competing management alternative (such as “No Treatment”) represents the optimal treatment strategy. Note that k can be typically set at 1, as we do it here. Also note that the first part of equation is equivalent to the threshold expression in EUT framework [13,14,36]; the second expression modifies system II’s EUT-based decision-making process in such a way that if benefits are experienced higher than harms, the threshold probability is always lower than EUT threshold. However, if a decision-maker experiences H > B, the threshold probability is always higher than the EUT threshold (see below for discussion in the context of medical example). Note that r and the ratio \( \frac{H_1}{H_2} \) only contribute to the extent of magnitude the dual threshold is above or below the classic EUT threshold. That is, r and the ratio \( \frac{H_1}{H_2} \) do not change the quality of relationship between dual threshold and EUT threshold: whether dual threshold will be above or below the EUT threshold depends only on a \( \frac{H_1}{H_2} \) ratio.

It should be noted that the identical derivations can be obtained by applying the concept of expected regret (instead of EUT) [16-19,35]. Although it can be argued that regret is a powerful emotion influencing all cognitive processes (as so called, “cognitive emotion”) [37,38], and so it may function at level of both system I and system II [39], most authors recognize the affect value of regret [2,10]. Hence, we assumed that regret functions at system I level [2]. Therefore, in our mode, we restrict the influence of regret to system I. Incidentally, our Equation 3 can also be derived from the general Mukherjee’s DSM model even if regret is not specifically invoked [11].

Although Equation 3 implies exact calculations, it should not be understood as one that provides precise mathematical account of human decision-making. Rather, it should be considered more as a semi-quantitative or qualitative description of the way physicians may make their decisions. First, this is because system I does not perform exact calculations, but rather relies on “gists” [30,31].
for assessment of benefits and harms in more qualitative manner. The mechanism depends on associations, emotions (so called, “risk as feelings” estimates [10]), as well as memory, and experience [2,5,8,31]. In this sense, the second part of Equation 3) that relies on system I can be understood as the qualitative modifier (“weight”), which, depending on the system I’s estimates of benefits and harms increases or decreases the first part of equation (which is dependent on system’s II precise usage of evidence for benefits and harms). Second, the threshold probability itself should be considered as an “action threshold”- at some point, a physician decides whether to administer treatment or not. Typically, she contrasts the estimated probability of disease against the threshold and acts: if the probability of disease is above the “action threshold”, the physician administers the treatment; if it is below, she decides not to give treatment. So, one way to interpret Equation 3) is to consider physician’s estimate of “gist” of the action threshold: if in her estimation, overall benefits of treatment outweigh harms, and she considers that it is “likely” that the probability of disease is above the threshold probability, then she would act and administer treatment. If the physician assesses that it is “unlikely” that the probability disease is above the “action threshold”, then she would not prescribe the treatment.

The behavior of DSM-M model

The exact cognitive mechanisms that underlie dual system processes are not fully elucidated. As discussed throughout this paper, many factors affect dual processes reasoning leading to suggestions that these processes should be grouped according to the prevailing mechanisms [27]. Focusing on each of these processes may lead to specific theoretical proposals. Our goal in this paper is to provide overarching cognitive architecture encompassing general features of the majority existing theoretical concepts, while at the same time concentrating on specifics of medical decision-making. In general, dual processing theories [27] fall into two main groups [27,40] parallel competitive theories and default-interventionalist theories. The parallel-competitive theories assume that system I and II processes proceed in parallel, each competing for control of the response [27]. If there is a conflict, it is not clear which mechanism is invoked to resolve the conflict [27]. On the other hand, default-interventionist theories postulate that system I generates a rapid and intuitive default response, which may or may not be intervened upon by subsequent slow and deliberative processed of system II [2,5,27]. This can be further operationalized via several general mechanisms that have been proposed in the literature:

1) Mukherjee's additive model as described above [11].
   It can be categorized as a variant of parallel-competitive theory as it assumes that system I and II processes proceed in parallel, but does include parameter $y$, which can trigger greater or smaller activation of system I. Mukherjee's model, however, does not explicitly model the choices in terms of categorial decisions (i.e. accept vs. do not accept a given hypothesis), which is a fundamental feature of dual-processing models [27].

2) System I and system II operate on a continuum [41], but in such a way that system I never sleeps [2]. A final decision depends on the activation of both systems I and II [2]. It has been estimated that about 40-50% of decisions are determined by habits (i.e. by system I) [42]. This is also a variation of parallel-competitive theory; it should be noted that latest literature is moving away from this model [5,27].

3) The final decision appears to depend both on the system I and system II in such a way that system I is the first to suggest an answer and system II endorses it [2]. In doing so, system II can exert the full control over system I (such as when it relies on the EUT modeling) or completely fail to oversee functioning of system I (e.g., because of its ignorance or laziness) [2]. Therefore, according to this model, decisions are either made by system I (default) or system II (which may or may not intervene). This is a default-interventionalist model.

4) The variation of the model #3 is the so called “toggle model”, which proposes that decision-maker constantly uses cognitive processes that oscillate between the two systems (toggle) [6,7,9]. This is a variant of default-interventionalist model.

Note that $y$ is continuous in our model, but it can be made categorical [0,1] if the “toggle” theory is considered to be the correct one. In this case, a logical switch can be introduced in the decision tree to allow toggling between the two systems. Most importantly, by linking Mukherjee's additive model with the threshold model, we provide the architecture for reconciling parallel competitive theories with default-interventionalist theories. We do it by making explicit that decisions are categorical (via threshold) at certain degree of cognitive effort (modeled via $y$ parameter) [27]. That is, the key question is what processes determine acceptance or rejection of a particular (diagnostic) hypothesis. Our model shows that this can occur if we maintain parallel-competing architecture of Mukherjee's additive model but assume a switch, yes or no answer, whether to accept or reject a given hypothesis (at the threshold). It is evaluation of the (diagnostic) event with respect to the threshold that serves as the final output of our decision-making and reasoning processes. As our model shows, this depends on assumption of parallel working of both system I and system II, and the switch in control of one system over another according to default-
interventional hypothesis. Note that depending on activation of γ parameter and assessment of benefits (gains) and harms (losses) the control can be exerted by either system: sometimes it will be the intuitive system that it will exert the control and our action will take the form "feeling of rightness" [43]; sometimes, it will be system II that it will prevail and drive our decisions. Thus, we succeed in uniting parallel competitive with default-interventional models by linking Mukherjee’s additive model with the threshold model for decision-making.

As discussed above, many factors can activate the switch such as the presence or absence of empirical, quantitative data, the context of decision making (e.g. affect poor or rich), the decision maker’s expertise and experience, etc. In addition, extensive psychological research has demonstrated that people often use a simple heuristic, which is based on the prominent numbers as powers of 10 (e.g., 1,2,5,10,20,50,100,200 etc.) [44]. That is, although system I does not perform the exact calculations, it still does assess “gist” of relative benefits and harms, and likely does so according to “1/10 aspiration level” [44] (rounded to the closest number) in such a way that the estimates of benefits/harms ratio change by 1,2,5, 10, etc. orders of magnitude. Therefore, in this section we consider several prototypical situations: 1) when γ = 0, 0.5, or 1; 2) when B_H> H_H, B_M = H_H and B_M < H_M; and 3) when regret of omission (B_M) < regret of commission (H_M), B_M = H_M or B_M > H_M.

First, note that γ=0, when the numerator of the left fraction in the Equation 6 (Additional file 1: Appendix) is zero, i.e., when p_H = 1-H_H = 0, or solving for p, we obtain p = 1-H_H, which is exactly the value of the EUT threshold for the probability at which the expected utilities of the two options are the same. This will correspond to model #3 above, in which system II exerts full control over decision-making. Therefore, when γ = 0, we have the classic EUT and therapeutic threshold model. In this case, regret does not affect the EUT benefits and harms, and

\[ p\_1 = \frac{H_M}{H_M + B_M} = \frac{1}{1 + \frac{B_M}{H_M}} \]

If B_M > H_M, p\_1 approaches zero and a decision-maker will recommend treatment to virtually everyone. On the other hand, if B_M = H_M, p\_1 equals 0.5 and she might recommend treatment if the disease is as likely as not. Finally, if B_M < H_M, p\_1 approaches 1.0, and the decision-maker is expected to recommend treatment only if she is absolutely certain in diagnosis.

At the other extreme, if γ = 1, we have the pure system I model (corresponding to model #3 above, which solely relies on system I processes). Note the value of γ=1, when the denominator of the second fraction in Equation 6 (Additional file 1: Appendix) equals one, or when the expression H_M - B_M = 0, i.e., when B_M = H_M. Under these conditions, it is fairly obvious that the system I assessments become irrelevant if the perceived net benefit of the treatment is equal to the perceived net harm. When γ=1, regret avoidance becomes the key motivator, not EUT’s benefits and harms. Note that in system I p is not related to γ in terms of the valuation (Equation 1). Under these circumstances only decision-making under system I operate and the analytical processes of system II are suppressed (Equation 1) as seen in those decision-makers who tend to follow intuition only, or are extremely affected by their past experiences without considering new facts on the ground. That is, differences in probability do not play any role in such decisions, because a person who only uses system I doesn’t consider probability as a factor.

Finally, if γ = 0.5, the decision maker is motivated by EUT and by regret avoidance (model #2 listed above). In this case, the benefits (B_M), harms (H_M), regrets of omission (B_M) and commission (H_M) are all active players. These three cases are presented in Table 1 (see Additional file 2) which shows threshold probabilities for γ = 0.5 and objective data indicating a high benefit/harms ratio (B_M/H_M = 10). Also shown is how the threshold probability depends on individual risk perception. If H_M > H_M, it magnifies effect of B_M/H_M (see Equation 3), which results in extreme behavior in sense of increasing likelihood that such a person will either always accept (as p\_2<0) or reject treatment (as p\_2>1). For H_M < H_M, the impact on the way system I processes benefits and harms is not that pronounced and influences the EUT threshold to much smaller extent.

Results
Illustrative medical examples
Clinical examples abound to illustrate applicability of our model. To illustrate the salient points of our model, we chose two prototypical examples where there is close trade-offs between treatments’ benefits and harms.

Example #1: treatment of pulmonary embolism
Pulmonary embolism (PE) (blood clot in the lungs) is an important clinical problem that can lead to significant morbidity and death [45]. Even though many diagnostic imaging tests exist to aid in the accurate diagnosis of PE, the tests are often inconclusive, and physicians are left to face the decision whether to treat patient for presumptive PE, or attribute the patient’s clinical presentation (such as shortness of breath and/or chest pain) to other possible etiologies. There exists an effective treatment for a PE, which consists of the administration of 2 anticoagulants (blood thinners): heparin followed by oral anticoagulants such as warfarin [46,47]. Heparin (unfractionated or low-molecular weight heparin) are highly effective treatments associated with relative risk reduction of death from PE by 70-90% in comparison to no treatment [46,47]. This converts into the absolute death reduction as net benefits,
$B_H = 17.5\%$ to 22.5\% (calculated as 25% morality without heparin minus 7.5\% to 2.5\% with heparin) [17,18,46,47]. However, these drugs are also associated with a significant risk of life-threatening bleeding; net harms range from $H_H = 0.037\%$ (a typical scenario) to 5\% (a worst-case scenario) depending on the patients' other comorbid conditions [17,18,47,48]. Thus, net benefits/net harms range from 60.8 (22.5/0.037) (best case) to 3.5 (17.5/5) (worst case scenario). If we apply a classic EUT threshold [13,14,36], which relies solely on system II processes, we observe that the probability of pulmonary embolism above which the physician should administer anticoagulants ranges from 1.6\% [$= 1/(1 + 60.8)$] (best case) to 22.2\% [1/(1 + 3.5)] (worst-case scenario). However, ample clinical experience has demonstrated that few clinicians would consider prescribing anticoagulants at such a low probability of PE [18]. In fact, most experts in the field recommend giving anticoagulants when probability of PE exceeds 95\% [49-51]. We have previously suggested that this is because regret associated with administering unnecessary and potentially harmful treatments under these circumstances likely outweighs regret associated with failing to administer potentially beneficial anticoagulants [17-19]. We now show how this argument can be made in the context of dual processing theory. Indeed, some physicians may feel that the risk of bleeding may be much higher, particularly in case of a patient who recently experienced a major hemorrhage. The physician may not have data readily available to adjust her EUT, system II-based calculations. Rather, she employs the system I-based reasoning, globally assessing the benefits and harms of treatments under her disposal. Importantly, these are personal, intuitive, affect-based, subjective judgments of the values of outcomes that are influenced by memory limitations and recent experiences and that may not be objectively based on the external evidence [2,30-33]. In addition, it is well documented that the physicians' recent experience leads to a type of bias, known as primacy effect, that is governed by system 1 [2,33]. If the last patient with PE whom the physician took care of had severe bleeding, system I may be primed in such a way that it will likely conclude that harms outweigh benefits. In our case of PE, if her reasoning is dominated by system I (operating, say, at $y$ level of 0.77 according to model #2 listed above, see Section "The behavior of DSM-M model") in such a way that the physician concludes that if harms is larger than benefits by 10\%, then the threshold probability above which she will treat her patient suspected of PE exceeds 95\% (as easily demonstrated after plugging in the benefits/harms values in Equation 3) $p_t(dual) = 0.222 - (0.77/(2*0.23))(-0.10/0.225) = 0.966 = 96.6\%$ for $k = 1$. Note that this calculation describes circumstances under which the physician would adhere to the contemporary practice guidelines i.e. to prescribe anticoagulants when PE exceeds 95\% [49-51]. It should be further noted that if $y$ value is only slightly higher (≥0.78), the physician will require the absolute certainty to act (i.e. the threshold ≥1).

DSM offers an account of the opposite behavior as well i.e. the threshold based on global evaluation using both system I and system II can also be lower than the EUT threshold (if $B_T > H_T$ additive model #1, Equation 3). For example, the physician may trivialize the risks of treatment and believe that the benefits are much higher than the treatment harms. As a result, the threshold above which she commits to treatment drops below EUT threshold (as predicted by Equation 3). Figure 3 shows how the decision threshold ($y$) is affected by the relative involvement of systems I and II in dual process model of medical decision-making in the “best” ($B_H/H_H = 60.8$ ) and “worst case” scenario ($B_H/H_H = 3.5$) for treatment of PE and when system I valuation of benefits is greater than harms or when harms are perceived to outweigh benefits. It can be seen that when objective data indicate that benefits considerably outweigh harms ($B_H >> H_H$) (as when $B_H/H_H = 60.8$), then as long as system I values benefits as being greater than harms, the threshold dramatically drops to zero indicating that the extent of system I involvement (i.e. $y$ value) in decision-making is of little consequence. However, if system I clashes with objective data, then the probability of PE above which the decision-maker is prepared to treat, dramatically increases (Figure 3a). Similarly, in all other circumstances (when $B_H << H_H$, $H_H ~ H_H$, $B_H << H_H$), the threshold probability is significantly affected by involvement of system I (Figures 3b–3d).

Example #2: treatment of acute leukemia

Acute myeloid leukemia (AML) is a life-threatening disease, which, depending on the aggressiveness of disease can be cured in the substantial minority of patients. To achieve a cure, patients are typically given induction chemotherapy to bring the disease into remission, after which another form of intensive therapy - so called, consolidation treatment - is given. To achieve a cure in patients with more aggressive course of disease such as those classified as intermediate- and poor-risk AML based on cytogenetic features of disease, allogeneic stem cell transplant (alloSCT) is recommended [52]. However, the cure is not without price - many patients given alloSCT as a consolidation therapy die due to treatment. A decision dilemma faced by a physician is whether to recommend alloSCT, or alternative treatment, such as chemotherapy or autologous SCT, which has lower cure rate but less treatment-related mortality. In intermediate-risk AML, for example, credible evidence shows that, compared with chemotherapy allogeneic alloSCT result in better leukemia-free survival (LFS) by at least 12% at 4 years (LFS with alloSCT = 53% vs 41% with chemotherapy/auto SCT) [53]. Treatment-related
mortality is much higher with alloSCT by 16%, on average (19% with alloSCT vs. 3% with chemotherapy/autoSCT) [53]. This means that based on objective data, and using rational EUT model, we should recommend alloSCT for any probability of AML relapse ≥57.1% (threshold = 1/(1 + 0.12/0.16) = 0.571). Therefore, treatment benefits and harms are, on average, very close. Because of this, the driving force to recommend alloSCT is the physician's estimates of the patient's tolerability of alloSCT: if she assess that the patient will not be able to tolerate alloSCT, the physician will not recommend transplant. Conversely, if she thinks that the patient will be able to tolerate allo SCT, the physician will recommend it. Although there are objective criteria to evaluate a patient's eligibility for transplant, the assessment to the large extent depends on physicians' judgment and experience [54]. That is, the assessment of patient's eligibility for transplant depends both on the objective data on benefits and harms (system II ingredients) and intuitive, gist type of judgment (characteristics of system I). As discussed above, system I does not conduct the precise calculations. Rather, it relies on "gist" or on simple heuristics such as those that are based on powers of 10 (e.g., 1, 2, 5, 10, 20, etc.) [42]. The physician, therefore, adjusts the threshold above or below based on his intuitive calculations. For instance, it is often the case that the physician whose patient recently died during the transplant is more reluctant to recommend the procedure even to those patients who, otherwise, seem fit for it. In doing so, the physician in fact modifies her his dual system threshold upwards. In our example, let's assume that the physician judges that the harms of alloSCT for a given patient is twice as large as reported in the studies where patients were carefully selected for transplant [52]. That, in our case, would mean that mortality due to alloSCT is 32% (instead of 16%).
now plug these numbers in Equation 3) \((B_2 = 0.12, H_2 = 0.16, B_1 = 0.12, H_1 = 0.32)\).

Note that the physician can make this judgment at various levels of activation system I. If the decision is predominantly driven by system I judgment then our physician’s threshold according to Equation 3) is greater than 100% for all circumstances in which \(y\) value exceeds 55%. That means that under these circumstances of system I activation, the physician will never recommend transplant. The opposite can occur for those physicians whose experience is not affected by poor patients’ outcomes. Under such circumstances, the physician may judge the patient to be in such a good condition that she may re-adjust the reported treatment-related transplant risk to be as half of those observed risks in the published clinical studies (i.e. 8%). The new numbers required to determine the threshold according to Equation 3 are: \(B_2 = 0.12, H_2 = 0.16, B_1 = 0.12, H_1 = 0.08\). If the physician relies excessively on system I, as often seen in busy clinics where decisions are routinely made on “automatic pilot”, the dual threshold drops to zero (for all \(y \geq 89\%\)). That means, that the physician will recommend alloSCT to all her/his patients under these circumstances.

As discussed above, we provide the precise calculations only to illustrate the logic of decision-making. The process should be understood more along semi-quantitative or qualitative description of clinical decision-making. Although currently the Equation 3) allows entry of almost any value for benefit and harms, it is probably the case that benefit and harms as perceived by system I are based on “1/10 aspirational level” [44], so that only values of 1,2,5,10,20 etc. should be allowed. This is, however, empirical question that should be answered in further experimental testing, therefore, at this time, we decided not to provide the exact boundaries of the values for benefit and harms that can be entered in Equation 3 (see Discussion). Note also that these calculations are decision-maker specific, and although we illustrate them from the perspective of the physician, the same approach applies to the patient, who ultimately has to agree --based on her own dual cognitive processing-- on the suggested course of treatment actions.

Discussion
Models of medical decision-making belong to two general classes-descriptive and prescriptive. The former, which the DSM-M exemplifies, attempt to explain why decision makers take or might take certain actions when presented with challenging decision problems abundant in contemporary medicine. The latter, exemplified by the normative therapeutic threshold models [13,14] prescribe the choice options that a rational decision maker should take. We have defined the first formal dual-process theory of medical decision-making by taking into consideration the deliberative and the experiential aspects that encompass many of the critical decisions physicians face in practice. Mathematically, our model represents an extension of Mukhtarjee’s additive Dual System Model [11] to the clinical situation where a physician faces frequent dilemmas: whether to treat the patient who may or may not have the disease, or choose one treatment over another for prevention of disease that is yet to occur. Our model is unique in that incorporates an exemplar of strong emotion, decision regret, as one of the important components of system I functioning. We focused on regret because previous research has shown that people often violate EUT prescribed choice options in an effort to minimize anticipated regret [1,2,20]. Although we use the more common psychological term “regret,” the concept is analogous to Feinstein’s term “chagrin” [55]. In fact, explicit consideration of post-choice regret in decision making has been considered an essential element in any serious theory of choice and certainly dominates many clinical decisions [1,2,20]. We also reformulated the original model using the threshold concept—a fundamental approach in medical decision-making [13,14,36]. The threshold concept represents a linchpin between evidence (which presents on the continuum of credibility) and decision-making, which is a categorical exercise (as choice options are either selected or not) [13,14,36]. Using an example such as pulmonary embolism, we have shown how the extended model can explain deviations from outcomes predicted by EUT, and account for the variation in management of pulmonary embolism [45]. In general, it is possible that the entire model variation well documented in contemporary medicine [56-61], can be, in part, due to individual differences in subjective judgments of disease prevalence and “thresholds” at which physicians act [17,18,62]. This may be because quantitative interpretations of qualitative descriptors such as rarely, unlikely, possible, or likely [63] differ markedly among individuals and hence “gist” representations of a given clinical situation can vary widely among different physicians [30]. We are, of course, aware that many other factors contribute to variation in patient care including the structure of local care organizations, the availability of medical technologies, financial incentives etc [60]. Our intent in this article is to highlight, yet another important factor—individual differences in risk assessment as shaped by different mechanisms operating within a dual process model of human cognitive functioning [5].

There are many theories of decision-making [64]. Most assume a single system of human reasoning [11]. Nevertheless, all major theories of choice agree that rational decision-making requires integrations of benefits (gains) and harms (losses). EUT vs. non-EUT theories of decision-making differ in how benefits and harms should be integrated in a given decision task. To date, dual
processing theory provides the most compelling explanation how both intuitive and rational cognitive processes integrate information on benefits and harms and provide not only descriptive assessments of decision-making, but possibly may lead to insights that improve the way decisions are made. Figures 3 & 4 illustrate how dual decision threshold (shown on the Y axis) for deciding between two possible courses of action can be influenced by the degree of system I involvement. As discussed above and mathematically captured in Equation 3, the clinical action such as treat versus no treat is best explained by relating benefit and harms of proposed therapeutic interventions to the threshold probability; if the estimated probability of disease is greater than the threshold probability, then the decision-maker is inclined to give treatment; if the probability of disease is below the threshold, then the treatment is withheld. Figure 4 shows a dramatic drop in the decision threshold as a function of the ratio between benefit and harms, which is derived from empirically obtained evidence. When these data are relied on by system II, the rational course of action consists of administering treatment as long as the probability of disease is above the threshold regardless how low the threshold probability drops [13,14,36] (which in case of the treatment of a patient with pulmonary embolism can be as low as 1.6%). Paradoxically, if we were to adopt this – presumably most rational-approach to the practice of medicine, we would likely see a further explosion of inappropriate and wasteful use of health care resources [18,21]. This is because in today's practice, benefits of approved treatments vastly outweigh their harms, and as a result threshold probability values is predictably very low for the majority of health care interventions employed in the contemporary clinical practice [18]. System I, however, does offer a means of mitigation. The correction of the thresholds - our action whether we are comfortable treating at higher or lower probability than the thresholds obtained via usage of system II – depends on the extent of involvement of system I in decision-making. If system I perceives that harms are higher than system I benefits, the threshold probability is always higher than classic EUT threshold. However, if $B_1 > H_1$, the threshold probability is always lower than the EUT threshold (Figure 4). This is particularly evident in clinical practice when physicians attempt to tailor evidence based on the results of the research study, which generates the "group averages", to individual patients who often differ in important ways from patients enrolled in the research studies (e.g., these patients may be older, have comorbid conditions, migh: be using multiple medications, etc.) [65]. It is under these circumstances that system I affects our judgments and can give rise to different decisions from those based solely on system II. Note, however, that although system I does assess benefits and harms, it likely does so via "gist" representation and not necessarily by employing the exact numerical values as system II does [30]. System I is also affected by emotions, as illustrated in the case where experts panels of the governments of many countries recommended H1N1 influenza vaccination, but where inoculation was refused by the majority of patients [66,67].

It is interesting to examine circumstances under which we always treat ($p_1 \leq 0$) or never treat ($p_1 \geq 1$). Equation 1 (Additional file 2: Table S1) shows that when objective evidence indicates that benefits outweigh harms, and when this is further augmented by the decision-maker's risk attitude in such a way that it magnifies system I's valuation of benefits and harms, then we can expect to continue to witness further overtreatment in clinical practice (as $p_1$ drops to zero) [65]. However, when the decision-maker perceives the benefits smaller than
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**Figure 4 Dual Decision Threshold Model.** Classic, expected utility threshold probability as a function of benefit/harms ratio as derived by system II, EUT (expected utility threshold) (solid line). The treatment should be given if the probability of disease is above the threshold, otherwise should be withheld. Note that if system I perceives that harms are higher than system I benefits ($B_1 < H_1$), the threshold probability is always higher than classic EUT (dotted line). However, if $B_1 > H_1$, the threshold probability is always lower than the EUT threshold (dashed line) (see text for details).
harm, then the threshold increases; consequently, the decision-maker will require higher diagnostic certainty before acting (Figure 3 & Figure 4). This may occur during extrapolation of research results from the group averages to individual patients, when empirical evidence about $B_H$ and $H_H$ is considered to be unreliable, when the decision-maker is risk averse, or when his or her cognitive processes are biased through the distorting effects of recent experience, memory limitations or other forms of biases well described in the literature [2,31,33]. This discussion illustrates how the "rationality of action" may require a re-definition, one encompassing both the formal principles of probability theory and human intuitions about good decisions [5,68]. Our goal here is not to demonstrate that one approach is conclusively superior to the other; we are merely outlining the differences in the current physicians' behavior from the perspective of dual processing theory.

Despite the growing recognition of the importance of dual processing for decision-making [2,5], a few formal models have been developed to try to capture the essence of the way we make decisions. Because different authors focus on different aspects of a multitude of decision-making processes, Evans has recently pointed out that there are many dual processing theories [27] which fall into two main groups [27,40] parallel competitive theories and default-interventionalist theories. While the exact accounts of cognitive processes between these two groups of theories differ [27], as discussed above (Section The behavior of DSM-M Model), we, for the first, time provide a platform, albeit the theoretical one, for reconciling parallel competitive theories with default-interventionalist theories.

Nevertheless, our main goal is to define a theoretical model for medical decision-making: such a model may enable creation of new theoretical frameworks for future empirical research. Future research, obviously, involves extension of the model described herein to more complex clinical situations beyond relatively simple two-alternative situation, even if the latter is frequently encountered in practice. Particularly interesting will be the extension of our dual processing model to include the use of diagnostic tests as the number of new diagnostic technologies continues to explode. Finally, and most importantly, the model presented here needs empirical verification. This limitation is not unique to our model, however, and this criticism can be leveled against most current medical decision-making models, which are rarely, if ever, subjected to empirical verification.

Our model heavily relies on Mukherjee's model [11], and is accurate to the extent his additive dual processing model is correct (Figure 1, Equations 1 & 2). Also, note that we have extended Mukherjee's DSM model by omitting his scaling constant $k$ and using general utility expressions, rather than a single parameter monotonic power function. As discussed above, many factors can activate the switch of system II. In fact, Kahneman warns [2] that "because you have little direct knowledge what goes on in your mind, you will never know that you might have made a different judgment or reached a different decision under very slightly different circumstances". This implies that the multiple factors affecting the gamma parameter cannot be directly modeled. A possible solution --and area for future research building on the psychological "fuzzy trace theory" [30]-- would be to employ a fuzzy logic model to assess the values of $y$ (and threshold) as a function of multiple fuzzy inputs [69].

The complexity described here notwithstanding, we believe that the empirical verification of our current dual processing model is feasible. Even without direct modeling of all factors affecting $y$ parameter, our model generates empirically falsifiable qualitative predictions as it clearly identifies circumstances under which the decision threshold is increased or decreased as a function of activation of system I ($y$ parameter). Using simulation to imitate the various real-life decision-making scenarios [70] offers most logical avenue toward the first empirical testing of our model.

Our model also holds promise in medical education. As highlighted in Introduction, modern knowledge of cognition has taught us that most people, including physicians process information using both system I (fast, intuitive) and system II (slow, deliberative) reasoning at different times but few investigators have examined how to teach physicians to integrate both modes of reasoning in arriving at therapeutic strategies. On the diagnostic side, many investigators [6,71] have examined clinical reasoning and proposed how experienced physicians move between system I and system II, although most early papers used different terminology. The integration of system I and system II in therapeutic decision making in medicine has been less well examined. A number of investigators have proposed approaches to using and teaching system II reasoning, including the use of decision models [71]. Although this is taught in some schools it has not yet taken medical education by storm [71]. In the field of economic analysis Muckerjee has proposed a theoretical means of combining system I and system II reasoning. In this paper, we build on Mukerjee's work and show how the integration of system I and system II therapeutic reasoning can form a basis for teaching students and experienced physicians to recognize and integrate system I and system II reasoning. Our model uniquely captures most salient features of (medical) decision-making, which can be effectively employed for didactic purposes. It is believed that by recognizing separate roles of system II and the influence of system I mechanisms on the way we make decisions, we can be in a better
position to harness both types of processes toward better practice of making clinical decisions [2,9].

Conclusion We hope that our model will stimulate new lines of empirical and theoretical work in medical decision-making. In summary, we have described the first dual processing model of medical decision-making, which has potential to enrich the current medical decision-making field dominated by expected utility theory.
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Extensions to Regret-based Decision Curve Analysis: An application to hospice referral for terminal patients

Athanasios Tsalatsanis1*, Laura E Barnes1, Iztok Hozo2 and Benjamin Djulbegovic1,3

Abstract

Background: Despite the well documented advantages of hospice care, most terminally ill patients do not reap the maximum benefit from hospice services, with the majority of them receiving hospice care either prematurely or delayed. Decision systems to improve the hospice referral process are sorely needed.

Methods: We present a novel theoretical framework that is based on well-established methodologies of prognostication and decision analysis to assist with the hospice referral process for terminally ill patients. We linked the SUPPORT statistical model, widely regarded as one of the most accurate models for prognostication of terminally ill patients, with the recently developed regret based decision curve analysis (regret DCA). We extend the regret DCA methodology to consider harms associated with the prognostication test as well as harms and effects of the management strategies. In order to enable patients and physicians in making these complex decisions in real-time, we developed an easily accessible web-based decision support system available at the point of care.

Results: The web-based decision support system facilitates the hospice referral process in three steps. First, the patient or surrogate is interviewed to elicit his/her personal preferences regarding the continuation of life-sustaining treatment vs. palliative care. Then, regret DCA is employed to identify the best strategy for the particular patient in terms of threshold probability at which he/she is indifferent between continuation of treatment and of hospice referral. Finally, if necessary, the probabilities of survival and death for the particular patient are computed based on the SUPPORT prognostication model and contrasted with the patient’s threshold probability. The web-based design of the CDSS enables patients, physicians, and family members to participate in the decision process from anywhere Internet access is available.

Conclusions: We present a theoretical framework to facilitate the hospice referral process. Further rigorous clinical evaluation including testing in a prospective randomized controlled trial is required and planned.

Background

Introduction

Hospice services have been proven to provide better quality of care to dying patients[1-3] by optimizing pain relief [4,5] and reducing emotional stress [1,6,7]. Furthermore, hospice care is associated with greater patient-family satisfaction[8], is shown to be cost effective[9,10], and most importantly, it has been attributed with increased survival in some patients [11]. Despite these well documented advantages, many terminally ill patients do not reap maximum benefits from hospice care. The fundamental reason for this is related to the less than optimal and frequently poorly timed referral of terminally ill patients to hospice [1,12]. As a result, many patients die within a few days of referral, or live many years after the referral was made [13].

According to Medicare regulations, a person should be referred to hospice if his/her “life expectancy (LE) is 6 months or less” [1,14]. Hence, the problem of meaningful referrals relates to the accurate estimation (prognosis) of death within approximately 6 months after evaluation for hospice care. However, statistical models designed to assist physicians in predicting life
expectancy (LE), although beneficial [15,16], so far they failed to improve the quality of care at the end of life [17-21].

One such statistical model is SUPPORT (Study to Understand Prognoses and Preferences for Outcomes and Risks of Treatments), designed to calculate the probability of survival over a period of 180 days [22,23]. Although the SUPPORT model has been well validated [17,22] for prognostication of LE in terminally ill patients, a controlled trial of SUPPORT failed to demonstrate any impact on the overall quality of care for these patients [17,20]. We postulate that this lack of impact may be due to the fact that SUPPORT results, were not linked to any decision methodology that would translate the probability of survival to a hospice referral recommendation. Therefore, the full potential of the model’s prognostication power remained unexploited.

In this work, we link the SUPPORT prognostication model with the recently developed decision methodology regret DCA [24] to facilitate the hospice referral process. Regret DCA relies on regret theory and decision curve analysis [25] to recommend the optimal management strategy for a patient, accounting for the personal attitudes and values of the particular patient or his/her surrogate.

Furthermore, we extend regret DCA to incorporate harms and effects of treatment as well as harms associated with the prognostication test to the decision model. The presented methodology is integrated into a comprehensive clinical decision support system developed to facilitate the hospice referral process.

Methods

Dataset

In our analysis, we utilized the entire SUPPORT dataset, both development and validation cohorts. The dataset is presented in detail elsewhere [22]. Medical records of 8,329 seriously ill hospitalized adults are included.

Support model

SUPPORT is a multivariable model designed to estimate probability of survival for seriously ill hospitalized patients over a period of the subsequent 180 days. The model variables include the patient’s medical condition compatible with one of eight major diagnostic groupings (Acute Respiratory Failure, Multiple Organ System Failure, Chronic Obstructive Pulmonary Disease, Congestive Heart Failure, Hepatic Cirrhosis, Neurological Coma, Lung or Colon Cancer), the patient’s current age, number of days in the hospital before study entry, neurologic status, and 11 physiologic measures recorded on day 3 after study entry [22].

The SUPPORT implementation for the estimation of survival probability is detailed in the appendix. Due to the nature of the hospice referral problem we also express the survival probability in terms of mortality. We can convert the estimated survival probability (SP) (equation A2) to probability of death within 180 days (denoted here as p) using the equation:

$$p = 1 - SP = 1 - P(T \geq t | \text{disease group} = i)$$  \hspace{0.5cm} (1)

where SP is the survival probability computed by SUPPORT, \(i \in [1,8]\) the patient’s disease group, \(T\) is the survival time in days, and \(t\) is an arbitrary time (typically expressed in days e.g. \(t \in [1,180]\)).

In terms of accuracy, the SUPPORT model has an area under the receiver-operating characteristics curve (ROC) for prediction of surviving 180 days of 0.79 in the phase I development cohort and 0.78 in the phase II validation cohort [22].

Decision model

Figure 1 depicts the decision tree summarizing the process of hospice referral. The four outcomes and their corresponding utilities (U) shown are:
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Figure 1 Decision tree for hospice referral. In this figure, \(p\) is the probability that a patient's LE is less than or equal to 6 months; \(1-p\) is the probability that a patient's LE is greater than 6 months; \(U_i\) are the utilities associated with each outcome; \(R_{ij}\) is the regret associated with each outcome.
1. $U_1$: Refer the patient to hospice and the patient’s LE is less than or equal to 6 months ($Hosp.LE \leq 6$).
2. $U_2$: Refer the patient to hospice and the patient’s LE is greater than 6 months ($Hosp.LE > 6$).
3. $U_3$: Continue treating the patient and the patient’s LE is less than or equal to 6 months ($Rx.LE \leq 6$).
4. $U_4$: Continue treating the patient and the patient’s LE is greater than 6 months ($Rx.LE > 6$).

$p$ is the probability associated with the presence of an event (e.g., patient’s LE $\leq 6$ months) as predicted by the SUPPORT model. $1 - p$ is the probability associated with the absence of the same event (e.g., patient’s LE $> 6$ months).

As with any decision, one may come to realize that, in retrospect, an alternative decision would have been preferable. This knowledge may bring a sense of loss or regret [26-32]. In this paper, we use this sense of regret to determine the preferences of the decision maker towards alternative management strategies. Specifically, we employ regret theory to estimate the threshold probability, $P_t$, at which the decision maker (patient, physician, or family member) is indifferent between continuation of treatment vs. hospice referral. Based on the concept of threshold probability, the patient should be referred to hospice if his/her probability of death is greater than or equal to $P_t$ (e.g., $p \geq P_t$), and he/she should continue receiving curative treatment otherwise ($p < P_t$).

The threshold probability is derived as [24]:

$$P_t = \frac{1}{1 + \frac{U_1 - U_2}{U_4 - U_2}}$$

(2)

In (2) $U_1 - U_2$ is associated with regret of omission (e.g., the patient was not referred to hospice, instead he/she continued receiving unnecessary treatment) and $U_4 - U_2$ with regret of commission (e.g., the patient was unnecessary referred to hospice instead of continue receiving life-sustaining treatment) [24].

To elicit the decision maker’s regret, and therefore threshold probability, we utilize the DVAS (Dual Visual Analogue Scale) method [24]. One visual analogue scale is used to capture the regret associated with failing to refer the patient to hospice (e.g., continue unnecessary treatment) and the second scale to measure the regret associated with unnecessary hospice referral (e.g., failing to provide life-sustaining treatment) (Figure 2).

Elicitation of threshold probability can be achieved through a set of questions such as:

1. On the scale 0 to 100, where 0 indicates no regret and 100 indicates the maximum regret you could feel, how would you rate the level of your regret if you were not referred to hospice but instead you continued receiving unnecessary treatment?

For example, suppose that the patient, who is aware of his/her terminal condition, answers 50 and 25 to the questions 1 and 2 respectively. This means that the patient considers $50/25 = 2$ times worse not to be referred to hospice when necessary than receiving an unnecessary hospice referral. The threshold probability for this patient is (equation 2)

$$P_t = \frac{1}{1 + \frac{U_1 - U_2}{U_4 - U_2}} = \frac{1}{1 + \frac{50}{25}} = 0.33 \text{ or } 33\%$$

Regret DCA and extensions

The clinical problem we face in the situation of hospice referral is how to use reasonably accurate predictions of death, $p$, coupled with the patient’s preferences (as expressed in terms of threshold probability, $P_t$) to arrive at the optimal decision for a specific individual. The problem is decomposed into three strategies: (1) act based on the prediction model (SUPPORT) (e.g., refer to hospice if $p \geq P_t$ and continue treating otherwise), (2)
refer all patients to hospice, and (3) continue current treatment for all patients (i.e. refer no patients to hospice).

Each of these strategies may inflict physiological and/or psychological damages to the patient. Specifically, a patient may suffer harms due to a treatment strategy (e.g. g. adverse effects) or harms due to the prognostic test (e.g. a test requiring invasive procedure). We express these harms as loss in utility associated with actions we may undertake. To that end, we define $H_{Rx}$, $H_{Hosp}$ and $H_{le}$ as the utility losses due to harms of the treatment, hospice, and prognostic test, respectively.

Figure 3 presents the decision tree describing the overall hospice referral problem. $p = P(D +)$ is the probability that the patient’s LE is less than or equal to 6 months as estimated by the prediction model (SUPPORT); $1 - p = P(D -)$ is the probability that the patient’s LE is greater than 6 months, and $U_i, i \in \{1, A\}$, are the utilities corresponding to each of the decision model outcomes (detailed in the previous section). The variables $H_{Hosp}$ and $Rx$ correspond to referring a patient to hospice and continuing current curative treatment, respectively. $Rg$, is the regret associated with an action, e.g. $Rg(Hosp, D -)$ is the regret one may feel if the patient was referred to hospice when his/her LE was greater than 6 months. Finally, $te$ designates that the patient received a prognostic test.

Considering the decision tree in Figure 3 we can compute the expected regret associated with each decision in terms of the utilities of each possible outcome as follows (detailed derivation is presented in the Appendix):

$$ERg[Hosp] = (1 - p) \times (1 - RRR_{Hosp}) \times \frac{P_t}{1 - P_t}$$  \hspace{1cm} (3)

$$ERg[Rx] = p \times (1 - RRR_{Rx})$$  \hspace{1cm} (4)

$$ERg[SUPPORT] = \frac{H_{le}}{U_1 - U_3 + H_{Rx} - H_{Hosp}}$$

$$+ (1 - RRR_{Hosp}) \times \frac{n}{\#FP} \times \frac{P_t}{1 - P_t}$$

$$+ (1 - RRR_{Rx}) \times \frac{n}{\#FN}$$  \hspace{1cm} (5)

In addition to harms, equations 3, 4 and 5 incorporate the effects of treatment and hospice care using measures of Relative Risk Reduction: and RRR$_{Rx}$ RRR$_{Hosp}$ respectively. The values for these measures are treatment specific and can be acquired from the literature. We have incorporated hospice effects because a recent study [11] has shown that early palliative care for patients with metastatic non-small cell lung cancer could increase survival. The variables $TP, FP, FN, TN$ are related to the prognostic capability of the SUPPORT model (see appendix for detailed derivation) [24].

Since the regret of omission and regret of commission have been generalized to include effects and harms related to management strategies and testing, the function of threshold probability (equation 2) becomes:

$$P_t = \frac{1}{1 + \frac{U_1 - U_3 + H_{Hosp} - H_{Hosp}}{U_4 - U_2 - H_{Rx} - H_{Hosp}}}$$  \hspace{1cm} (6)

Where $U_1 - U_3 + H_{Hosp} - H_{Hosp}$ corresponds to the regret associated with not referring the patient to hospice when necessary, and $U_4 - U_2 - H_{Rx} - H_{Hosp}$ corresponds to the regret associated with unnecessary hospice referral.

Choosing the optimal strategy
The optimal strategy is selected as the one which will bring the least amount of regret. The regret DCA algorithm expresses the regret associated with each strategy in terms of threshold probability and is implemented as follows [24]:

1. Select a value for threshold probability.
2. Assuming that patients should be referred to hospice if $p \geq P_t$ and should continue current treatment otherwise, compute #TP and #FP for the prediction model.
3. Calculate the $ERg[SUPPORT]$ using equation 5.
4. Calculate $ER_{Rx}$ using equation 4.
5. Compute the $ER_{Hosp}$ using equation 3.
6. Repeat steps 1 - 6 for a range of threshold probabilities.
7. Graph each expected regret function calculated in steps 3-5 against each threshold probability.

At each threshold probability, the action with the lowest value of expected regret corresponds to the most desired action. For example, in Figure 4, at a threshold probability equal to 10% (e.g. the patient considers 9 times worse not to be referred to hospice when necessary than to receive an unnecessary hospice referral), the optimal strategy is to refer the patient to hospice.

Figures 5, 6 and 7 depict the regret associated with alternative decision strategies as they relate to different values of hospice effectiveness (Figure 5), treatment effectiveness (Figure 6), and harms due to the prognostication test (Figure 7). As expected, when the harms due to the prognostication test are increased, then the area of threshold probability at which the prognostication model is the optimal decision is reduced (Figure 5). Even though, it is not expected that the SUPPORT model will actually create harms, at least physiological, to the patient, this is not always the case for other diagnostic tests that may be more invasive (e.g. screening for prostate cancer).

As can be seen from Figures 5, 6 and 7 the optimal decision is derived by the SUPPORT model for a rather wide range of threshold probabilities. Therefore, it appears that the SUPPORT model is the superior...
strategy for the vast majority of decision makers, regardless the effects of the alternative management strategies. However, since the threshold probability expresses the personal preferences of a particular decision maker, it is not unusual for specific patients to have smaller or greater threshold probability values than the majority of decision makers. This is the power of the proposed methodology, which allows for decision making at the individual level. For example, if the decision maker presents a threshold probability greater than \( \approx 92\% \), the optimal decision would be to continue life-sustaining treatment even if it is deemed not to be effective (Figure 4). Similarly, for small values of threshold probability, the desired action would be to refer the patient to hospice.

**Decision Support System**

As our theoretical discussion highlighted, decisions about life and death are complex and difficult at both the emotional and cognitive level. Therefore, it is not surprising that the SUPPORT model originally failed to improve the quality of care for terminally ill patients despite its reasonable accuracy in prediction of probability of survival [17,20]. Any attempt to focus on a single dimension of the complex hospice referral process is not likely to succeed. An accurate prognostic model is only the first step. Having the apparatus to take into account trade-offs associated with the hospice referral decision while taking into consideration the patients’ preferences represent further necessary steps to improve the care of terminally ill patients. In addition, we hypothesize that the SUPPORT intervention failed because it was not available at the point of care in real time. This is because the most desired outcomes are best achieved when decision-making occurs in real-time, at the point of care [33,34].

To facilitate the decision making process for the hospice referral at bedside, we propose a web-based clinical decision support system (CDSS) that computes the probabilities of survival and death for individual patients using the SUPPORT model, elicits personal preferences from patients and/or physicians, and utilizes regret DCA to suggest the optimal decision for a particular patient.

**Features**

**Access**

Our goal is to develop a CDSS that can be accessed by everyone and from anywhere regardless the operating system one uses. At the same time, it is desirable to develop a system that can eventually be integrated with various healthcare providers’ electronic medical records (EMR). We concluded that a web-based implementation would fulfill such requirements.

**Data storage**

The CDSS performs the required computations without retaining or transmitting sensitive and identifiable information.

**Results**

In this section we present a prototype of the CDSS, developed to demonstrate the applicability of our theoretical framework for hospice referral. Each subsection describes the results of the methods shown in the previous section in conjunction with the description of the corresponding module. Figure 8 depicts the logical diagram that outlines the operation of the CDSS. Briefly, the operation begins by interviewing the patient or surrogate to elicit his/her threshold probability. Based on the value of threshold probability equation, the optimal strategy for the particular patient is derived (e.g., refer to hospice, continue treatment, or use of prediction model). If the optimal strategy is to follow the

---

**Figure 8** Block diagram outlining the operation of the DSS.
prediction model (SUPPORT), then using the equations A1, A2 and 1, the probabilities of survival and death are computed for the particular patient. The probability of death is then contrasted with the patient's threshold probability and the optimal decision is derived (refer to hospice, or continue treatment). At each step described, the patient selects the level of information he/she wishes to be exposed to. For example, the patient may not wish to know his/her threshold probability or probability of death. Instead he/she wishes to know only the optimal decision regarding his/her condition.

General implementation details
The proposed CDSS is a web-based application residing on the USF Health servers. The web address is http://health.usf.edu/research/ebm/decisionaids.htm. It has been developed based on the Adobe® ColdFusion® application technology and the interface has been designed using html and JavaScript programming languages. The hardware and software requirements from the user's point of view are modest. The system runs on any contemporary computer with net browsing capabilities. However, at this stage the CDSS is not optimized for use with handheld devices. The CDSS consists of 3 different modules as described below.

Elicitation of threshold probability module
The threshold elicitation module consists of the dual visual analogue scales, used to weigh the patient's regret in the case of wrong decisions. Each scale has 100 points where 0 corresponds to no regret and 100 to maximum regret. Depending on the role of the decision maker (e.g. patient/surrogate or physician) two different sets of questions are displayed. These questions are designed to capture the regret of omission and the regret of commission. For the remainder of this paper, we assume that the decision maker is the patient. As in pain scales [35], each visual analogue scale uses facial expressions to graphically represent variations in regret (Figure 9). A summary of the decision maker's preferences is presented for final verification. The threshold probability for the particular patient is derived using equation 2, however is not displayed until the decision maker requests it.

Decision module
The decision module utilizes the decision maker's threshold probability and the regret DCA methodology to derive the optimal decision. For example, the preferences of the patient depicted in Figure 9, correspond to a threshold probability equal to 29%. From Figure 4 the

Figure 9 Elicitation of threshold probability. The user (patient/surrogate/physician) weighs the two alternative management strategies in terms of regret.
strategy that will bring the least amount of regret is to use the prognostication model (SUPPORT) for the hospice referral recommendation. In this case, the decision module initiates the SUPPORT module.

**SUPPORT module**

If the optimal strategy derived by the decision module is to utilize the prognostication model, the SUPPORT module is enabled. This module (Figure 10) is used to compute the probability of death for the particular patient based on the SUPPORT prognostication model. Currently, the user inserts all required information to the CDSS. In the future, this information will be captured automatically from the health care provider’s electronic medical records system. Data validation restrictions have been imposed to protect the integrity of the collected data.

Once the values of all available variables have been inserted in the corresponding cells, the patient’s life expectancy and probabilities of survival and death are computed. The decision module is employed again to display the optimal recommendation.

**Decision justification module**

The decision justification module explains in detail and at the user’s request the reasons that led to a particular recommendation (Figure 11). It contains information regarding the decision maker’s threshold probability, the optimal strategy associated with the threshold probability and the patient’s probability of death (if applicable). Since people often misinterpret probabilities [36], we complement the results presented in terms of probabilities using frequency format (Figure 11). The latter format is currently considered the best way to represent favorable and unfavorable facts regarding medical interventions [37]. The justification module is highly technical and should only be reviewed by decision makers who wish to know more about their or their patient’s condition.

**Case Study**

Figure 12 summarizes the decision process for a patient whose information is simulated in Figures 10, 11 and 12. The probability of death and the threshold probability of this patient have been computed as 85% and 29% respectively. At a 29% threshold probability, the optimal strategy is to use the prediction model for hospice referral (Figure 4). Therefore, since $p > P$, the patient should be referred to hospice. For completeness, all possible decision routes are depicted in Figure 12. The route corresponding to the specific simulated patient is shown using bold arrows.
Discussion

In this article we describe both the theory and application behind a hospice referral clinical decision support system. To the best of our knowledge, this is the first CDSS that integrates two well established methodologies, one for prognostication (SUPPORT) and the other for decision making (regret DCA), to assist with the hospice referral decision-making process.

The recently developed regret DCA incorporates the decision maker's preferences towards alternative management strategies from the perspective of regret theory in terms of threshold probability. Such an approach promotes personalized patient care. We anticipate that the regret-based approach is more appropriate for the hospice referral process than other preference elicitation techniques, due to the nature of the problem where there are really no optimal options available- the optimal decision can be only considered as the one with the least regret.

Modern cognitive theories increasingly focus on the so called dual-processing theory in which both intuition (system 1) and analytical, deliberative process (system 2) are important for balancing risks and benefits in the decision-making process [38]. We believe that rational decision-making should take into account both formal principles of rationality and human intuition about good decisions[24,39,40]. One way to accomplish this is to use regret, a cognitive emotion, to serve as the link between systems 1 and 2 [24]. By taking into account the consequences of our actions as well as the circumstances under which we can live with our mistakes we anticipate that the goal of reconciling the formal
Table 1: Values of Survival (S) as described in equation A2 for different disease types and varying survival times

<table>
<thead>
<tr>
<th>t</th>
<th>S_{ARF/MOSF}</th>
<th>S_{COPO/CHF}</th>
<th>S_{COPD}</th>
<th>S_{Cancer}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.994</td>
<td>0.998</td>
<td>0.993</td>
<td>0.993</td>
</tr>
<tr>
<td>30</td>
<td>0.692</td>
<td>0.888</td>
<td>0.630</td>
<td>0.578</td>
</tr>
<tr>
<td>60</td>
<td>0.601</td>
<td>0.837</td>
<td>0.609</td>
<td>0.407</td>
</tr>
<tr>
<td>90</td>
<td>0.562</td>
<td>0.800</td>
<td>0.581</td>
<td>0.264</td>
</tr>
<tr>
<td>120</td>
<td>0.532</td>
<td>0.772</td>
<td>0.569</td>
<td>0.190</td>
</tr>
<tr>
<td>150</td>
<td>0.508</td>
<td>0.751</td>
<td>0.551</td>
<td>0.135</td>
</tr>
<tr>
<td>177</td>
<td>0.493</td>
<td>0.733</td>
<td>0.545</td>
<td>0.108</td>
</tr>
</tbody>
</table>

principles of rationality and human intuitions about good decisions can be met [24,29,39,40]. This is particularly true in the situation of terminally ill patients.

Our web-based CDSS reflects modern cognitive theories to facilitate integration of the decision-making ingredients necessary for hospice referral decisions. The CDSS encapsulates all required information for the hospice referral process into a flexible software that can be used at bedside. Obviously, hospice referral decisions are complex and must be exercised with full compassion and deliberation. We advise against the use of our system as an automatic decision making tool that by-passes important personal interactions between the patient and his/her physician. It is important to stress that the elicitation of the threshold probability as described herein reflects the belief (also captured in recent legislation [41]) that patients and their families want to be told the "truth" about the patients' terminal sickness [22,41,42] and that physicians have ethical obligations to share this information with patients and their families [41,42]. Our system should be understood as an aid to facilitate decisions in terminal phases of patient lives.

Our approach has limitations as well. The main limitation of the proposed system remains the complexity of the SUPPORT model. Currently, the system still requires manual entry of data. In addition, failure to enter all data can jeopardize the accuracy of prediction and therefore, the decision process. To cope with this limitation, we plan to integrate our system into various health providers' EMRs. Based on each EMR, specifically designed queries will be used to retrieve lab values and patient demographics to be fed automatically into our system; a process that will reduce the amount of missing values and input errors.

The second limitation of the proposed system is that empirical data are not available to assess how the system actually works in practice. While we plan to undertake empirical testing of the system described here, we believe that a strong theoretical underpinning will enable better hospice referral decisions even in the current form. This is because our system will essentially operationalize the decision-making process, which is supposed to occur in every day practice. Nevertheless, we need to firstly, identify the system's feasibility in real life settings and ultimately, if it appears to be usable and assessed favourably by all those involved in the hospice-referral decision-making process, to test it in randomized controlled trials against traditional care.

Our future plans include both empirical testing and implementation of multiple additional prognostication models which will be used in parallel to assess optimal decisions regarding hospice referral and take advantage of the regret DCA methodology. We anticipate that for a different range of threshold probabilities these models may perform better than the SUPPORT model. Furthermore, our intent is to develop a separate version of our CDSS optimized for mobile devices.

Conclusions
In this work we have presented the theoretical framework, accompanied by the associated CDSS, to facilitate end of life care decisions. Our work combines the prognostication power of the SUPPORT model, the simplicity of the DVAS methodology in eliciting people's preferences and the effectiveness of regret DCA at evaluating alternative management strategies to resolve the dilemma of choosing traditional vs. palliative care for patients at terminal stages. A clinical evaluation of the CDSS is planned.

Appendix
Support implementation
SUPPORT is implemented in two steps. First, the SUPPORT physiology score is computed based on equation A1 [22].

\[
SPS = 259.5(ARF/MOSF) + 263.4(COPO/CHF) + 241.4(COPD) + 281.5(Cancer) + 0.0674(min(\phi_{\text{CHF}}, 0.275)) - 0.6316(min(\phi_{\text{COPD}}, 0.6)) + 1.0205VRBC - 0.3676(VBRC - 8)) - 0.5671(VBRC - 11)) + 0.2691 \times \min(AB, 4.6) + 0.2312 \times \min(2.342 \times \min(1.326(\text{Temp} - 36.5), 1.473(\text{Temp} - 33.8) - 1.57 \times 10^{-1})HR, 9.77 \times 10^{-1})HR - 55)) + 2.189 \times 10^{-1})HR - 40))) + 1.318 \times 10^{-1})HR - 11))) - 3.062 \times 10^{-1})HR - 145) - 0.97638Il + 0.7481(\phi_{\text{COPD}} - 7) - 6.8765CO + 1.6058(CO - 0.6)) + 21.843(CO - 1.0)) + 10.357(CO - 5.399) - 0.614709 \times \min(\phi_{\text{COPD}}, 0.128) - 0.0036150(Na - 135) + 0.0003262(\min(\phi_{\text{COPD}}, 0.128)) - 0.0009486(Na - 149) - 0.2784(COPO/CHF) \times \min(Ab, 4.6) - 0.4314(\phi_{\text{COPD}}) - 2.4349(VBRC - 8) - 0.4638(VBRC - 11))
\]
where: Albu: albumin; Aresp: APACHE III respiration score; Bil: bilirubin; Cr: Creatinine; Na: sodium; PaO2: partial pressure oxygen in arterial blood; MeanBP: mean arterial blood pressure; WBC: white blood cell count in thousands; Temp: temperature in Celsius; HR: heart rate per minute; ARF: Acute respiratory failure; MOSF: Multiple organ failure; Cirrhosis: Cirrhosis; Coma: Coma; Lung: Lung cancer; ColonCancer: Colon cancer; COPD: Chronic obstructive pulmonary disease; CHF: Congestive heart failure. Also:

\[
\text{disease group} = \begin{cases} 
1, & \text{if patient in the disease group} \\
0, & \text{otherwise} 
\end{cases}
\]

\[
(x) = \begin{cases} 
x, & \text{if } x > 0 \\
0, & \text{otherwise} 
\end{cases}
\]

WBC = 9, if WBC < 9 and [disease group] ≠ ARF/MOSF
WBC = 40, if WBC > 40
Cr = 15, if Cr > 15

The second step in implementing the SUPPORT model is to calculate the probability of survival for the individual patient based on equation A2 [22].

\[
P[T \geq t | \text{disease group} = i] = S_i(t)^{\delta} \quad \text{(A2)}
\]

where: T: survival time in days; t: arbitrary time; S described in Table 1 [22] and

\[
X_k = -3.652 + 0.8356[CHF] + 0.9257[Cirrhosis] + 0.6287[LungCancer] + 1.1803[MOSF/Malig] + 0.01434[Coma] + 0.01935[Age] + 0.2413[Cancer] - 1.863[Hiday + 3.4]-1 + 0.081215[PS] + Ag[0.01526[COPD]/CHF/Cirrhosis] + 0.009047[Coma] - 0.008294[Cancer] + Ag[-0.012498[CHF] - 0.004578[Cirrhosis] - 0.001435[LungCancer] - 0.013891[MOSF/Malig]
\]

where: Coma: SUPPORT coma score (0-100); MOSF/Malig: Multiple organ failure with malignancies; Hiday: day in hospital when qualified for study; Cancer: Cancer by comorbidity or primary disease category (0 = no; 1 = present; 2 = metastatic) [22].

Derivation of the Expected Regret Functions
As outlined in the Introduction, seriously and terminally ill patients may reap a number of benefits by the hospice program. Nevertheless, after enrollment into hospice, the patient (or the family, or the physician) may feel that this was a wrong decision, and subsequently may regret it. Similarly, the patient may feel regret for the treatment that he/she continues to receive because it is unnecessary, inappropriate, and/or harmful. Figure 3 represents our hospice decision tree in terms of regret from which we can compute the expected values of regret associated with each strategy as follows:

\[
\text{ERg[Hosp]} = (1 - p) * (U_4 - U_2 - H_{Rx} - H_{Hosp})
\]

\[
\text{ERg[Rx]} = p * (U_1 - U_3 + H_{Rx} - H_{Hosp})
\]

\[
\text{ERg[Support]} = p * TP * H_e + (1 - p) * FP \times (U_4 - U_2 - (H_{Rx} - H_{Hosp}) + H_e) + p * FN \times (U_1 - U_3 + (H_{Rx} - H_{Hosp}) + H_e) + (1 - p) * TN * H_e
\]

The variables TP, FP, TN, FN are related to the probabilities P (p ≥ P, ∩ D + ), P (p ≥ P, ∩ D - ), P (p < P, ∩ D - ) and P (p < P, ∩ D + ) respectively, and are estimated as follows:

- \( P (p \geq P, \cap D +) \) = the number of patients who will die within 6 months and for whom the prognostic probability is greater than or equal to \( P_t \) (with \#TP = number of patients with true positive results, \( P(p \geq P, \cap D +) \approx \frac{\#TP}{n} \), where \( n \) is the total number of patients in the study).
- \( P (p \geq P, \cap D -) \) = the number of patients who will survive for longer than 6 months and for whom the prognostic probability is greater than or equal to \( P_t \) (with \#FP = number of patients with false positive results, \( P(p \geq P, \cap D -) \approx \frac{\#FP}{n} \)).
- \( P (p < P_t, \cap D +) \) = the number of patients who will die within 6 months and for whom the prognostic probability is less than \( P_t \) (with \#FN = number of patients with false negative results, \( P(p < P_t, \cap D +) \approx \frac{\#FN}{n} \)).
- \( P (p < P_t, \cap D -) \) = the number of patients who will survive for longer than 6 months and for whom the prognostic probability is less than \( P_t \) (with \#TN = number of patients with true negative results, \( P(p < P_t, \cap D -) \approx \frac{\#TN}{n} \)).

To incorporate the effects of alternative treatments (e.g. treatment and hospice care) in equations A3-A5 we use the Relative Risk Reduction reported in literature for each strategy as follows:
\[ \text{ER}[\text{Hosp}] = (1 - p) \times (1 - \text{RRR}_{\text{Hosp}}) \times (U_4 - U_2 - H_{\text{Rx}} - H_{\text{Hosp}}) \]

\[ \text{ER}[\text{Rx}] = p \times (1 - \text{RRR}_{\text{Rx}}) \times (U_1 - U_3 + H_{\text{Rx}} - H_{\text{Hosp}}) \]

\[ \text{ER}[\text{SUPPORT}] = \]

\[ p \times (1 - \text{RRR}_{\text{Hosp}}) \times TP \times H_e + (1 - p) \times (1 - \text{RRR}_{\text{Hosp}}) \times FP \]

\[ \times (U_4 - U_2 - (H_{\text{Rx}} - H_{\text{Hosp}}) + H_e) \]

\[ + p \times (1 - \text{RRR}_{\text{Rx}}) \times FN \times (U_1 - U_3 + (H_{\text{Rx}} - H_{\text{Hosp}}) + H_e) \]

\[ + (1 - p) \times (1 - \text{RRR}_{\text{Rx}}) \times TN \times H_e \]

Since \( TP + FN = 1 \) and \( FP + TN = 1 \), we have:

\[ p \times TP + (1 - p) \times FP + p \times FN \]

\[ + (1 - p) \times TN = p + (1 - p) = 1 \]

Therefore, equation A8 becomes:

\[ \text{ER}[\text{SUPPORT}] = \]

\[ (1 - p) \times \text{RRR}_{\text{Hosp}} \times TP \times (1 - p) \times \text{RRR}_{\text{Hosp}} \times FP \]

\[ - p \times \text{RRR}_{\text{Rx}} \times FN \times (1 - p) \times \text{RRR}_{\text{Rx}} \times TN \times H_e \]

\[ + (1 - p) \times (1 - \text{RRR}_{\text{Rx}}) \times FP \times (U_1 - U_3 - (H_{\text{Rx}} - H_{\text{Hosp}})) \]

\[ + p \times (1 - \text{RRR}_{\text{Rx}}) \times FN \times (U_1 - U_3 + (H_{\text{Rx}} - H_{\text{Hosp}})) \]

 Scaling the equations A3, A4 and A9 with the quantity \( (U_4 - U_2 + H_{\text{Rx}} - H_{\text{Hosp}}) \) and replacing the expression \( \frac{U_4 - U_2 - (H_{\text{Rx}} - H_{\text{Hosp}})}{U_4 - U_2 + H_{\text{Rx}} - H_{\text{Hosp}}} \) with \( \frac{p}{1-p} \), we derive the final equations for the expected regret (equations 3, 4, and 5).
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Rough Set Theory based Prognostication of Life Expectancy for Terminally Ill Patients

Eleazar Gil-Herrera, Ali Yalcin, Athanasios Tsalatsanis, Laura E. Barnes and Benjamin Djulbegovic

Abstract—We present a novel knowledge discovery methodology that relies on Rough Set Theory to predict the life expectancy of terminally ill patients in an effort to improve the hospice referral process. Life expectancy prognostication is particularly valuable for terminally ill patients since it enables them and their families to initiate end-of-life discussions and choose the most desired management strategy for the remainder of their lives. We utilize retrospective data from 9105 patients to demonstrate the design and implementation details of a series of classifiers developed to identify potential hospice candidates. Preliminary results confirm the efficacy of the proposed methodology. We envision our work as a part of a comprehensive decision support system designed to assist terminally ill patients in making end-of-life care decisions.

1. INTRODUCTION

According to Medicare regulations, a patient should be referred to hospice if his/her life expectancy is less than 6 months [1]. However, despite the well-documented advantages of hospice services, terminally ill patients do not reap the maximum benefits of hospice care with the majority of them being referred to hospice either prematurely or too late. In general, premature hospice referral is translated to patients losing the opportunity to receive potentially effective treatment, which may have prolonged their lives. Conversely, late hospice referral reduces the quality of life for patients and their families. It is apparent that accurate prognostication of life expectancy is of vital importance for all parties involved in the hospice referral process (e.g. patients, their families, and their physicians).

Here, we propose a novel knowledge discovery methodology developed to identify terminally ill patients with life expectancy less than 6 months. The core of the proposed methodology is Rough Set Theory [2]. The rest of this paper describes implementation details, reports results, and discusses limitations and future directions of our work.

II. METHODOLOGY

A. Literature Review

Approaches for developing prognostic models for estimating survival for seriously ill patients range from the use of traditional statistical and probabilistic techniques [3]-[6], to models based on artificial intelligence techniques such as neural networks, decision trees and rough set methods [7]-[11]. A recent systematic review of prognostic tools for estimating survival in palliative care highlighted the lack of accurate end-of-life prognostic models [13].

Both statistics based techniques and AI based models rely on data that are precisely well defined. However, medical information, which represents patients records that include symptoms and clinical signs, is not always well defined and, therefore, the data are represented with vagueness [14]. Particularly, for this kind of information, it becomes very difficult to classify borderline cases in which very small differences in the value of a variable of interest may completely change categorization and therefore the following decisions can changes dramatically [15]. Moreover, the dataset is presented with inconsistencies in the sense that it is possible to have more than one patient with the same description but showing different outcomes.

In this work we propose the use of Rough Set Theory (RST) [2] to deal with vagueness and inconsistency in the representation of the dataset. RST provides a mathematical tool for representing and reasoning about vagueness and inconsistency. Its fundamentals are based on the construction of similarity relations between dataset objects from which approximate yet useful solutions are provided. In RST, the knowledge extracted from the data set is represented in the form of “if-then” decision rules where an explanation of how the final decision was derived can be traced. Clinical credibility ir prognosis models depends on the ease with which practitioners and patients can understand and interpret the results [16]. Therefore, the if-then decision rule representation offers a significant advantage over “black box” modeling approaches such as neural networks.

RST has been used in a number of applications dealing with modeling medical prognosis [9]-[12]. For example, Tsumoto et al. [11], provides a framework to model medical diagnosis rules showing theoretically that the characteristics of medical reasoning reflect the concepts of approximation established in Rough Set Theory. Komorowski et al. [12], show that RST is useful to extract medical diagnosis rules to identify a group of patients for whom performing a test that is costly or invasive is redundant or superfluous in the prognosis of a particular medical condition.

In this paper we describe a RST based knowledge discovery methodology to provide a classifier that properly discriminates patients into two groups, those who survive at least 180 days after evaluation for hospice referral and those who do not. ROSETTA [17] software is used to perform the analysis described in the remainder of the paper.
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B. Dataset

The dataset used in this study consists of the 9105 cases from the SUPPORT (Study to Understand Prognoses and Preferences for Outcomes and Risks of Treatments) prognostic model dataset [18]. We consider all variables used in the SUPPORT prognostic model [4] as condition attributes, i.e., the physiologic variables along with the diagnosis groups, age, number of days in the hospital before entering the study, presence of cancer, and neurologic function. Attributes' names and descriptions are listed in Table I.

As the decision attribute, we define a binary variable (Yes/No) “deceases_in_6months” using the following two attributes from the SUPPORT dataset:

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>meanbp</td>
<td>Mean arterial blood pressure Day 3</td>
</tr>
<tr>
<td>whbc</td>
<td>White blood cell count Day 3</td>
</tr>
<tr>
<td>hrt</td>
<td>Heart rate Day 3</td>
</tr>
<tr>
<td>resp</td>
<td>Respiratory rate Day 3</td>
</tr>
<tr>
<td>temp</td>
<td>Temperature (Celsius)</td>
</tr>
<tr>
<td>alb</td>
<td>Serum Albumin</td>
</tr>
<tr>
<td>bili</td>
<td>Bilirubin</td>
</tr>
<tr>
<td>crea</td>
<td>Serum Creatinine</td>
</tr>
<tr>
<td>sod</td>
<td>Sodium</td>
</tr>
<tr>
<td>pao2</td>
<td>PaO2 / (0.1*FiO2)</td>
</tr>
<tr>
<td>ca</td>
<td>Presence of cancer</td>
</tr>
<tr>
<td>age</td>
<td>Patient’s age</td>
</tr>
<tr>
<td>hday</td>
<td>Days in hospital at study admit</td>
</tr>
<tr>
<td>dgr</td>
<td>Diagnosis group</td>
</tr>
<tr>
<td>coma</td>
<td>SUPPORT coma score based on Glasgow coma scale</td>
</tr>
</tbody>
</table>

- “death” which represents the event of death at any time up to NDI date (National Death Index date: Dec 31, 1994).
- “D.time”: number of days of follow up

The values of the decision attribute are calculated converting the “D.time” value in months and comparing against the attribute “death” as follows:

- If “D.time” < 6 months and “death” is equal to 1 (the patient died within 6 months) then “deceases_in_6months” is equal to “Yes”
- If “D.time” > 6 months and “death” is equal to 1 (the patient died after 6 months) then “deceases_in_6months” is equal to “No”
- If “D.time” > 6 months and “death” is equal to 0 (the patient did not die after 6 months) then “deceases_in_6months” is equal to “No”

C. Rough Set Theory

Based on RST, we can formally define the prognostication problem as:

$$T = (U, A \cup \{d\})$$

(1)

where $T$ represents the dataset in the form of a table. Each row represents an object and each column represents an attribute. $U$ is a non-empty finite set of objects and the set $A$ represents a non-empty finite set of attributes called the condition attributes. In our case, an object designates a terminally ill patient and an attribute designates each of the fifteen condition attributes that describe a patient (Table I). Also, for every attribute $a \in A$, the function $f_a: U \rightarrow V_a$ makes a correspondence between an object in $U$ to an attribute value $V_a$ which is called the value set of $a$.

The set $T$ incorporates an additional attribute $\{d\}$ called the decision attribute. The system represented by this scheme is called a decision system.

D. Rough Set Theory Based Knowledge Discovery Process

RST-based knowledge discovery process requires sequential and parallel use of various mathematical, statistical, and soft computing methodologies with the objective of identifying meaningful relationships between condition and decision attributes.

The selection of specific methodologies for knowledge discovery is largely dependent on the considered dataset. We have taken the following steps in our approach:

1) Data preprocessing: If the selected table contains “holes” in the form of missing values or empty cell entries; the table may be processed in various ways to yield a completed table in which all entries are present. The data completion process for SUPPORT dataset in [18] is adopted in this work. After the preprocessing phase, the number of patients with missing information is reduced by 2 cases. Therefore, there are 9103 complete cases.

The next step in preprocessing is the discretization process. 13 out of 15 of the conditional attributes are continuous; therefore we transformed them into categorical variables. The discretization process is based on the searching of cuts that determine intervals. This process enables the classifier in obtaining a higher quality of classification rules. We found that using cut-off defined by medical experts is the best alternative for the discretization process. We consider the APACHE III Scoring System [5] for determining the cut-off for the physiologic variables along with the age variable. The remaining variables, not defined in [5] are discretized using Boolean Reasoning Algorithm [19] implemented in the ROSETTA software.

Finally, the dataset is divided randomly into training and testing sets containing 500 and 8603 cases, respectively. The training set is used in the discretization process to obtain the cut-off for the numerical attributes.

2) Reduct Generation: This step reduces the dimensionality of the dataset with the intention of removing redundant information and consequently decreases the complexity of the mining process. A reduct is the minimal set of attributes that enable the same classification as the complete set of attributes without loss of information. There are many algorithms for computing reducts for which the effect to the classification performance is critical. Since the computational complexity of the reduct generation problem is NP-hard [19], various suboptimal techniques have been proposed. In this work the dynamic reduct approach ([20-21]) is used for reduct generation.

2.1) Dynamic Reducts

Dynamic reducts algorithm aims at obtaining the most
stable sets of reducts for a given dataset by sampling within this dataset. Random samples of the testing set are selected iteratively and reducts for the samples are computed using genetic algorithms [22-23]. The reducts that most frequently appear in the samples are the most stable.

Based on the principle of the dynamic reducts technique, we have randomly selected 100 subdivisions of the training set to use for reduct generation. The actual number of patient profiles included in each subdivision of the training set varies between 50% and 90% of the training dataset. Using this approach, 229 reducts were obtained from which the set of decision rules are generated.

2.2) Using the decision attribute as condition attribute

Typically only the condition attributes are used to generate reducts. As an alternative, we included the decision attribute $d$ in the set of condition attributes and calculated the reducts based on this scheme.

The decision attribute (deceases in 6 months) used as a condition attribute is intended to represent the physician’s estimate of life expectancy expressed in terms of the decision classes defined for this problem. Survival prognosis models that incorporate physician estimates are shown to improve both predictive accuracy and the ability to identify patients with high probabilities of survival or death [4]. In this case, 549 reducts were obtained. The next step is the induction of decision rules.

3) Rule Induction. The ultimate goal of the RST based knowledge discovery methodology is to generate decision rules, which will be used in classifying each patient as surviving or not surviving within the defined period of time. A decision rule has the form: if $A$ then $B$ ($A \rightarrow B$), where $A$ is called the condition and $B$ the decision of the rule. Decision rules can be thought of as a formal language for drawing conclusions from data.

The decision rules were generated based on the two aforementioned sets of reducts. After the process of reducts generation, the decision table is presented in a compact shape from which the decision rules are generated.

4) Classification. Based on the set of rules generated, we can classify patients as surviving or not surviving the six-month period. However, not all rules are conclusive. Patients with profiles identical to the conditions of the rules are not decisively classified. In addition, there are situations of contradictory rules, e.g. one or more rules classify a patient as surviving and some other rules classify the same patient as dying. To overcome these problems a standard voting algorithm [19] is used which allows all rules to participate in the decision process and classify a patient based on majority voting.

III. RESULTS

This section compares the performance of the classification processes where, the patients in the training dataset are classified as survive, not survive or undefined based on the induced rules and the classification process described. The results are presented in a confusion matrix form.

The accuracy of each classification model is reported in terms of Area under the Receiver Operating Characteristic curve (AUC). The best possible classification is achieved when AUC is equal to 1, while no classification ability exists when AUC is equal to 0.5.

Table 2 presents the confusion matrix for the classification model based on reducts generated on only the original condition attributes (without including the decision attribute). Table 3 shows the confusion matrix for the alternative case where the decision attribute is included in the set of condition attributes.

### Table 2

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not survive</td>
<td>Survive</td>
</tr>
<tr>
<td>1395</td>
<td>1953</td>
</tr>
<tr>
<td>1410</td>
<td>2542</td>
</tr>
</tbody>
</table>

Sensitivity = 0.64  
Specificity = 0.42  
AUC = 0.55

### Table 3

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not survive</td>
<td>Survive</td>
</tr>
<tr>
<td>1999</td>
<td>471</td>
</tr>
<tr>
<td>312</td>
<td>3245</td>
</tr>
</tbody>
</table>

Sensitivity = 0.91  
Specificity = 0.81  
AUC = 0.90

The dynamic reducts approach without using the decision attribute as a condition attribute shows a weak discrimination ability. However, it demonstrates a fairly high level of coverage, being able to classify around 85% of the test cases. As shown in Table 3, the classification performance in terms of AUC when using the decision attribute as a part of the condition attributes is approximately 0.90. Both the specificity and sensitivity scores are tremendously improved. However, the classification coverage in this case is reduced to 70%.

The described classification process was repeated 10 times using randomly selected samples from the dataset (again 500 cases for training and the remainder 8603 cases for testing). The overall classification performance is obtaining by averaging the AUC from each iteration. Using the original set of attributes, the overall AUC is 0.56 (SD = 0.01). Following the same, we obtained an AUC of 0.85 (SD = 0.065) for the case where the decision attribute is used as a condition attribute.
IV. CONCLUSIONS AND FUTURE WORK

The SUPPORT model is the "gold standard" model for prognostication of terminally ill patients. The AUC for prediction of survival for 180 days in the SUPPORT study is 0.79, and 0.82 when SUPPORT model is combined with physician's estimates [4].

This initial exercise in applying knowledge discovery methodologies based on rough set theory shows promise in developing a reliable methodology to predict life expectancy. The baseline model using dynamic reducts presents several opportunities for improvement:

1. Due to the limitations of the ROSETTA software, the size of the training set was limited to 500. The size of the training set may be a limiting factor to obtaining better classification accuracy and coverage considering the high number of categories associated with each attribute.

2. One area that needs to be explored is the appropriate weighting of the condition attributes in terms of their impact on the decision variable. The baseline case assumes that all physiological attributes are weighted equally. We believe that a careful weighting of the attributes by consulting an expert will greatly improve the classification accuracy of the approach.

Including the physician's estimate in the prognostication process is an important component of our future work. The classifier which uses the decision attribute as a condition attribute is intended to incorporate the professional opinion of the physician. This classifier performed much better than the baseline model and its accuracy exceeded that of the SUPPORT model. However we note that, in this approach only 70% of the test cases could be classified and more research is required to minimize the number of undefined cases. Furthermore, our model used the decision attribute from a retrospective study for which the decision was known with 100% accuracy. Ideally this approach should be tested on a prospective dataset and its performance compared to other soft models based on AI techniques which are a part of our future work.

Finally, it is important to remember that regardless of the accuracy of any classifier, medical decisions must take into account the individual patient preferences towards alternative forms of treatments[24]. Therefore, our intent is to incorporate our methodology into a patient-centric decision support system to facilitate the hospice referral process.
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A regret theory approach to decision curve analysis: A novel method for eliciting decision makers’ preferences and decision-making

Athanasios Tsalatsanis, Iztok Hozo, Andrew Vickers, Benjamin Djulbegovic

Abstract

Background: Decision curve analysis (DCA) has been proposed as an alternative method for evaluation of diagnostic tests, prediction models, and molecular markers. However, DCA is based on expected utility theory, which has been routinely violated by decision makers. Decision-making is governed by intuition (system 1), and analytical, deliberative process (system 2), thus, rational decision-making should reflect both formal principles of rationality and intuition about good decisions. We use the cognitive emotion of regret to serve as a link between systems 1 and 2 and to reformulate DCA.

Methods: First, we analysed a classic decision tree describing three decision alternatives: treat, do not treat, and treat or no treat based on a predictive model. We then computed the expected regret for each of these alternatives as the difference between the utility of the action taken and the utility of the action that, in retrospect, should have been taken. For any pair of strategies, we measure the difference in net expected regret. Finally, we employ the concept of acceptable regret to identify the circumstances under which a potentially wrong strategy is tolerable to a decision-maker.

Results: We developed a novel dual visual analog scale to describe the relationship between regret associated with "omissions" (e.g., failure to treat) vs. "commissions" (e.g., treating unnecessary) and decision maker's preferences as expressed in terms of threshold probability. We then proved that the Net Expected Regret Difference, first presented in this paper, is equivalent to net benefits as described in the original DCA. Based on the concept of acceptable regret we identified the circumstances under which a decision maker tolerates a potentially wrong decision and expressed it in terms of probability of disease.

Conclusions: We present a novel method for eliciting decision maker’s preferences and an alternative derivation of DCA based on regret theory. Our approach may be intuitively more appealing to a decision-maker, particularly in those clinical situations when the best management option is the one associated with the least amount of regret (e.g., diagnosis and treatment of advanced cancer, etc).

Background

Decision making is often governed by uncertainty that inevitably affects the overall decision process. In their efforts to model uncertainty, decision theorists have proposed many methodologies with the majority of them having been based on statistics and probability [1-4], information theory and entropy [5], or possibilistic approaches such as fuzzy logic [6,7].

In clinical medical research, much effort has been invested in developing decision support systems for diagnosis and treatment of various clinical conditions such as management of infectious diseases in an intensive care unit, chronic prostatitis, or liver surgery [8-12] to name a few examples. Most of these systems are based on probabilistic prediction models. Even though prediction models have been shown to be generally superior and potentially complementary to physicians' prognostications [13-15], historically they have not fulfilled decision makers expectations to help improve decision-making. One reason for this is that most
probabilistic medical decision support systems are based on expected utility theory that humans often violate [14,16,17]. In addition, most models in medicine do not incorporate decision-makers’ preferences, which in addition to having reliable evidence, is the key to rational decision-making [18-20].

The goal of this paper is to develop a novel decision-making approach that incorporates the decision maker’s attitudes towards multiple treatment strategies. Our goal is addressed through the following three specific aims. First, we deviate from the traditional expected utility theory in an attempt to satisfy both formality criteria of rationality and human intuition about good decisions [18-22]. We employ regret theory, since regret is a cognitive emotion that combines both rationality and intuition, which are key elements for decision-making [22,23]; to develop a novel methodology for eliciting decision makers’ personal preferences. Consequently, we reformulate decision curve analysis (DCA) [24,25] from the regret theory point of view to evaluate alternative treatment strategies and to integrate both evidence on prognosis and treatment with the decision maker’s attitudes and preferences [26-28]. Finally, we identify circumstances under which a decision maker tolerates a wrong decision.

To implement our approach, we first compute the threshold probability at which the decision maker is indifferent between alternative actions, based on the level of regret one might feel when he/she makes a wrong decision. We then employ the regret-based DCA to identify the optimal strategy for a particular decision maker. The optimal strategy is the one that brings the least regret in the case that it is, in retrospect, wrong. We also show how to employ a prediction model to estimate the probability of disease for a patient and contrast it with the decision maker’s threshold probability. Finally, we incorporate the concept of acceptable regret in the decision process to identify the conditions under which the decision maker tolerates a potentially wrong decision.

Methods
Decision analysis based on regret theory

Figure 1 depicts a typical decision tree describing administration of treatment guided by a prediction model. There are two competing strategies (treat, and do not treat), and four possible outcomes as described by the combinations: treat/do not treat and necessary/unnecessary.

In Figure 1, \( p = P(D+)\) is the probability associated with the presence of the disease as estimated by a prediction model; \( 1 - p = P(D-)\) is the probability associated with the absence of the disease, and, \( U_i, i \in [1,4] \), are the utilities corresponding to each outcome. For example, \( U_1\) is the utility of administering treatment to a patient who has the disease (e.g. treat when necessary), and \( U_2\) is the utility of administering treatment to a patient who does not have the disease (e.g. administering unnecessary treatment). Note that we use the term “treatment” in the generic sense of health care intervention, which may indicate therapy, procedure, or a diagnostic test.

The probabilistic nature of prognostication models complicates significantly the decision process. For example, if a prediction model estimates the probability of a patient having a disease equal to 40%, it is unclear whether this patient should receive treatment or not. A solution from the point of view of the classical decision theory is to employ the concept of threshold probability \( P_t \), which is defined as the probability at which the decision maker is indifferent between two strategies (e.g. administer treatment or not) [27,29,30]. Based on the threshold concept, the patient should be treated if \( p \geq P_t \) and should not be treated otherwise.

However, since in most cases decisions are made under uncertainty and can never be 100% accurate [23,26,28,31-34]. Thus, after a decision has been made one may discover that another alternative would have been preferable. This knowledge may bring a sense of loss or regret to the decision maker [23,26,28,31-34]. Regret can be particularly strong when the consequences of wrong decisions are life threatening or seriously influence the quality of the patient’s life.

Formally, regret can be expressed as the difference between the utility of the outcome of the action taken and the utility of the outcome of the action that, in retrospect, should have been taken [23,26,28,31-34]. Regret
can be felt by any party involved in the decision-making process (e.g. patients receiving treatment, patient’s proxies or physicians administering treatment). For the rest of this paper we assume that the decision maker is the treating physician.

We first employ regret theory to estimate the threshold probability, \( P_t \), at which the physician is indifferent between alternative management strategies (e.g. administer treatment or not). In order to accomplish this, we describe regret in terms of the errors of (1) not treating the patient who has the disease, and (2) treating the patient who does not have the disease.

Figure 2 describes the derivation of regret associated with each strategy based on the utilities of each action’s outcome. As can be noted, the regret associated with the error of not treating the patient when he/she should have received treatment (the probability of disease is \( p \geq P_t \)), \( Rg(Rx-, D+) \), is equal to the loss in benefits of treatment. This can be expressed as the difference between the utility of receiving treatment and having the disease, and the utility of not receiving treatment and having the disease (\( U_1 - U_3 \)).

Similarly, the regret associated with treating the patient who should not have received treatment (the probability of disease is \( p < P_t \)), \( Rg(Rx+, D-) \), is equal to harms incurred due to treatment. This can be expressed as the difference between the utilities of not having the disease and not receiving treatment, and not having the disease and receiving treatment (\( U_4 - U_2 \)). We expect no regret in the cases of correct treat/no treat decisions, \( Rg(Rx+, D+) = Rg(Rx-, D-) = 0 \). The difference (\( U_1 - U_3 \)) represents the consequences of not administering treatment where indicated, while (\( U_4 - U_2 \)) represents the consequences of administering treatment to a patient who does not need it. Under these assumptions, the threshold probability, \( P_t \), is equal to [27,29,30]:

\[
P_t = \frac{1}{1 + \frac{U_1 - U_3}{U_4 - U_2}}
\]

Equation 1 effectively captures the preferences of the decision maker towards administering or not administering treatment. At the individual level, equation 1 shows how the threshold probability relates to the way the decision maker weighs false negative (i.e. failing to provide necessary treatment) vs. false positive (i.e. administering unnecessary treatment) results [24,25].

Note that the fraction \( \frac{U_1 - U_3}{U_4 - U_2} \) is undefined for \( U_4 - U_2 = 0 \), which means that in this situation there is no regret associated with administering unnecessary treatment. Under these circumstances, \( P_t = 100\% \), indicating that treatment is justified only in case of absolute certainty of disease (\( p = 100\% \)), a realistically unachievable goal [26].

**Elicitation of threshold probability**

There are numerous techniques for eliciting the decision maker’s preferences regarding treatment administration [35]. None of them has been proven to be better than the other. We argue that any attempt to measure people’s preferences and risk attitudes should be derived from an underlying theory of decision-making that can be applied to a problem or a class of the problems at hand. We approach elicitation of preferences by capturing people attitudes (e.g. physicians’) through threshold probabilities. Normatively, a threshold probability reflects indifference between two alternative management strategies.

There are few commonly used methods to assess the value of this indifference for a decision maker such as the standard gamble, and the time trade-off [35-37]. The problem is that both standard gamble and time trade-off are time-consuming, cognitively more complex and are shown to lead to biased estimates of people’s preferences [36,37]. An alternative method is to use rating scales, such as visual analog scales (VAS), which are considerably easier to administer and better understood by the participants. The problem with analog scales, however, is that they cannot capture health state trade-offs [36,37].

The proposed method retains the simplicity of VAS but it takes into account the consequences of possible mistakes in decision-making by utilizing two visual analog scales. The first scale aims to assess the regret associated with potential error of failing to administer beneficial treatment ("regret of omission"). The second
scale measures the regret of administration of unnecessary treatment ("regret of commission"). Using these two scales we can capture trade-offs and compute the threshold probability at which a decision maker is indifferent between two alternative management strategies.

We employed the two visual analog scales with typical 100 points [35-37] anchored by no regret and maximal regret. This is modeled after pain assessment limiting the maximum possible pain that a person can experience [38]. Accordingly, we can elicit threshold probabilities by asking the physician to weigh the regret associated with wrong decisions (e.g. giving unnecessary treatment vs. failure to administer necessary treatment) using a numerical (0 to 100) scale. The questions may be narrowly defined related to specific outcomes (e.g., survival/mortality, heart attack etc.). We should, however, note that most treatments are associated with multiple dimensions, some good and some bad. This is a fundamental reason why no universally accepted method for assessment of decision-makers’ preferences has been developed so far. It is very difficult, if not impossible, to accurately determine the trade-offs across multiple outcomes that can be permuted in a number of ways. A solution to this problem is to capture the decisionmaker’s global or “holistic” perception toward treatment. By asking questions about trade-offs in this way, we directly address both cognitive mechanisms-intuitive and deliberative- of the decision process. This, in turn, can lead to more accurate assessment of the decision makers’ preferences.

For example, to elicit the physician’s threshold probability, we may ask the following questions:

1. On a scale 0 to 100, where 0 indicates no regret and 100 indicates the maximum regret you could feel, how would you rate the level of your regret if you failed to provide necessary treatment to your patient (i.e. did not give treatment that, in retrospect, you should have given) [Note that the answer to this question corresponds to the (U1-U3) expression in equation 1)].

2. On a scale 0 to 100, where 0 indicates no regret and 100 indicates the maximum regret you could feel, how would you rate the level of your regret if you had administered unnecessary treatment to your patient (i.e. administered treatment that, in retrospect, should have not been given) [Note the answer to this question corresponds to the (U4-U2) expression in equation 1)].

For example, suppose that the physician answers 60 and 30 to the questions 1 and 2, respectively. This means that the physician considers 60/30 = 2 times worse to fail to administer treatment that should have been given than to continue unnecessary treatment. Then, the threshold probability for this physician is:

\[ P_t = \frac{1}{1 + \frac{U_1 - U_3}{U_4 - U_2}} = \frac{1}{3} = 33\% . \]

Thus, the physician would be unsure as to whether to treat or not the patient if the patient’s probability of disease as computed by the prediction model was 33%. Thus, the recommended action, which is based on elicitation of the decision-maker preferences, is directly derived from the underlying theoretical model.

**Regret based decision curve analysis (DCA)**

Decision-makers may be presented with many alternative strategies that can be difficult to model. A simple, yet powerful approach that is based on experience of a typical practicing physician is to compare the strategy based on modeling with those scenarios when all or no patient is treated. That is, the clinical alternatives to the prediction model strategy is to assume that all patients have the disease and thus treat them all, or to assume that no patient has the disease and thus treat none [25]. In this case the clinical dilemma a physician faces when considering treatment is threefold: (1) treat all the patients ("treat all"), (2) treat no patients ("treat none"), and (3) use a prediction model and treat a patient if \( p \geq P_t \) ("model").

The optimal decision depends on the preferences of the decision maker as captured by the threshold probability. We use Decision Curve Analysis (DCA) [24,25] to identify the range of threshold probabilities at which each strategy ("treat all", "treat none", and "model") is of value. Traditional DCA uses the (net expected) benefits associated with each strategy to recommend the best strategy [24,25]. In this work, we consider that the optimal strategy is the one that brings the least regret in case it is proven wrong, retrospectively.

One view about decision curves is that they should not be used in clinical practice: the researcher determines whether the decision curve justifies the use of the model in practice and then makes a simple recommendation yes or no as to whether clinicians should base their decisions on the model [39]. Another approach, which we propose here, is that threshold probabilities obtained in clinical practice should be compared against the decision curve to determine which strategy should be used (e.g. use a model, biopsy all men, biopsy no-one). This might be necessary if there is no strategy with the highest net benefit across the entire range of reasonable threshold probabilities.
Figure 3, depicts the generalized decision tree describing all of the alternative strategies. By solving the decision tree, we can estimate the expected regret associated with each strategy [23,26,28,31-34]. For example,

\[
ERG[\text{Model}] = p(FN)(U_1 - U_3) + (1 - p)(FP)(U_4 - U_2)
\]  

(2)

Here, FN (probability of false negatives) represents the conditional probability \(P(p < P_i|D+)\) of not treating the patient who has the disease.

FP (probability of false positives) is the conditional probability \(P(p \geq P_i|D-)\) of treating the patient who does not have the disease.

Similarly,

\[
TP = 1 - FN = P(p \geq P_i|D+) \text{ (probability of true positives): Probability of treating the patient who has the disease.}
\]

\[
TN = 1 - FP = P(p < P_i|D-) \text{ (probability of true negatives): Probability of not treating the patient who does not have the disease.}
\]

After re-scaling the utilities by dividing each utility with the expression \(U_1 - U_3\), and replacing \(U_4 - U_2 = \frac{P_i}{1-P_i}\), we get the expression:

\[
ERG[\text{Model}] = p(FN) + (1 - p)(FP)\frac{P_i}{1-P_i}
\]

\[= p(1-TP) + (1 - p)(FP)\frac{P_i}{1-P_i}
\]

(3)

For the strategies of administering treatment and not administering treatment, the expected regret is derived as:

\[
ERG[\text{Treat all}] = (1 - p)(U_4 - U_2) = (1 - p)\frac{P_i}{1-P_i}
\]

(4)

\[
ERG[\text{Treat none}] = p(U_1 - U_3) = p
\]

(5)

Subtracting each of these expected regrets from the expected regret of the “Treat none” (baseline) strategy we obtain the “Net Expected Regret Difference (NERD)”:

\[
\text{NERD [Treat none, Model]} = \text{ERG [Treat none]} - \text{ERG [Model]} = p - p(1-TP) - (1 - p)(FP)\frac{P_i}{1-P_i}
\]

(6)

\[
\text{NERD [Treat none, Treat all]} = \text{ERG [Treat none]} - \text{ERG [Treat all]} = p - (1 - p)\frac{P_i}{1-P_i}
\]

(7)

\[
\text{NERD[Treat none, Treat none]} = 0
\]

(8)

Note that these are exactly the same formulas as those derived by Vickers and Elkin [25] who employ the expected-utility model in “decision curve analysis” (DCA). The regret based derivation, however, is mathematically more parsimonious. The original DCA formulation required several mathematical manipulations making the simplicity of regret approach more attractive. In addition, as argued throughout the manuscript, the regret formulation may have additional decision-theoretical advantages as it enables experiencing consequences of decisions both on the emotional (system 1) and cognitive (system 2) level [23,40].

In addition to equations 6-8, we are interested in the NERD between the strategies “Treat all” and “Model”:

\[
\text{NERD[Treat all, Model]} = \text{ERG [Treat all]} - \text{ERG [Model]}
\]

\[= (1 - p)(TN)\frac{P_i}{1-P_i} - p(FN)
\]

(9)

The NERD equations associated with each strategy, 6-8, can be further reformulated as follows [23,25,26,28,31-34,41]:

\[
\text{NERD} = P(p \geq P_i \cap D+) - P(p \geq P_i \cap D-)\frac{P_i}{1-P_i}
\]

(10)

Similarly, equation 9 can be re-written as:

\[
\text{NERD} = (1 - p)(TN)\frac{P_i}{1-P_i} - p(FN)
\]

(11)

Equations 10 and 11 above are useful when calculating NERD as a function of \(P_g\). The probabilities \(P(p \geq P_i \cap D+)\), \(P(p \geq P_i \cap D-)\), \(P(p \geq P_i \cap D+)\), and \(P(p \geq P_i \cap D-)\) are estimated as follows:

• \(P(p \geq P_i \cap D+)\) = the number of patients who have the disease and for whom the prognostic probability is greater than or equal to \(P_g\) with \#TP = number of patients with true positive results,

\[
P\left(p \geq P_i \cap D+\right) = \frac{\#TP}{n}, \text{ where } n \text{ is the total number of patients in the study}
\]

• \(P(p \geq P_i \cap D-)\) = the number of patients who do not have the disease and for whom the prognostic probability of disease is greater than or equal to \(P_i\)
(with \#FP = number of patients with false positive results, \( P\left( p \geq P_{t} \cap D - \right) = \frac{\#FP}{n} \)).

- \( P(p < P_{t} \cap D +) = \) the number of patients who have the disease and for whom the prognostic probability of disease is less than \( P_{t} \) (with \#TN = number of patients with true negative results, \( P\left( p < P_{t} \cap D + \right) = \frac{\#TN}{n} \)).

- \( P(p < P_{t} \cap D -) = \) the number of patients who do not have the disease and for whom the prognostic probability of disease is less than \( P_{t} \) (with \#FN=number of patients with false negative results, \( P\left( p < P_{t} \cap D - \right) = \frac{\#FN}{n} \)).

When computing NERD[Treat none, treat all] we assume that all patients have the disease, thus \#TP is the number of people who actually have the disease and \#FP is the number of people who do not have the disease but are given treatment. On the other hand, when computing NERD[Treat none, Model] from equation 10 and, NERD[Treat all, Model] from equation 11, \#TP, \#FP, \#TN, and \#FN are computed for each threshold probability assuming that a patient has the disease if the prognostic probability is greater than or equal to the threshold probability and does not have the disease, otherwise.

NERDs of each of the strategies described are plotted against different values of threshold probability. The NERD values provide information relative to decrease in regret when two strategies are compared against each other for a given threshold probability. If NERD = 0, this means that there is no difference in the regret between two strategies:

\[
\text{NERD(strategy 1, strategy 2)} = 0 \iff 
\text{ERg(strategy 1)} – \text{ERg(strategy 2)} = 0 \iff 
\text{ERg(strategy 1)} = \text{ERg(strategy 2)}
\]  \hspace{1cm} (12)

If NERD > 0, this means that the second strategy will inflict less regret than the first strategy, and hence it is preferable:

\[
\text{NERD(strategy 1, strategy 2)} > 0 \iff 
\text{ERg(strategy 1)} > \text{ERg(strategy 2)}
\]  \hspace{1cm} (13)

Similarly, if NERD < 0, the first strategy represents the optimal decision among the two strategies:
\[ \text{NERD(strategy 1, strategy 2)} < 0 \iff \text{ERG(strategy 1)} < \text{ERG(strategy 2)} \]  

(14)

The algorithm for the Regret DCA is implemented as follows:

1. Select a value for threshold probability.
2. Assuming that patients should be treated if \( p \geq P_t \) and should not be treated otherwise, compute \#TP and \#FP for the prediction model.
3. Calculate the NERD(Treat none, Model) using equation 10.
4. Calculate NERD(Treat all, Model) using equation 11.
5. Compute the NERD(Treat none, Treat all) using equation 10 where \#TP is the number of patients having the disease and \#FP is the number of patients without disease who got treatment.
6. Repeat steps 1 - 6 for a range of threshold probabilities.
7. Graph each NERD calculated in steps 3-5 against each threshold probability.

Based on the Regret DCA methodology, the optimal decision at each threshold probability is derived by comparing each pair of strategies through their corresponding NERDs according to the transitivity principle (i.e., if A > B, B > C then A > C). Thus, if NERD(strategy1, strategy2) > NERD(strategy2, strategy3) > 0 then strategy 2 is better than strategy 1, and strategy 3 is better than strategy 2. Therefore, strategy 3 is the optimal strategy.

Acceptable Regret
No decision model can guarantee that the recommended strategy will be the correct one. Therefore, we can always make a mistake and recommend treatment we should not have, or fail to recommend treatment we should have administered [42]. However, there are situations where the regret resulting from a wrong decision will be tolerable. These situations are best described under the notion of acceptable regret [26,28,31]. Formally, acceptable regret, \( R_{go} \), is defined as the portion of utility a decision maker is willing to lose/sacrifice when he/she adheres to a decision that may prove wrong [26,28,31,32]. For example, a physician may regret administering unnecessary treatment to a patient but he/she can "still live with" the consequences of this decision if she/he judged them to be trivial or inconsequential.

We assume that there is a linear relationship between the value of acceptable regret and the benefits of receiving treatment as well as the harms of receiving unnecessary treatment. This is a reasonable assumption because acceptable regret is expected to operate within a narrow range, at the lower or the upper end, of the probability scale. We define acceptable regret in terms of benefits of treatment, \( R_{gb} \), as [43] the percentage \( (r_b) \) of benefits \((U_1 - U_2)\) the decision maker is willing to forgo if his/her decision NOT to treat was wrong:

\[ R_{go} = R_{gb} = r_bB = r_b(U_1 - U_2) \]  

(15)

Alternatively, we define acceptable regret in terms of harms of unnecessary treatment, \( R_{gh} \), as [43] the percentage \( (r_h) \) of harms \((U_4 - U_3)\) the decision maker is willing to incur if his/her decision of treating was wrong:

\[ R_{go} = R_{gh} = r_hH = r_h(U_4 - U_2) \]  

(16)

We use the concept of acceptable regret to further refine the conditions under which the decision maker is indifferent between two strategies. Recall that these conditions have been initially captured in terms of threshold probability, which does not incorporate the sense of tolerable losses. Thus, we proceed with the following definition: Two strategies are considered equivalent in regret (e.g. will bring the same regret to the decision maker if they are proven wrong, in retrospect), if the absolute value of their net expected regret difference (NERD) is less than or equal to a predetermined amount of acceptable regret \( R_{go} \). In other words, there is no difference between choosing the strategy "treat all" or "treat none" in terms of regret if:

\[ |\text{NERD(Treat none, Treat all)}| \leq R_{go} \]  

(17)

Similarly, the strategies "model" and "treat none" are equivalent in regret if:

\[ |\text{NERD(Treat none, Model)}| \leq R_{go} \]  

(18)

and the strategies "model" and "treat all":

\[ |\text{NERD(Treat all, Model)}| \leq R_{go} \]  

(19)

The acceptable regret, \( R_{go} \), can be computed using any of the two definitions described in equations 15 and 16.

We can also use equations 15 and 16 to identify the prognostic probabilities at which the decision maker would not regret the decision to which he/she is committed even if that decision may prove wrong. For instance, we are typically interested in the prognostic probability above which a physician would commit to the decision to treat a patient, and the probability below which he/she would not to treat a patient without feeling undue consequences of these decisions [28]. In other words, we are looking for the probabilities for which \( \text{ERG(Treat all)} \leq R_{gb} \) and \( \text{ERG(Treat none)} \leq R_{gb} \).
Solving the inequalities using equations 4, 5, 15, and 16 and after scaling $R_0$ by $(U_1 - U_0)$, we obtain

$$P_{\text{trat all}} = 1 - r_b$$  \hspace{1cm} (20)

Where $P_{\text{trat all}}$ is the prognostic probability above which the physician would tolerate giving treatment that may prove unnecessary. Similarly,

$$P_{\text{trat none}} = r_b$$  \hspace{1cm} (21)

represents the prognostic probability below which the physician would comfortably withhold treatment that may prove beneficial, in retrospect.

Note that equations 20 and 21 express acceptable regret in terms of probabilities while equations 17–19 define it in terms of NERD. Hence, the outputs of these equations are not the same; rather, they complement each other.

Elicitation of acceptable regret

In most cases the decision maker does not have a complete understanding of benefits lost or harms inflicted and cannot assign a precise number to them. For this reason, we do not suggest inquiring directly about the value of $r$. Instead, we propose eliciting $r$ through the decision-maker’s responses to specific clinical scenarios. For example, we propose the following approach:

Assume that you have 100 patients with the same probability of disease as the patient you are currently treating. You need to decide whether each of these patients should receive treatment or not. Since no prediction model is 100% accurate, it is expected that you will make some mistakes in your treatment recommendations (e.g. you may recommend treatment to a patient who does not need it, or fail to recommend treatment to a patient who needs it).

1. **We are now interested in knowing your tolerance toward administering unnecessary treatment** i.e. we want to learn what the magnitude of the unavoidable error you can live with is by inflicting potentially harmful treatment on a patient. Note that if you say that your acceptable regret is zero, this means that you can only make decision if you absolutely certain that your recommendation is correct. Out of the number (100-y) of patients who should have not received treatment, how many patients would you tolerate treating? (The answer is used to compute $r_b$).

2. **We are interested in knowing your tolerance toward failing to provide necessary treatment** i.e. we want to learn what the magnitude of unavoidable error you can live with is by forgoing potentially beneficial treatment. Note that if you say that your acceptable regret is zero, this means that you can only make decision if you absolutely certain that your recommendation is correct. Out of the number (100-x) of patients who should have been treated, how many patients would you tolerate not treating? (The answer is used to compute $r_b$).

It is unnecessary to ask the decision maker to answer both questions. We suggest asking only the question related to the recommendation the physician is about to make e.g. if the recommendation is about administering treatment, then the decision maker should be asked the second question, while if it is about not giving treatment, then he/she can ask the first question.

The value of acceptable regret is plotted in the regret DCA graph to visually facilitate the decision making process. At a specific threshold probability all strategies for which $|NERD| \leq R_0$ are considered equivalent in regret, according to the definition in the previous section.

Example

We will employ a prostate cancer biopsy example to demonstrate the applicability of our approach. Prostate cancer biopsy is an invasive and uncomfortable procedure, which can be painful and is associated with a risk of infection. However, it is often necessary for diagnosis of prostate cancer, one of the leading causes of cancer death in men.

Men are typically biopsied for prostate cancer if they have an elevated level of prostate-specific antigen (PSA). However, most men with a high PSA do not have prostate cancer. This has led to the idea that statistical models based on multiple predictors (PSA, age, family history, other markers) might be used to predict biopsy outcomes and hence aid biopsy decisions for individual patients. A physician seeing a patient with an elevated PSA has three possible options: go for biopsy, refuse biopsy or look up his probability in a statistical model and then make a decision.

We utilize an unpublished statistical model that computes probability of cancer based on the dataset described in [44] to compare each of these options. Following the algorithm described in the regret DCA section, we generate the decision curves depicted in Figure 4. This figure is used to determine the optimal strategy for different values of threshold probability. The optimization procedure is implemented in three steps where the strategies in each NERD are compared to each other as in equations $2$–$14$ at a specific threshold probability. For example, at threshold probability 15%:
1. NERD(biopsy none, model) > 0 therefore, the model is preferred to the strategy biopsy none.
2. NERD(biopsy none, biopsy all) > 0 therefore, the strategy biopsy all is preferred to the strategy biopsy none.
3. NERD(biopsy all, model) > 0 therefore, the model is preferred to the strategy biopsy none.

Consequently, “model” corresponds to the optimal strategy.

Repeating the same procedure for all threshold probabilities, we can see that deciding based on the statistical model is the optimal strategy (i.e. results in the minimum expected regret) for threshold probabilities between 8% and 43%. For threshold probabilities between 42% and 95%, the optimal strategy is to biopsy no patients, while for 0% to 8% both model and biopsy all strategies are optimal.

To interpret these results, we have to consider how a typical physician values the harms of a false negative (missing a cancer) and a false positive (an unnecessary biopsy) result. If regret associated with unnecessary biopsy is felt to be worse than missing cancer, then according to equation 1, the threshold probability is greater than 50%. However, it is unlikely that a physician would consider an unnecessary biopsy to be worse than missing a cancer, so the threshold probability for biopsy must be less than 50%. Thus, a reasonable range of threshold probabilities might indeed be between 8% - 43% as suggested by our model. As the model is superior across this entire range, we can conclude that, irrespective of the physician’s exact preferences, making a biopsy decision based on the statistical model will lead to lower expected regret than an alternative such as biopsying all or no men. Based on discussions with clinicians, we believe that a reasonable range of threshold probability is 10% - 40%. As the regret associated with the model strategy is lowest across this entire range, we can recommend use of the model. Nonetheless, we do not have a complete sample of all physician preferences and it is possible that a physician may have a probability outside of this range.

To illustrate the applicability of the acceptable regret model, assume that the value of acceptable regret for forgoing the benefits of biopsy (equation 15) is equal to ± 0.01. Consider the case that the decision maker’s threshold probability is equal to 20%. According to Figure 4, the optimal strategy should be suggested by the statistical model. However, we see that

\[ \text{NERD (treat none, model)} < 0.01 \]

which means that the strategies “biopsy none” (biopsy no patients) and “model” are equivalent in regret. Therefore, the prediction model does not offer any better information and thus, it can be disregarded.

Case Study
This section describes the overall decision process regarding prostate cancer biopsy. The process begins with elicitation of the threshold probability from the treating physician and continues with evaluation of the available strategies based on regret DCA (Figure 4). Then, if necessary, the probability of cancer based on the available prognostic model is computed and contrasted with the threshold probability. Finally, the concept of acceptable regret is employed to arrive at the strategy which is the most tolerable to the decision maker who always faces possibilities of making wrong decisions. For the remainder of this section the normal font text corresponds to the author comments. The text in bold and underlined font corresponds to questions to and answers from the physician respectively. The italic text is notes to the reader. We demonstrate the applicability of our approach using hypothetical answers from two physicians.

The overall decision process is described as follows: 1. Interview with the physician to elicit his/her threshold probability.

a. On the scale 0 to 100, where 0 indicates no regret and 100 indicates the maximum regret you could feel, how would you rate your level of regret if you failed to provide necessary treatment?

Physician #1 answer: 50, Physician #2 answer: 70. These values correspond to \( U_1 - U_3 \) from equation 1.

b. On the scale 0 to 100, where 0 indicates no regret and 100 indicates the maximum regret you could feel, how would you rate your level of regret if you administered unnecessary treatment?

Physician #1: 10, Physician #2: 60. This value corresponds to \( U_4 - U_2 \) from equation 1.

The threshold probability is equal to (equation 1): Physician #1: 16%, Physician #2: 46%.

2. Using the graph in Figure 4, identify the optimal strategy for the computed threshold probability.

Physician #1: For threshold probability equal to 16%, the optimal decision is derived by solving the inequalities (Figure 4, equations 12-14):

1. NERD(biopsy all, model) > 0, the strategy “model” is better than the strategy “biopsy all”
2. NERD(biopsy none, model) > 0, the strategy “model” is better than the strategy “biopsy none”
3. NERD(biopsy none, biopsy all) > 0, the strategy "biopsy all" is better than "biopsy none". Therefore, the optimal strategy is the "model" which corresponds to biopsy based on the probability of cancer predicted by the statistical model. The next step is to compute the patient's probability of cancer and contrast it with the threshold probability.

Physician #2: For threshold probability equal to 46%, the optimal decision would be the "biopsy none" strategy. In this case, even though computing the probability of cancer will not affect the physician's decision, it will help identify the circumstances under which the physician would tolerate unnecessary biopsy of the patient.

3. Compute the cancer probability for the specific patient based on the statistical model.

a. If the cancer probability is greater than or equal to the threshold probability, then the surgeon should biopsy the patient.

b. If the cancer probability is less than the threshold probability, then the surgeon should not biopsy the patient.

Let us assume that the probability of cancer for the specific patient is equal to 20%. The threshold probability for Physician #1 is 16% (as computed in step 1). In this case, Physician #1 considers recommending biopsy. As noted in step 2b, the best strategy for Physician #2 is recommending not to biopsy any patients regardless their probability of cancer.

4. Elicitation of the level of acceptable regret.

Assume that you have 100 patients, all with probability of cancer equal to 20% (the same as your patient). This means that out of 100 patients, 20 patients will have cancer while 80 will not have cancer. You need to decide whether each of these patients should undergo biopsy or not. Since no prediction model is 100% accurate, it is expected that you will make some mistakes in your recommendations (e.g., you may recommend biopsy to a patient who does not need it, or fail to recommend biopsy to a patient who may need it).

a. The physician considers biopsy (Physician #1):

Out of the 20 patients who should be biopsied, for how many patients would you tolerate not recommending a necessary biopsy?

This answer corresponds to $r_b = \frac{1}{20} = 0.05$ and acceptable regret $R_b = r_b(U_t - U_3) = 0.05 \cdot 0.5 =$
0.025. The optimal strategy at \( P_t = 16\% \) is to use the statistical model (Figure 4). For \( P_t = 16\% \) and \( R_{gb} = 0.025 \) all NERDs are greater than acceptable regret, thus the optimal strategy remains the statistical model.

b. The physician does not consider biopsy (Physician #2).

Out of the 80 patients who should not undergo biopsy, for how many patients would you tolerate recommending an unnecessary biopsy? 40.
The answer provided by the Physician #2 corresponds to \( r_h = \frac{40}{80} = 0.50 \) and acceptable regret \( R_{gb} = r_h(U_h - U_b) = 0.5 \cdot 0.6 = 0.3 \).
The optimal strategy for \( P_t = 46\% \) is to biopsy no patients (Figure 4). Also, for \( P_t = 46\% \) and \( R_{gb} = 0.3 \), we have: \( |NERD(\text{biopsy none}, \text{biopsy all})| = |-0.639 \cdot R_{gb}| = 0.003 \) < \( R_{gb} \) and \( |NERD(\text{biopsy all}, \text{biopsy all})| = 0.6364 \cdot R_{gb} \). This means that the strategies "biopsy none" and "model" are equivalent in regret. In practical terms no additional effort is justified for using the statistical model.

5. Based on equations 20 and 21, we can determine the prognostic probabilities above and under which the physician would tolerate performing an unnecessary biopsy, or not to do so when he should have done it.

a. Physician #1 considers recommending biopsy to his/her patient. Based on equation 21, the physician would tolerate not recommending a biopsy for any prognostic probability below \( P_{\text{treat none}} = r_h = 5\% \).
b. Physician #2 considers not recommending biopsy to his/her patient. Based on equation 20, the decision maker would tolerate recommending an unnecessary biopsy for any prognostic probability above \( P_{\text{treat all}} = 1 - r_h = 50\% \).

Discussion
Currently, there is no agreed upon method for how preferences regarding multiple objectives that typically go in opposite directions (i.e. most medical interventions are associated both with benefits and harms) should be elicited. We have presented and demonstrated an approach to decision making based on regret theory and decision curve analysis. The approach presented in this paper relies on the concept of the threshold probability at which a decision maker is indifferent between strategies, to suggest the optimal decision [27,29,30]. Unlike the approaches described in the classic threshold papers [27,29,30], our approach is based on the notion that the value of threshold probability is clearly subjective and depends on the personal preferences of the decision maker. We elicit threshold probabilities based on the regret one may feel in case that the chosen strategy is proven wrong, in retrospect. Although one can narrow down the approach to specific medical outcomes, we believe that eliciting preferences in a global, holistic way is more useful if our approach is to be used in the actual practice.

We believe that the model described here has a direct practical application in overcoming many difficulties related to linking evidence with patient’s preferences to arrive at the optimal decision– the issues that plagued the field of decision-making. The problem of eliciting preferences and integrating them in a coherent decision is not a simple one. We argue that the approach we are advocating here represents a contribution to the field of decision making, be should not be seen as the panacea to medical decision making. However, we anticipate our methodology to be suitable for medical decision primarily associated with trade-offs between quality and quantity of life.

Over that last couple of decades, many attempts have been made to develop the best method to take these considerations in real-life settings. Unfortunately, as explained, no approach has succeeded [35]. We believe that the reason for this is that most approaches to elicit decision maker’s preferences as well as to help improve decision-making have relied on a rational framework based on expected utility theory [21]. However, modern cognitive theories (within so called dual-processing theory) have convincingly demonstrated that human decisions rely both on intuition (system 1) and analytical, deliberative process (system 2) in balancing risks and benefits in the decision-making process [22,40,45]. We believe that rational decision-making should take into account both formal principles of rationality and human intuition about good decisions [46,47]. The key is to preserve rational framework, while allowing anticipation of the effect of decision on emotions (while avoiding biases associated with intuitive thinking) [40]. One way to accomplish this is to use the cognitive emotion of regret to serve as a link between system 1 (i.e. intuitive system) and system 2 (i.e. deliberative, analytical cognitive system). By anticipating consequences of our actions and circumstances under which we can live with our mistakes, we bring together both aspects of cognition that may lead to better and more satisfactory decision-making.

Specifically, we argue that eliciting people’s preferences using regret theory may be superior to using traditional utility theory because regret forces decision-makers to explicitly consider consequences of decisions. We have previously shown that we can always make errors in decision-making: recommend treatment that does not work, or fail to recommend treatment that does [26]. Therefore, we reformulated DCA from the
regret theory’s point of view. Furthermore, it has been shown that the expected utility theory is often violated to minimize anticipated regret [33,34]. In addition, there is substantial evidence that medical decision making aims to minimize regret associated with wrong decisions [48-50].

Moreover, while descriptive, normative, and prescriptive theories [17] tend to evaluate individual outcomes, the approach presented here evaluates all of the outcomes in a holistic manner. Our approach is consistent with Reyna’s “gist” or “fuzzy trace theory” in which the decision-maker characterizes gist of each outcome to arrive at a given decision [51]. For example, consider that a decision maker is provided with a list of harms and benefits associated with each decision, as it is currently recommended by the practice guidelines panels [52]. In traditional theories, the decision maker evaluates a treatment strategy by reasoning on each of the harms and benefits associated with a given strategy. This, as discussed above, would mean integration of all multiple outcomes that often go in different directions typically within limited time-frame. Due to the complexity of these decisions, however, this approach overwhelms the decision maker as our brain capacity is limited. The regret DCA methodology quantifies the global attitudes of the decision maker towards a specific strategy without requiring separate reasoning for each of the harms and benefits. This holistic assessment occurs within the dual processing cognitive system, which evaluates collectively the harms and the benefits associated with each treatment alternative. By assessing trade-offs through both cognitive mechanisms-intuitive and deliberative—we believe that we can assess decision makers’ preferences more accurately.

In general, since our method relies on the elicitation of threshold probability we recommend using our methodology for every patient. As every patient’s values are different the threshold probability should indeed be patient-specific. For example, a physician may act “aggressively” for a young patient who is the father of two underage kids and less aggressively for an older patient. However, in the cancer biopsy example, it is expected that most of the patients should present with similar characteristics and therefore most physicians would settle in a small area of threshold probabilities. In this case repeating the elicitation process for every patient would be impractical. Nevertheless, this is an empirical question worthy of further investigation as alluded above.

Our approach may help reconcile formal principles of rationality and human intuitions about good decisions that may better reflect “rationality” in medical decision-making [21,32,46,47]. We hope that our theoretical work will stimulate empirical testing of the concepts outlined in this paper. Toward this end, we are currently working on developing a prescriptive computerized decision-support system to facilitate the application of the model described herein. Such a system is expected to be user friendly with built-in automatic manipulation of the complex calculations that may be off-putting to many users. We hope to report on testing of our system in the near future.

Conclusions
We have presented a decision making methodology that relies on regret theory and decision curve analysis to assist physicians in choosing between appropriate health care interventions. Our methodology utilizes the cognitive emotion of regret to determine the decision maker’s preferences towards available strategies and DCA to suggest the optimal decision for the specific decision maker. We believe that our approach is suitable for those clinical situations when the best management option is the one associated with the least amount of regret (e.g. diagnosis and treatment of advanced cancer, etc).

As with any other novel theoretical work, our approach has its limitations. First, it has not been empirically tested in a clinical setting. However, we are in the process of developing the appropriate decision support tools to bring our model into clinical practice and evaluate its usefulness with actual physicians and patients. Second, the methodology presented is appropriate for single point decision making. Further investigation is required to determine the application of regret theory to decisions that re-occur over time. Finally, we assume that there is only one decision maker involved in the decision process. Nevertheless, our plan for future work includes extending our methodology to shared decision-making that will include both physician and patient in the decision process and investigate whether in practice there is a difference between preferences and choices made by physicians and their patients.

We summarize the contribution presented in this paper as follows:

1. We propose a novel method for eliciting decision makers’ preferences towards treatment administration. Contrary to traditional methodologies on eliciting preferences, our method considers the consequences of potential mistakes in decisions. We propose a dual visual analog scale to capture errors of omission and errors of commission and, therefore, evaluate the trade-offs associated with each of the available strategies.
2. We have reformulated DCA from the regret theory point of view. Our approach is intuitively more appealing to a decision maker and should facilitate
3. Finally, we utilize the concept of acceptable regret to identify the circumstances under which a decision maker tolerate a wrong decision.

We envision facilitation of the decision process in clinical settings through a computerized decision support system available at the point of care. In fact, we are in the process of developing such a system and hope to report about it soon.
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Uncertainty about effects is a key factor influencing Institutional Review Boards' approval of clinical studies

Introduction

Institutional review boards (IRBs) are locally-administered groups that undertake review of research protocols involving humans to ensure they adhere to federal regulations, adequately protect human participants' rights and welfare, and are ethically sound.[1] In the United States, the federal law mandates[2] that the Office of Human Research Protections and the Food and Drug Administration authorize IRBs to review research protocols and related materials to decide whether to approve, require modifications in planned research prior to approval, or disapprove the research. Despite the pivotal role IRBs play in research conduct, little is known about what factors influence IRBs' decision to approve or not approve a study.

If the proposed study is deemed ethical and approved by one IRB then one would expect another IRB to draw a similar conclusion. However, research show that when IRB members at multiple sites are presented with the same research proposal, their reactions vary [3, 4]. Variations have been noted in the acceptable methods for recruitment of study participants [5, 6], designation of risk level [4, 7], type of concerns expressed or changes required[5, 8-11], and more importantly, approval versus disapproval decision [11, 12]. Empirical evidence from a systematic review of 43 studies found that the same clinical study which has been approved by one IRB in the United States gets disapproved by another IRB, and vice versa [3].

Given the inconsistency in IRB's reactions to the same proposal, it is imperative to examine what factors influence IRB members' decision to approve or not approve a study protocol. According to Henderson and colleagues [13], factors such as scientific purpose, level of uncertainty about efficacy of intervention under investigation, competing interest of a clinician (e.g., to advance scientific knowledge vs. provide best care to patients) may influence approval decision. IRB members also may differ on approval decisions based on perceived benefit of the treatment to current patients versus future patients. According to the Belmont Report [14] and Declaration of Helsinki [15], the primary goal of research is to help develop new health intervention that will help future patients, however, research ethics require that risks to subjects posed by participation in research is justified by the anticipated benefits to the current patients [16]. Similarly, health care professionals are duty-bound not to subjugate their duties to [current] patients' best interest to the utilitarian goals for the good of others [future patients] [17, 18]. Thus, enrollment into clinical studies is justified only if it can benefit study patients more than treating them outside of the trial [17]. In sum, a number of factors may affect IRB members' approval decision. To date, there has not been any systematic investigation of factors that impact IRB members' approval decision. Accordingly, the goal of
this study was to identify factors that influence IRB members’ decision to approve or not approve clinical studies.

Method

Research Design

This study comprises the qualitative component of a larger study employing mixed methods approach to examine factors that influence IRB members’ decision to approve or not approve a study protocol. Specifically partially mixed concurrent dominant status design [19] was employed whereby quantitative and qualitative components are conducted concurrently, the quantitative component being accorded more weight in addressing the research question, and mixing occurring at the data interpretation stage.

Sample selection and participant recruitment

Potential participants included IRB members from 128 colleges and universities representing 317 IRBs which are members of the Association of American Medical Colleges and members of the Public Responsibility in Medicine and Research (PRIM&R). We obtained the list of PRIM&R members and then cross-verified these members with the list of active IRB members affiliated with 128 colleges and universities to discard duplicates. We contacted potential participants via postal mail, email and phone calls. An initial advance letter alerting recipients to the upcoming survey was used when a mailing address was available. Email was the primary mode of contact. An announcement email echoing the language of the letter was sent with the intent to reach respondents about the same time as the letter. Follow-up email reminders, along with post cards and telephone reminders, when possible, were also used. The study was approved by the University of South Florida IRB (No: 107911).

Survey development, piloting, and administration

We developed a web-based survey employing vignettes. The vignettes depicted clinical study scenarios in which uncertainties and other factors potentially influencing approval of proposed research studies were used. We used a factorial design whereby seven aspects of each scenario (Table 1) were randomly varied in 15 phrases in each vignette to produce unique vignettes for each respondent (see P1-P15 in Figure 1). At the end of each vignette participants responded to the following three questions based on a 7-point Likert-type scale (1 = Definitely Not, 2 = Most Likely Not, 3 = Likely Not, 4 = May or May Not, 5 = Likely, 6 = Most Likely, 7 = Definitely):

- extent to which IRB members believed the proposed study will generate knowledge about medical treatment that will benefit future patients
- extent to which IRB members believed the treatment in the proposed study will improve outcomes in the study patients; and
- likelihood to approve the proposed the study
Participants also responded to the open-ended question, *Please briefly describe what factors influenced your decision to approve or not approve the proposed study.* Responses to this question constitute the qualitative data upon which our report is based. Participants were asked to assume that the described study was scientifically sound and appropriate, even though not described in detail. We pilot-tested the vignettes and the web-based survey among University of South Florida IRB members and members from our study team. A sample of IRBs members at academic institutions across the United States not part of the study participants provided expert review of the vignettes and the questions asked.

We administered the survey electronically to support the intricate branching and variable randomization of the vignettes. We programmed the survey in Sensus, an Internet survey tool licensed from Sawtooth Technologies. Each respondent was presented with four pairs of vignettes, with each pair representing one of the four types of clinical studies (phase I, phase II, randomized controlled trial [RCT], and a cohort study) and one randomly selected vignette. A randomized sequence of five integers was generated, one for each respondent to be sampled, which controlled the sequence of study design types to be presented in the four pairs and the additional vignette. For each of the nine vignettes, seven random digits were used to set the values for each of the experimentally varied factors in the vignettes. Thus, a total of 68 random digits were set in advance for each respondent, so that vignette content and sequencing were fully randomized across the respondents. The random digits were edited before use to eliminate the possibility of showing to a respondent two identical vignettes within the same questionnaire. Participants were emailed the link directing them to their own copy of the survey. Participants were not directly compensated, however, we inserted a $5 gift card into all advance letters sent as a small token of appreciation to create the expectation of reciprocity.

**Data analysis**

We employed thematic content analysis whereby two members of our research team coded independently participants’ significant statements in response to the open-ended question. By significant statement we refer to a statement containing a word or phrase classified under any of the nine predictors (a priori themes) or under an emergent theme. Responses were read in entirety to determine which a priori theme was implied. When none of the predictors was implied, we employed in vivo coding whereby a label was assigned to the response using a word or short phrase taken from that response. In vivo coding ensures that concepts stay as close as possible to respondents’ own words or use their own terms to capture key elements of the construct being described. To avoid redundancy, the method of constant comparison was employed whereby each code was constantly compared with the preceding ones.

To glean more information, we quantitized qualitative data using theme frequency and theme intensity [20]. Theme frequency refers to the number of participants who cited significant
statements classified under a particular theme, expressed as a percentage of all participants. Theme intensity refers to the number of statements referring to a particular theme, expressed a percentage of all statements cited for all themes. Computation of these two indices is tantamount to application of quantitative analysis of qualitative data, a strategy that allows for extraction of a greater amount of information from the qualitative responses then enhancing credibility of our findings [21].

We identified two extreme cases, approvers and non-approvers. Participants who indicated that they would “definitely approve” or “most likely approve” the study were classified as approvers whereas non-approvers included participants who indicated that they would “definitely not approve” or “most likely not approve” the study. By comparing themes from these two subgroups, we aimed to develop a richer, more in-depth understanding of factors that influence approval decisions, thus lending more credibility to our findings [22]. We investigated the association between approval decision and different factors with and without taking into account the multiple observations per participant. That is, in the context on regression analysis, we adjusted for multiple observations per person by applying the random-effect logit model. Regression analyses were conducted using Stata version 13.0.[23]

Results

Participants

Our study included 42 institutions with at least one person completing the final survey. A total of 230 IRB members completed the online survey. Ninety percent (N=203) of these participants provided response to the open-ended question, Please briefly describe what factors influenced your decision to approve or not approve the proposed study. Table 2 presents demographic characteristics of these respondents. Majority of the respondents had experience conducting clinical research (74%) and training in research ethics (65%). In total, 2,021 significant statements were made (Cohort: 377, Phase I: 501, Phase II: 416, and RCT: 808), that is, approximately 2 statements per participant.

Factors that influence approval decision: a priori themes

Table 3 (upper panel) presents descriptions of nine a priori themes with corresponding sample significant statements obtained by coding participants’ responses to the open-ended question. Uncertainty and adherence were the most frequently and intensely cited as influencing IRB members’ decision to approve or not approve the proposed study (Table 4, upper panel). Uncertainty was a consistent theme across all forms of clinical study design- phase 1 through RCT and in cohort studies. Uncertainty was inferred from significant statements containing phrases such as, “uncertain/ uncertainty,” “equipoise,” “risk/benefit, “not sure,” and/or “not known.” Examples of statements using uncertain/uncertainty included: “...risk to participants
too high for such an uncertain benefit...,” “OTC [over the counter] use of treatment W is of uncertain efficacy and safety,” “Uncertainty regarding preliminary efficacy of new treatment,” “Due to uncertainty indicated by experts...,” “...reflects the true uncertainty required for a RCT,” and “Research is done to address uncertainty. Therefore, whether the new Rx [treatment] will work in humans remains to be seen and that is exactly the purpose of research.” Statements using *equipoise* included: “There is equipoise because doctors are uncertain which of the two treatments are most effective and least toxic...” and “We are nearly at equipoise. The Z arm has slightly more risk and not much chance of more benefit but we’re pretty close. If 69% of docs [doctors] think Z is best, then we are obligated, as a scientific community, to see if this is true.” Statements using *risk/benefit* included: “benefits outweigh risks,” “...as long as study subjects know the risk/benefit ratio,” “...reasonable risk/benefit,” “Risk/benefit ratio is borderline acceptable,” and “risk seems low and potential benefit substantial.” Statements using *not sure* included: “With only a 30% rate of preventing severe disability, I am not sure whether it is worth it for patients to enroll in this study...,“ “A little troubled that extra blood or other safety features are not being used. Not sure this will show real change in outcomes but it may, therefore should be allowed to go ahead,” “If I were a patient with RA [Rheumatoid Arthritis], I think I would enroll in such a study but I’m not sure and that makes this hard,”

“QOL [quality of life] is very subjective so I would want to know more about what specifically they hope to improve and what those domains are. I am not sure if survival is an outcome here, but maybe improved QOL leads to a more positive outlook and may impact survival,” and “The study drug seems somewhat benign with few adverse events - not sure about known side effects. It may prove to be beneficial to a few participants or future patients that have severe arthritis. More research is needed to test for safety and efficacy.” Statements using *not known* included: “The study may involve substantial risks to subjects and the potential benefits, either for study patients or for future patients, are not known,” “Optimal dose is not known. No results from human studies. Animal studies with 1% prevention rate,” “Withholding a treatment p that prevents death to assess quality of life with other drug not known to prevent death,” and “A 5% success rate seems very low, especially when the optimal dose is not known. Participants have to stop their current medications which seem like a lot to ask when 95% of the patients or more will probably see no improvement in their symptoms. There is also the concern that results in animals may not transfer to humans.” Participants often attempted to quantify (un)certainty [24] using phrases such as “benefits outweigh risks,” “High probability of improved outcome,” ‘study success rate,” “...100% reduction in death...,” “...the risk/benefit ratio,” “...reasonable risk/benefit,” and “risk seems low and potential benefit substantial.”

Examples of statements describing adherence included: ”...patients don't have to stop standard of care treatments,” “1% effect is not strong enough to warrant discontinuing meds [medication],” “...fact that other treatments are not stopped might tip the scales in favor of approval,” and “... needing to stop current tx [treatment], doesn't add up to being worth it.”
Factors that influence approval decision: emergent themes

Table 3 (lower panel) presents descriptions of seven emerging themes obtained by coding participants’ responses to the open-ended question. Study design and harms were frequently and intensely cited to influence approval decision. Examples of comments related to study design included: “Only historic controls should be used ...;” “Design is appropriate;” “Only concern regards the choice of the cohort ...;” “The trial design appears acceptable for this study;” and “... RCT appears to be the best way to evaluate what will improve patient quality of life.” The finding related to study design was surprising in that despite the fact that the participants were clearly instructed to assume that design and methods of the study were sound and appropriate; nevertheless, they still made comments suggesting that study design influenced approval decision. It should be noted that problems with study design may influence the probability of a useful outcome, changing the risk-benefit ratio. In other words, problem with study design is closely linked with the uncertainty. Examples of statements describing study harms included “minimal adverse events reported in animals given Treatment S, “100% prevention of death with minimal side effect,” “Minimal adverse effects,” “...relatively non-toxic,” and “minimal adverse events in pts [patients] enrolled in Phase I trials reported.”

Many participants indicated that additional information was needed before the approval decisions could be made. Examples of statements included: “More info needed about the gene therapy. What mechanism of action?,” “There’s not enough information on Treatment V ... to evaluate the study and its effects on those not responding to treatment V,” “… would need more detail about the protocol to determine approval,” and “Would want to understand why no experts favor treatment P and see the literature available to make a decision.”

Besides study design and harms, information (i.e., the need for additional information before approval decision can be made) was frequently and intensely cited in the combined, Phase I, and RCTs subgroups as influencing the approval decision. In cohort and Phase II subgroups, however, this factor was only frequently cited as being influential.

Despite being instructed that as IRB members they have a responsibility to both current study participants and future patients, we found that approval decision was least influenced by whether a study was perceived to benefit both current and future patients (Theme #4 under Emergent themes in Table 3, lower panel). In fact, out of the 849 study vignettes that were approved, 13 (1.5%) were approved because they were perceived to benefit both current and future patients.

Identifying two extreme cases (53 approvers vs. 26 non-approvers), we found that uncertainty was frequently and intensely cited to influence approval decisions, odds ratios of 3.5 (CI: 1.3, 9.8) and 3.2 (CI: 1.1, 8.9), respectively, ignoring multiple observations per person (Table 5).
However, taking into consideration multiple observations per person, similar results were obtained for uncertainty: OR = 8.94 (CI: .93, 85.39), based on theme frequency. Furthermore, taking into consideration multiple observations per person, none of the variables was significantly associated with approval decision based on theme intensity. Overall, most factors, whether a priori themes or emergent themes, had little impact on approval decision.

Discussion

The findings from our study show that uncertainty about the intervention’s effect is critical in IRB members’ approval of clinical trials. This finding is consistent with prior research suggesting that clinical trials should only be conducted if there are uncertainties about the effects of competing interventions in terms of benefits and harms [18, 25, 26]. From an ethical standpoint, the development of therapeutics via testing in clinical research is justified only if uncertainties exist regarding the relative effects of new treatments versus established treatments. In the absence of such uncertainties, no research is justifiable as physicians would have prior knowledge regarding which treatment to recommend. Similarly, individual patients would not be willing to participate in such trials because it would amount to unnecessary exposure to known or unknown harms. In fact, when uncertainty is highest, randomization represents the most ethical and rational method of treatment allocation resulting in the maximum information gain. It is this “uncertainty requirement,” variously referred to as uncertainty of individual physicians (“theoretical equipoise”) [26], the physician and the patient (“uncertainty principle”) [27, 28], the community of expert practitioners or trialists (“clinical equipoise”) [29-31], or the community of patients, advocacy groups, and lay people (“community equipoise”) [32, 33], that makes it necessary and possible for people to participate in RCTs by ensuring an equal chance of being randomized to whichever turns out to be the superior treatment. If the results had high likelihood of predicting treatment success (e.g., >80% that one treatment was better than the other), it would be ethically unjustifiable to deny some patients access to the superior treatment, and such a trial would ideally not be approved by IRBs. This implies that new treatment could not have been developed. From the perspective of trial development, it is actually clinical equipoise that affects design of the trial, which in turn is expected to influence the IRB’s approval decision. This is the reason that our vignettes included the information on uncertainty about the proposed treatment at the level of research experts (Figure 1). Our findings are thus consistent with the notion that the IRB members actually adhere to the normative principles of equipoise.

Our results point that enrollment into clinical trials involves making choices that relate to uncertainties about hoped-for benefits and unknown harms that have not yet been observed by researchers or experienced by patients. Approval of a clinical trial represents a response of the IRB members to uncertainties, which in turn is a function of their beliefs about benefit and
harms of treatments under investigation. Our study showed that approval depends on the IRB members' beliefs about outcomes of treatments that are being tested, the beliefs that are to the large extent shaped by the uncertainties about likelihood of the patients being helped or harmed. This indicates that the IRBs should pay great attention how the information on benefits and harms are communicated to their members. We believe that improving standardization of the ways the protocol express uncertainties about treatment effects would improve the uniformity the research protocols review and the quality of the IRB review process.

An intriguing finding of our study is that IRB members seldom consider the potential benefits of a clinical study to both current and future patients in the decision to approve or not approve the study. What this finding suggests is not clear. Given that majority of IRB members in our sample had experience conducting clinical research (74%), one would expect that these IRB members would consider the potential benefits of clinical trials to both current and future patients as being important in their approval decision. Perhaps, despite IRB members' experience in clinical research, few of them consider the dual benefits of participation in clinical trials to current and future patients as being significant in trial approval decision. If that is the case then training of IRB members should emphasize on the importance of this factor in the approval decision because IRB members have a responsibility to both current study participants and future patients. Future researchers should investigate the relationship between IRB composition (e.g., in terms of experience in conducting clinical research, whether the IRB member is a scientist or non-scientist, etc.) and approval decision.

The finding that only 65% of the IRB members in our sample reported having had training in research ethics was puzzling. We suspect that participants understood "training in research ethics" to imply formal training only. Additionally, the routine training by IRB members might not be mandatory and therefore not all members might attend regularly.

Whereas information (i.e., the need for additional information before approval decision can be made) was not as influential in approval decision as adherence, research design and harms, it should be noted that information is related to uncertainty. That is, lack of knowledge or the need for additional information suggests increased uncertainty. Thus, if this factor is included under uncertainty, uncertainty emerges as the most influential factor in IRB approval decision. Our finding suggests the importance of communicating clearly information about the study design, current and expected benefit and harms and other aspects of trial useful to IRB members to consider in their decision to approve or not approve clinical studies.

An interesting finding to note is that, most of the a priori factors (e.g., potential benefit to current participants or to future patients, condition being addressed, competing interest of a clinician, procedures, scientific purpose, and therapy type) that previous research suggest may influence approval decision, were not supported by our study which is consistent with earlier
research suggesting that substantial variation exists in IRB assessment of standard protocols [4]. While it is argued that “IRB members are most effective when they are conversant with the federal rules and regulations,” [34] our findings suggest that whether the study conduct follows regulatory measures or not seem to have minimal impact on approval decisions. The take-home message, especially for epidemiological researchers, is to carefully consider factors that impact IRB approval decision when preparing research protocols.

Our findings are not without limitations. Our analysis is based on nine factors identified from the literature and seven themes that emerged from data analysis. As the comments of the participants indicated, this may not be an exhaustive list of factors that may influence approval decision, which in turn may limit our conclusions. Nevertheless, the factors we took into account are overwhelming considered by the majority of the authors as the key factors that, at least, normatively must be paid attention to during IRB approval process [13]. We also cannot exclude the possibility that familiarity with the literature on IRB decision-making might have unconsciously predisposed us to a confirmation bias (i.e., the tendency for interpretations and conclusions based on new data to be overly congruent with prior findings) especially where rival themes were absent. However, to counteract this, not only did we determine emergent themes, to facilitate in-depth understanding of all themes, both the frequency and intensity effect sizes also were determined and compared with the quantitative findings.

In conclusion, we present the first comprehensive analysis of the most important factors affecting IRB members’ research protocols approval. We found that perceived uncertainty about benefits and harms of the treatment proposed in a research protocol is a key driver of the study approvals. This, in turn, calls for improved standardization in the communications of information on benefits and harms in the research protocols considered by the IRBs.
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Table 1

*Variable Included in Questionnaire Vignettes*

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value (Description)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Condition</td>
<td>Metastatic pancreatic cancer (deadly cancer, affect survival) or rheumatoid arthritis (disabling arthritis, affect quality of life)</td>
</tr>
<tr>
<td>2 Uncertainty</td>
<td>Effects of the treatment/intervention, ranging from 1% to 100%</td>
</tr>
<tr>
<td>3 Therapy type</td>
<td>May be over the counter, gene therapy, or other</td>
</tr>
<tr>
<td>4 Study procedures</td>
<td>A study that requires additional testing/treatment, including invasive procedures or a study that does not require testing/treatment</td>
</tr>
<tr>
<td>5 Adherence to protocol</td>
<td>A study that requires stopping treatment in progress (strict protocol) or a study that does not require stopping treatment in progress</td>
</tr>
<tr>
<td>6 Scientific purpose</td>
<td>Either an explanatory trial (under ideal conditions of a research) or pragmatic (in a real medical practice)</td>
</tr>
<tr>
<td>7 Interest of a clinician</td>
<td>Either to advance scientific knowledge (scientific focus) or to provide best care for patients (patient care focus)</td>
</tr>
</tbody>
</table>
Table 2
Demographic Characteristics of Participants

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Number</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>118</td>
<td>57</td>
</tr>
<tr>
<td>Male</td>
<td>90</td>
<td>43</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-44</td>
<td>26</td>
<td>12</td>
</tr>
<tr>
<td>45-59</td>
<td>63</td>
<td>30</td>
</tr>
<tr>
<td>60-74</td>
<td>45</td>
<td>22</td>
</tr>
<tr>
<td>75+</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Not Reported</td>
<td>70</td>
<td>34</td>
</tr>
<tr>
<td>Rank</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assistant Professor</td>
<td>21</td>
<td>10</td>
</tr>
<tr>
<td>Associate Professor</td>
<td>36</td>
<td>17</td>
</tr>
<tr>
<td>Full Professor</td>
<td>34</td>
<td>16</td>
</tr>
<tr>
<td>Instructor</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Not Applicable</td>
<td>27</td>
<td>13</td>
</tr>
<tr>
<td>Other</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td>Not Reported</td>
<td>70</td>
<td>34</td>
</tr>
<tr>
<td>Experience (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 - 5</td>
<td>56</td>
<td>27</td>
</tr>
<tr>
<td>6 - 10</td>
<td>51</td>
<td>25</td>
</tr>
<tr>
<td>11 - 15</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>16 - 20</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>20+</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Not Reported</td>
<td>69</td>
<td>33</td>
</tr>
</tbody>
</table>
Table 3
Themes, Descriptions/Definitions, and Sample Significant Statements

<table>
<thead>
<tr>
<th>Theme</th>
<th>Description of a Theme (Italicized) and Sample Significant Statement (In Quotes)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A priori themes</strong></td>
<td></td>
</tr>
<tr>
<td>1. Future benefit</td>
<td><strong>Knowledge gained from the study can benefit future patients</strong></td>
</tr>
<tr>
<td></td>
<td>&quot;...benefit to future patients seems clearer&quot; and &quot;There may be benefits for future patients&quot;</td>
</tr>
<tr>
<td>2. Current benefit</td>
<td>Knowledge gained from the study can benefit current patients (study participants)</td>
</tr>
<tr>
<td></td>
<td>&quot;Given no high <strong>benefit of current treatment</strong>, risk to participants is too high...&quot;</td>
</tr>
<tr>
<td>3. Condition</td>
<td><strong>Condition being addressed (metastatic pancreatic cancer vs. rheumatoid arthritis)</strong></td>
</tr>
<tr>
<td></td>
<td>&quot;Pancreatic cancer is lethal...&quot; and &quot;The disease is not as fatal as pancreatic cancer&quot;</td>
</tr>
<tr>
<td>4. Uncertainty</td>
<td>Level of effect of the treatment or intervention (e.g. expressed as % or risk/benefit ratio)</td>
</tr>
<tr>
<td></td>
<td>&quot;Due to uncertainty indicated by experts...&quot;</td>
</tr>
<tr>
<td>5. Interest</td>
<td><strong>To advance scientific knowledge or to provide best care to patients</strong></td>
</tr>
<tr>
<td></td>
<td>&quot;This study is for science and not for the patient.&quot;</td>
</tr>
<tr>
<td>6. Adherence</td>
<td><strong>Whether the study adheres to protocol (e.g., require stopping concurrent treatments) or not</strong></td>
</tr>
<tr>
<td></td>
<td>&quot;...that participants will not have to stop concurrent Rheumatoid Arthritis treatment&quot;</td>
</tr>
<tr>
<td>7. Procedures</td>
<td><strong>Whether the study requires additional testing/treatment and procedures or not</strong></td>
</tr>
<tr>
<td></td>
<td>&quot;...will not have additional procedures lessens the risks associated with the study...&quot;</td>
</tr>
<tr>
<td>8. Purpose</td>
<td><strong>Whether the study is conducted under ideal conditions or in a real medical practice</strong></td>
</tr>
<tr>
<td></td>
<td>&quot;...if the 80% is proven correct, even with the ideal conditions of the current study.&quot;</td>
</tr>
<tr>
<td>9. Therapy type</td>
<td>Whether over the counter, gene therapy, or other medications is used in the study</td>
</tr>
<tr>
<td></td>
<td>&quot;Gene therapy has significant risks and the expected future beneficiaries are few (1%)&quot;</td>
</tr>
<tr>
<td><strong>Emergent themes</strong></td>
<td></td>
</tr>
<tr>
<td>1. Information</td>
<td>Additional information is needed before approval decision can be made</td>
</tr>
<tr>
<td></td>
<td>&quot;Before approving the study, I would want additional information...&quot;</td>
</tr>
<tr>
<td>2. Regulatory</td>
<td>Whether the study conduct follows regulatory measures or not</td>
</tr>
<tr>
<td></td>
<td>&quot;No FDA approval on treatment Z&quot; and &quot;Acceptable with adequate informed consent&quot;</td>
</tr>
<tr>
<td>3. Authority</td>
<td>Participant defers approval decision to senior IRB members</td>
</tr>
<tr>
<td></td>
<td>&quot;I would consider approving the study based on the information provided at the full board meeting from members with more expertise than I have&quot;</td>
</tr>
<tr>
<td>4. Benefit both</td>
<td>Knowledge gained from the study can benefit both current and future patients</td>
</tr>
<tr>
<td></td>
<td>&quot;If something could be learned for future patients without harming current patients,...&quot;</td>
</tr>
<tr>
<td>5. Coercive</td>
<td>There is a possibility that participants are coerced into participating in the study</td>
</tr>
<tr>
<td></td>
<td>&quot;You cannot talk about preventing death in metastatic cancer!! That is coercive language.&quot;</td>
</tr>
<tr>
<td>6. Design</td>
<td><strong>Extent to which the study design is appropriate for the proposed research</strong></td>
</tr>
<tr>
<td></td>
<td>&quot;...no randomization to treatment&quot; and &quot;don’t need control cohort in phase 1 or 2 trials.&quot;</td>
</tr>
<tr>
<td>7. Harms</td>
<td><strong>Extent to which harms to participants in the study is addressed</strong></td>
</tr>
<tr>
<td></td>
<td>&quot;The safety parameters of this study are improved relative to the study of Treatment T&quot;</td>
</tr>
</tbody>
</table>
Table 4
Theme “Frequency” and “Intensity” (Expressed as %)

<table>
<thead>
<tr>
<th>Themes</th>
<th>Combined</th>
<th>Cohort</th>
<th>Phase I</th>
<th>Phase II</th>
<th>RCT</th>
</tr>
</thead>
<tbody>
<tr>
<td>A priori themes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1) Future benefit</td>
<td>1.1</td>
<td>0.8</td>
<td>1.4</td>
<td>1.1</td>
<td>0.5</td>
</tr>
<tr>
<td>2) Current benefit</td>
<td>1.3</td>
<td>1.0</td>
<td>0.7</td>
<td>0.5</td>
<td>1.1</td>
</tr>
<tr>
<td>3) Condition</td>
<td>7.5</td>
<td>5.5</td>
<td>6.9</td>
<td>5.3</td>
<td>4.3</td>
</tr>
<tr>
<td>4) Uncertainty</td>
<td>34</td>
<td>25</td>
<td>36</td>
<td>28</td>
<td>35</td>
</tr>
<tr>
<td>5) Interest</td>
<td>5.3</td>
<td>3.9</td>
<td>6.2</td>
<td>4.8</td>
<td>4.9</td>
</tr>
<tr>
<td>6) Adherence</td>
<td>24</td>
<td>17</td>
<td>20</td>
<td>15</td>
<td>27</td>
</tr>
<tr>
<td>7) Procedures</td>
<td>7.1</td>
<td>5.2</td>
<td>8.3</td>
<td>6.4</td>
<td>6.5</td>
</tr>
<tr>
<td>8) Purpose</td>
<td>2.1</td>
<td>1.5</td>
<td>0.3</td>
<td>0.3</td>
<td>1.6</td>
</tr>
<tr>
<td>9) Therapy type</td>
<td>3.0</td>
<td>2.2</td>
<td>2.4</td>
<td>1.9</td>
<td>3.8</td>
</tr>
<tr>
<td>Emergent themes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1) Information</td>
<td>15</td>
<td>11</td>
<td>12</td>
<td>9.0</td>
<td>15</td>
</tr>
<tr>
<td>2) Regulatory</td>
<td>2.4</td>
<td>1.8</td>
<td>2.1</td>
<td>1.6</td>
<td>3.3</td>
</tr>
<tr>
<td>3) Authority</td>
<td>0.2</td>
<td>0.1</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>4) Benefit both</td>
<td>1.9</td>
<td>1.4</td>
<td>1.7</td>
<td>1.3</td>
<td>1.4</td>
</tr>
<tr>
<td>5) Coercive</td>
<td>0.5</td>
<td>0.3</td>
<td>0.0</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>6) Design</td>
<td>17</td>
<td>12</td>
<td>17</td>
<td>13</td>
<td>18</td>
</tr>
<tr>
<td>7) Harms</td>
<td>14</td>
<td>11</td>
<td>15</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td>8) No response</td>
<td>20</td>
<td>-</td>
<td>20</td>
<td>-</td>
<td>21</td>
</tr>
</tbody>
</table>

Note: Freq. = Frequency; Int. = Intensity; Combined = All participants who responded to the vignettes; † = Total number of vignette responses; $\dagger$ = Total number of themes cited; Frequency or intensity ≥ 10% is in bold face type font
Table 5

**Theme Frequency and Intensity for Approvers Versus Non-Approvers**

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Approver</td>
<td>Non-apposer</td>
</tr>
<tr>
<td></td>
<td>(N_r = 53)</td>
<td>(N_r = 26)</td>
</tr>
<tr>
<td>A priori themes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1) Future benefit</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2) Condition</td>
<td>11</td>
<td>15</td>
</tr>
<tr>
<td>3) Uncertainty</td>
<td>57</td>
<td>27</td>
</tr>
<tr>
<td>4) Interest</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>5) Adherence</td>
<td>25</td>
<td>27</td>
</tr>
<tr>
<td>6) Procedures</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>7) Therapy type</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Emergent themes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1) Information</td>
<td>6</td>
<td>19</td>
</tr>
<tr>
<td>2) Regulatory</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>3) Authority</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>4) Benefit both</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>5) Design</td>
<td>19</td>
<td>27</td>
</tr>
<tr>
<td>6) Harms</td>
<td>21</td>
<td>8</td>
</tr>
</tbody>
</table>

Note: * = significant at .05 level; N_r = number of respondents; N_s = number of significant statements; OR = odds ratio; CI = 95% confidence interval.
Instructions
Please review the following vignette carefully and answer the three questions following the vignette. In your review of this vignette, please assume that the design and methods of the study are scientifically sound and appropriate, even though they are not described in detail. Do not focus on providing criticism of information that is lacking (i.e., sample size, inclusion criteria) [P1]. Instead, consider the overall description of the study. Please remember that as an Institutional Review Board member, you have a responsibility to both participants in the study and people who may later be given the treatment being tested if it is found to be safe and effective. We refer to people who may get the treatment at a later time as “future patients.”

Metastatic pancreatic cancer [P2] is a deadly [P3] condition. Most metastatic pancreatic cancer patients live for three to four months after diagnosis. Currently, death [P4] can be prevented in half of those patients suffering from Metastatic pancreatic cancer by prescribing an existing treatment (Treatment Y). An alternative treatment [P5] (Treatment X) has been developed during the last 3 years to treat another disease. Patients who have taken Treatment X and patients who have taken Treatment Y have experienced minimal adverse events.

Some health care providers have been using Treatment X off label to treat patients with metastatic pancreatic cancer. Treatment X is not approved by the Food and Drug Administration (FDA) for the treatment of metastatic pancreatic cancer. Doctors are uncertain which of these two treatments is the most effective and the least toxic. If either drug fails to treat a patient’s metastatic pancreatic cancer the patient will most certainly die [P6].

A group of investigators have submitted a proposal to your Institutional Review Board proposing a randomized controlled trial (RCT) testing whether treatment X is better than treatment Y in improving patients’ survival [P7]. That is, their goal is to learn which of these two treatments improves survival [P8] better under the ideal conditions of a research study and not necessarily [P9] in a real medical practice. The proposed trial is a well-designed RCT in which treatment assignment is determined by chance (random assignment). In other words, there is a 50% [P10] chance of patients receiving Treatment X versus Treatment Y. The enrolled participants will be advised to follow the study treatment protocol, which will require stopping all concurrent metastatic pancreatic cancer treatment(s) upon initiation of the study. The RCT targets 40-60 year old adult patients.

The results of a survey of 100 leading experts on metastatic pancreatic cancer are available to you. The survey indicates that 50 experts [P11] favor treatment X and 50 experts [P12] favor treatment Y. Participation in this trial does [P13] requires additional testing and procedures over and beyond routine care. This might [P14] include frequent blood tests, x-rays, and possibly endoscopy or other invasive procedures. The investigators want to enroll patients in this study because their primary goal is to advance scientific knowledge [P15].
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Purpose: The threshold model represents one of the most important advances in medical decision-making but it has never been empirically tested in real-life. We aimed to empirically test the regret-based threshold model in the end of life setting where patients choose between hospice care and treatment.

Methods: According to the regret-based threshold model there must be some probability of death (pDeath) at which patients should be indifferent (Pt) between hospice care (Hospice) and continuing treatment targeted at their disease (Rx). The model predicts that if pDeath>Pt, patients should choose hospice; if pDeath<Pt, they should opt for Rx. We tested these predictions by interviewing 134 terminally ill patients facing Rx vs. Hospice decisions. We determined Pt by eliciting regret of omission (i.e. losing benefits of hospice care) and regret of commission (i.e. incurring harms from unnecessary treatment) using a dual visual analogue scale. We estimated pDeath over 6-month interval using the Palliative Performance Scale (PPS) and adjusted PPS prognostic model. We compared the regret-based threshold model recommendation to the patients’ choice at two different time frames: immediately after the interview and one month after the interview to study the patients’ preferences and actual choice of care. We used Cramer V (effect size) to calculate the strength of agreement between the model recommendations and the patients’ preferences and actual choice, respectively.

Results: We observed statistically significant agreement between the model recommendations and the patients’ stated preferences (p<0.0001). Out of 134 patients 111 (83%) agreed with the model recommendations immediately after the interview, 6 patients (4%) disagreed, and 17 (13%) were unsure about their preferences (figure). This converts into very large effect size (0.84). 111/134 patients were approached one month after the interview to determine what type of care the patients actually chose: 59 (53%) chose according to the model recommendations; 39 (35%) chose a different option than the model’s recommendation; and 13 (12%) patients remained unsure. While the association remains statistically significant (p=0.0067), the effect size dropped to 0.21 indicating medium effect.

Conclusions: The regret-based threshold model strongly predicts what patients think they would want (preferences) and moderately predicts the patients’ actual choice. This is the first empirical study testing the threshold model in a real-life setting.
Figure. Agreement between patient preferences and regret threshold model recommendation. Effect size 0.84.

References

Empirical evaluation of the acceptable regret model of medical decision-making
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Purpose: The acceptable regret model postulates that under specific circumstances decision makers may tolerate wrong decisions [REF]. The purpose of this work is to empirically evaluate the acceptable regret model of decision-making in end-of-life care settings, where terminally ill patients are torn between decision to seek curative treatment vs. accepting hospice/palliative care.

Methods: We conducted interviews with 23 patients enrolled in the study assessing their preferences about treatment choice in the end-of-life setting. After providing information about their life expectancy and assessing overall regret of potentially wrong choice [CITE DVAS], we elicited the patients’ level of acceptable regret. We first assessed the patients’ tolerance for wrongly accepting hospice care and then measured the patients’ tolerance toward continuing unnecessary treatment. For the purposes of our study, a treatment was considered unnecessary if a patient dies within 6 months of the treatment. Accepting hospice care was considered a wrong decision if a patient survives longer than 6 months after the referral to hospice. We use the elicited acceptable regret levels to compute: 1) the probability of death above which a patient would tolerate wrongly accepting hospice care and 2) the probability of death below which a patient would tolerate unnecessary treatment.

Results: We found that the median probability of death above which a decision maker would tolerate wrongly accepting hospice care is 98%, while the median probability of death below which a decision maker would tolerate unnecessary treatment is 4%. The results indicate that patients do require high level of certainty to make a decision to be comfortable with potentially wrong decision (<4% and >98%, respectively). We also found that there is no statistical association between the values of acceptable regret related to wrong hospice referral (mean=1.68; SD=2.3; min=0; max=7.28) are different than the values associated with unnecessary treatment (mean=1.27; SD=1.97; min=0; max=6.58) (p>0.05). This finding shows that patients accept wrong competing decisions at similar levels.

Conclusions: We have elicited preliminary empirical data that corroborated the acceptable regret theory. Our results may explain why has been so difficult to provide palliative care in the end of life setting.

Findings:

1. Probability of death below which a patient would tolerate unnecessary treatment

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ptreatmentall</td>
<td>23</td>
<td>0.0512536</td>
<td>0.0585191</td>
<td>0</td>
<td>0.2358326</td>
</tr>
</tbody>
</table>

2. Probability of death above which a patient would tolerate wrong hospice referral

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phospiceall</td>
<td>23</td>
<td>0.9335378</td>
<td>0.0862881</td>
<td>0.7039439</td>
<td>1</td>
</tr>
</tbody>
</table>
3. As shown by 1 and 2, the majority of patients will accept wrong decisions when events are almost certain (~2% or ~98%).

4. Acceptable regret Rx

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>RgRh</td>
<td>23</td>
<td>1.274084</td>
<td>1.970447</td>
<td>0</td>
<td>6.584267</td>
</tr>
</tbody>
</table>

5. Acceptable regret hospice

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>RgRb</td>
<td>23</td>
<td>1.685227</td>
<td>2.348523</td>
<td>0</td>
<td>7.2814</td>
</tr>
</tbody>
</table>

6. From 4 and 5, there is no significant difference between the means or SD for RgRh and RgRb (t-test)

7. There is no significant difference between the means or SD for RgRh and RgRb enrolled to hospice subgroups (t-test)
ABSTRACT

**Background:** Pancreatic adenocarcinoma is a disease which has both an overall poor prognosis and treatment which can carry significant morbidity and even mortality. Because of this, physicians are frequently left with a difficult choice of being passive and allowing the disease to run its course, or be aggressive with the potential for significant high-quality survival, but also the potential of significant short-term complications. Physicians may regret either choice if the outcome is poor. Regret theory serves as a framework linking both rationality and intuition, in order to determine an optimal course of action for physicians and surgeons caring for patients with pancreatic adenocarcinoma.

**Methods:** Based on previous work, we generated a Cox regression model using four variables which have been shown to impact overall survival for patients with pancreatic adenocarcinoma: Pretreatment stage, resection, pretreatment vitality, and pathologic stage. We then evaluated the model using regret based decision curve analysis (regret DCA), which translates the probability estimated by the model to a decision by taking into account the decision maker’s preference expressed in terms of threshold probability. By taking into account decision-maker’s preferences, the analysis modeled three possible choices: always perform surgery on all patients, never perform surgery in any patient, and act according to the prediction model.

**Results:** 153 consecutive patients with pancreatic adenocarcinoma of all stages were seen and evaluated by a single surgeon at a tertiary referral center. Preoperative stage (p=0.005, CI 1.19-2.27), resection (p=0.007, CI 0.27-0.82), vitality (p<0.001, CI 0.96-0.98) and pathologic stage (p<0.001, CI 3.06-16.05) were each independent predictors of overall survival. As seen in figure 1, for a threshold probability <50% (decision maker considers failing to operate more regretful than unnecessary surgery treatment), the least regretful decision and therefore the optimal decision is to operate on all patients regardless of the model prediction. For a threshold probability >50% (decision maker considers administering unnecessary surgery more regretful than failing to operate), the optimal decision is to follow the recommendations of the model and contrast the threshold probability (i.e., decision-makers’ preferences) to the model’s prediction of death. Specifically, for a threshold probability > 50% treatment should be administered if the probability of death as predicted by the model is greater than the threshold probability, and treatment should be held if the probability of death is less than the threshold probability.

**Conclusions:** Regret theory in conjunction with regret based decision curve analysis provides a novel perspective in treatment in decisions by incorporating the decision-maker’s preferences with his/her
estimates about benefits and harms of performing surgery. We used this framework to analyze the
decision to operate on patients with pancreatic adenocarcinoma. In this setting, surgery is always the
preferable choice when regret of failing to operate is greater than the regret of unnecessary surgery.
Conversely, when the regret of performing unnecessary surgery is greater, the surgeon should adhere to
the survival prediction models.

Figure 1. Regret based Decision Curve Analysis for a Cox model developed to predict survival for patients
suffering from pancreatic adenocarcinoma. In regret DCA, the optimal decision is the action which will
bring the least amount of regret in case it is proven wrong, in retrospect. Therefore, for threshold
probabilities less than 50%, the optimal decision is to operate on all patients while for threshold
probabilities greater than 50% the optimal decision corresponds to utilization of the prediction model.
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**Background:** Over one million Medicare beneficiaries receive hospice care annually. However, besides the well documented advantages of hospice, many Americans do not enjoy maximum benefit from the hospice care. The fundamental reason for this is related to the inappropriate and poorly timed referral of terminally ill patients to hospice. As a result, many patients die within a few days of referral, while some live many years after the referral was made. Improvement in the accuracy of prognosis translates into superior quality of care. Predictions based on statistical modeling have been shown to be superior to physicians’ prognostication. However, very few of these statistical models have been externally validated in terminally ill patients. Here we report the external validation of 5 most commonly used prognostication models in a cohort of terminally ill patients: 1) declining exponential approximation of life expectancy (DEALE) 2) study to understand prognoses and preferences for outcomes and risks of treatments (SUPPORT), 3) adjusted palliative performance scale (PPS), 4) adjusted Karnofsky performance scale index (Karnofsky) and 5) adjusted eastern cooperative oncology group performance status (ECOG).

**Methods:** We retrospectively extracted data from 590 deceased patients enrolled in Tampa Bay Lifepath Hospice and Palliative Care starting January 2009 and going backwards to validate the prognostic models. Two research assistants extracted all data necessary to populate the model variables and two faculty members randomly checked 25% of the data for accuracy. The models were tested against observed survival duration. PPS, Karnofsky and ECOG risk scores were predicted using a flexible family of Royston-Parmar parametric models and adjusted for age, gender and presence of cancer. We utilized several metrics to assess the performance of these models. Specifically, we used the Brier score and scaled Brier score (which is very similar to the Pearson correlation coefficient $R^2$), the area under the receiver operating characteristic curve (AUROC), and the Hosmer-Lemshow goodness-of-fit p-value (HL).

**Results:** Brier scores were consistently below the non-informative level of 0.25 and AUROC significantly higher than the non-informative level of 0.5 for the adjusted PPS, Karnofsky and ECOG models (table 1). The HL p-value was consistently greater than 0.1 only for PPS. SUPPORT and DEALE models did not predict fit our data well for survival at day one and month one, two and six. The AUROC takes a value close to 0.5, even though the Brier scores were relatively low and HL p-value greater than 0.05, this value is significantly close to 0.5 for SUPPORT and DEALE models (table 1).

**Conclusion:** None of the prognostication models accurately predicted survival among our cohort of terminally ill patients. However, PPS consistently performed best in predicting survival in terminally ill patients followed by Karnofsky and ECOG.
<table>
<thead>
<tr>
<th>Model performance metrics</th>
<th>PPS</th>
<th>Karnofsky</th>
<th>ECOG</th>
<th>DEALE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Day 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brier</td>
<td>0.089</td>
<td>0.089</td>
<td>0.106</td>
<td>0.106</td>
</tr>
<tr>
<td>Brier Scaled</td>
<td>8.80%</td>
<td>4.30%</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>AUROC (95%CI)</td>
<td>0.747 (0.68, 0.813)</td>
<td>0.747 (0.693, 0.810)</td>
<td>0.709 (0.648, 0.771)</td>
<td>0.526 (0.467, 0.58)</td>
</tr>
<tr>
<td>HL p-value</td>
<td>0.26</td>
<td>0.17</td>
<td>0.11</td>
<td>0.44</td>
</tr>
<tr>
<td><strong>Day 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brier</td>
<td>0.179</td>
<td>0.178</td>
<td>0.293</td>
<td></td>
</tr>
<tr>
<td>Brier Scaled</td>
<td>16%</td>
<td>15.30%</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td>AUROC</td>
<td>0.768 (0.726, 0.810)</td>
<td>0.778 (0.737, 0.818)</td>
<td>0.719 (0.676, 0.761)</td>
<td></td>
</tr>
<tr>
<td>HL p-value</td>
<td>0.29</td>
<td>0.04</td>
<td>0.57</td>
<td></td>
</tr>
<tr>
<td><strong>Day 6 (Median)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brier</td>
<td>0.199</td>
<td>0.194</td>
<td>0.363</td>
<td></td>
</tr>
<tr>
<td>Brier Scaled</td>
<td>20.10%</td>
<td>19.40%</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>AUROC (95%CI)</td>
<td>0.775 (0.739, 0.816)</td>
<td>0.787 (0.749, 0.823)</td>
<td>0.721 (0.679, 0.764)</td>
<td></td>
</tr>
<tr>
<td>HL p-value</td>
<td>0.43</td>
<td>0.008</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td><strong>Day 10</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brier</td>
<td>0.179</td>
<td>0.183</td>
<td>0.253</td>
<td></td>
</tr>
<tr>
<td>Brier Scaled</td>
<td>26.70%</td>
<td>25.90%</td>
<td>4.70%</td>
<td></td>
</tr>
<tr>
<td>AUROC (95%CI)</td>
<td>0.795 (0.757, 0.834)</td>
<td>0.798 (0.761, 0.836)</td>
<td>0.742 (0.697, 0.786)</td>
<td></td>
</tr>
<tr>
<td>HL p-value</td>
<td>0.15</td>
<td>0.01</td>
<td>0.61</td>
<td></td>
</tr>
<tr>
<td><strong>Day 30</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brier</td>
<td>0.122</td>
<td>0.127</td>
<td>0.095</td>
<td>0.099</td>
</tr>
<tr>
<td>Brier Scaled</td>
<td>37.80%</td>
<td>37.50%</td>
<td>12.30%</td>
<td>2.44%</td>
</tr>
<tr>
<td>AUROC (95%CI)</td>
<td>0.781 (0.725, 0.838)</td>
<td>0.787 (0.734, 0.839)</td>
<td>0.722 (0.651, 0.794)</td>
<td>0.52 (0.467, 0.57)</td>
</tr>
<tr>
<td>HL p-value</td>
<td>0.62</td>
<td>0.25</td>
<td>0.484</td>
<td>0.92</td>
</tr>
<tr>
<td><strong>Day 60</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brier</td>
<td>0.084</td>
<td>0.088</td>
<td>0.04</td>
<td>0.045</td>
</tr>
<tr>
<td>Brier Scaled</td>
<td>47.40%</td>
<td>47.70%</td>
<td>18.70%</td>
<td>16.10%</td>
</tr>
<tr>
<td>AUROC (95%CI)</td>
<td>0.745 (0.653, 0.837)</td>
<td>0.781 (0.689, 0.871)</td>
<td>0.739 (0.62, 0.858)</td>
<td>0.543 (0.468, 0.61)</td>
</tr>
<tr>
<td>HL p-value</td>
<td>0.29</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td><strong>Day 180</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brier</td>
<td>0.041</td>
<td>0.05</td>
<td>0.006</td>
<td>0.1</td>
</tr>
<tr>
<td>Brier Scaled</td>
<td>63.20%</td>
<td>58.60%</td>
<td>31.20%</td>
<td>NA</td>
</tr>
<tr>
<td>AUROC (95%CI)</td>
<td>0.55 (0.452, 0.648)</td>
<td>0.51 (0.314, 0.71)</td>
<td>0.59 (0.355, 0.83)</td>
<td>0.7 (0.386, 1)</td>
</tr>
<tr>
<td>HL p-value</td>
<td>0.59</td>
<td>0.54</td>
<td>0.22</td>
<td></td>
</tr>
</tbody>
</table>

CI: confidence interval, HL: Hosmer-Lemshow statistics, AUROC: area under the receiver operating characteristic curve
A regret theory approach to decision curve analysis

Iztok Hozo¹, Athanasios Tsalatsanis², Andrew Vickers³, Benjamin Djulbegovic²,⁴
¹Indiana University, ²University of South Florida, Center for Evidence-based Medicine, ³Memorial Sloan Kettering Cancer Center, NY and H. ⁴Lee Moffitt Cancer Center & Research Institute, Tampa, FL

**Purpose:** Decision curve analysis (DCA) has been proposed as an alternative method for evaluation of diagnostic tests, prediction models, and molecular markers [MDM 2006;26:565]. We re-formulated DCA from the regret theory point of view to take into consideration decision consequences [MDM 2008;28:540].

**Methods:** First, we constructed a classic decision tree describing three decision alternatives: treat, do not treat, and treat/no treat based on a predictive model. We then computed the expected regret for each of these alternatives as the difference between the utility of the action taken and the utility of the action that should have been taken, in retrospect. We evaluated the expected regret(s) for the tree using different weightings regarding regret associated with “omissions” (e.g. failure to treat) vs. “commissions” (e.g. treating unnecessary). For any pair of strategies, we measure the difference in net expected regret (NERD), by subtracting the expected regret of each alternative from the other. Finally, using the concept of acceptable regret-the range at which potential regret associated with wrong decisions becomes acceptable—we identified the circumstances where acting on a given strategy will be acceptable even if the decision was wrong.

**Results:** We first showed that NERD is equivalent to net benefits as described in the original DCA. The regret re-formulation of the original DCA model showed an asymmetry in decision-making. That is, the decision-maker seems to weigh (=the threshold probability at which a decision-maker is indifferent between two actions) regret associated with failure to treat much higher than the regret related to unnecessary treatment. This is because the decision-maker weights true positive results to a much greater extent than false-positive results. Similarly, different attitudes toward omissions vs. commissions identified different circumstances when the decision-maker can “live with” regret even if the decision was wrong, in retrospect. The symmetry in the decision-making was re-instated when the weighting for false-positive and false-negative results was identical.

**Conclusions:** We present an alternative derivation of the DCA based on regret theory. Under assumptions of unequal weighting, the regret approach generates identical results to the original DCA. The regret approach may also be intuitively more appealing to a decision-maker, particularly in those clinical situations when the best management option is the one associated with the least amount of regret (e.g. treatment of advanced cancer, etc).
ANTICIPATORY REGRET OF COMMISSION BUT NOT OMISSION LEADS TO LOW POSTDECISIONAL REGRET IN TERMINALLY ILL PATIENTS

Benjamin Djulbegovic1, Jason Beckstead2, Athanasios Tsalatsanis1, Rahul Mhaskar1, Alexandra Flynn3, Orlando Fabelo4, Howard Tuch5, Ambuj Kumar1, Elizabeth Pathak6, Iztok Hozo7, Paul Jacobsen3 1 Medicine, Division of EBM, University of South Florida, Tampa, United States, 2 College of Nursing, University of South Florida, Tampa, United States, 3 Health Outcomes & Behavior, H. Lee Moffitt Cancer Center and Research Institute, Tampa, United States, 4 Clinical Research, TGH, Tampa, United States, 5 Palliative Medicine, University of South Florida, Tampa, United States, 6 Medicine, Division of EBM, University of South Florida, Tampa, United States, 7 Mathematics, Indiana University, Gary, United States

Background: A substantial body of the literature in nonmedical domains indicates that, when making their choices, the people tend to be regret averse: they anticipate regret to avoid post-decisional regret. In the terminal phase of life, the patients face regret of omission (failure to accept referral to hospice, which may help alleviate unnecessary suffering) and regret of commission (continuation of potential harmful treatment). We sought to determine which of these types of regrets represents a regret-minimizing strategy leading to lower post-decisional regret. Methods: Thirty-two patients in the terminal phase of their lives consented to the study. The preferences were elicited using the regret-based Dual Visual Analog Scale within the framework of the regret threshold model to help a patient decide between hospice referral versus continuation of disease-oriented treatment. We also recorded the patients’ actual choices regarding further management and compared them with the model’s recommendations. One month later the Decision Regret Scale was administered to obtain the assessment of post-decisional regret. Results: Scores on the Decision Regret Scale showed high coefficient reliability (Cronbach’s alpha = 0.953). Scale scores had a moderate negative correlation with regret of commission (r = −0.494; p = 0.004) but a weaker correlation with regret of omission (r = −0.229; p > .05). Regret of omission had a negative correlation with the threshold probability (r = −0.646; p < 0.001) (probability of death at which the patient is indifferent between hospice referral and further treatment), whereas regret of commission had a positive correlation with the threshold probability (r = 0.480; p = .005). The relationships appear to be moderated by whether the model’s recommendations were consistent with patient’s actual choices, although this was not tested due to the restricted size of our sample.

Conclusions: Our results obtained in the setting with the patients undergoing high-stakes decisions indicate that the riskier strategy of continuing potentially harmful treatment with low chance of benefits is associated with high anticipated regret of commission, which, however, in turn led to lower post-decisional regret. This result is consistent with the notion that terminally ill patients would rather accept the riskier (“leave no stone unturned”) than the safer strategy to feel less regret.