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1 Abstract

Reactive solid composites often consist of mixtures of high-explosive and metal particles (size $\sim$ 0.001-200 $\mu$m), and polymeric binder. It remains fundamentally unclear, even for idealized systems, how microstructure (particle size, shape, and packing), component thermomechanical properties, and metal and binder mass fractions, affect impact induced heating of the explosive component which establishes their impact sensitivity and survivability.

This modeling and computational study had three key objectives: 1) To examine mesoscale dissipation by compaction shocks in low density granular/particulate explosives (HMX, and HMX-Al composites). For this objective, mesoscale modeling and simulation was performed using a technique that is well-suited for describing both volumetric and surface dissipation in granular systems that can induce thermally activated phenomena. The technique incorporates a thermoelastic-viscoplastic and stick-slip friction theory for each component to describe nonlinear deformation and motion, inter-particle friction, and plastic work. The relative importance of volumetric and surface dissipation within shock profiles was characterized, and its dependence on shock strength and metal mass fraction was examined. 2) To characterize how the microstructure and composition of low density granular explosives (HMX, and HMX-Al composites) affect shock induced formation of hot-spots. For this objective, inert temperature field predictions at the particle scale were combined with a thresholding strategy to identify hot-spot fields and to characterize their distributions in intensity, geometry, and spatial proximity in the deformed material configuration behind shocks. Such distributions are significant because they establish local ignition and control the rate of flame spread within the material. 3) To develop a thermodynamically compatible macroscale ignition and burn model that explicitly incorporates computationally derived relations between microstructure, shock strength, and hot-spots. The model was used to computationally examine how shock induced transition to detonation in low density HMX is affected by input shock strength and initial packing density.
This report briefly summarizes the significance, key goals and methods, and work accomplished for each objective of this study. Only brief discussions of key results are given; detailed expositions can be found in the cited articles.

2 Shock Dissipation in Low Density Granular Explosives

2.1 Significance

Mesoscale Modeling and Simulation (M&S) is a potentially useful tool to characterize shock induced dissipation within granular explosives that drives thermally activated phenomena responsible for ignition and flame spread. The utility of this approach is in its ability to resolve thermomechanical fields at the particle scale that are difficult to experimentally interrogate. Therefore, mesoscale M&S can principally provide information about the influence of microstructure on the material’s shock behavior. This information can be potentially used to engineer microstructures for desired performance, and may also be used to guide development of microstructure-dependent continuum theories for shock induced ignition and burn of granular explosives.

2.2 Goals and Methods

The goal of this effort was to computationally examine dissipation within and behind uniaxial compaction shocks in low density granular explosives (HMX, and HMX-Al composites). Mesoscale M&S was performed to identify how Al mass fraction affects the spatial structure of piston supported compaction shocks. An identical particle size distribution and packing arrangement was used for all simulations to isolate the effects of material composition (i.e., Al mass fraction) from those due to variations in microstructure and packing arrangement. This study represents a systematic extension of the work by Panchadhara and Gonthier [11] which strictly focused on compaction shocks in low density HMX to establish a benchmark for characterizing the effects of metal additives on shock behavior. Emphasis was placed in this effort on examining how the inclusion of Al affects explosive component heating and hot-spots relative to that of neat HMX. Here, neat material refers to one that consists of only a single component.

The physical problem was posed as a multi-particle contact problem for the evolution of thermomechanical fields within particles. The coupled initial boundary value problem (IBVP) for the displacement field $\mathbf{u}$ and temperature field $T$ within explosive and metal particles was locally described by evolution equations for linear momentum and thermal energy. All particles were initially stationary and unstressed. A hyperelastic, multiplicative, finite strain constitutive theory was used to model the stress-strain behavior of explosive and metal particles resulting from impact. A Perzyna type over-stress model, coupled with an associative flow rule and a Von-Mises type yield criterion, was used to describe the evolution of inelastic strain. The hyperelastic material behavior was formulated in terms of the Kirchhoff stress tensor $\boldsymbol{\tau} = \sum_{i=1}^{3} (\tau_{ii}) \mathbf{n}_i \otimes \mathbf{n}_i$, where $\mathbf{n}_i$ and $\tau_{ii}$ are its orthonormal eigenvectors and corresponding eigenvalues which were computed from a stored strain energy function $\Psi$ by $\tau_{ii} = \partial \Psi / \partial \ln(\lambda_{e,i})$. Here, $\lambda_{e,i}$ are the eigenvalues of the elastic component of the deformation gradient $\mathbf{F} \equiv \mathbf{I} + \nabla_0 \mathbf{u}$, where $\nabla_0 \equiv \partial (\cdot) / \partial \mathbf{X}$ is the Lagrangian gradient operator. The Kirchhoff stress tensor is related to the Cauchy stress tensor by $\mathbf{\tau} = J \mathbf{\sigma}$, which can be decomposed into volumetric and deviatoric components: $\tau_{ii} = J \beta + \tilde{\tau}_{ii}$, where the pressure is given by $p = \partial \Psi / \partial \ln(J)$, the stress deviator is given by $\tau_{ii} = \partial \Psi / \partial \ln(\lambda_{e,i})$, and $\lambda_{e,i} = J^{-1/3} \lambda_{e,i}$. The Jacobian $J = \det(\mathbf{F})$ characterizes volumetric deformation.
The contact traction vector between particles was prescribed by \(\mathbf{t}_c = t_N \mathbf{n} + \mathbf{t}_f\), where \(t_N\) is the local compressive normal traction on contact boundaries defined by \(t_N = -\mathbf{n} \cdot \mathbf{\sigma} \mathbf{n}\) and \(\mathbf{n}\) is the unit outward normal vector. The frictional traction vector \(\mathbf{t}_f\) was estimated using Amontons-Coulomb law of dry friction for which particle stick or slip was possible depending on the system dynamics. A contact was assumed to stick if \(\phi_t \equiv |\mathbf{t}_f| - \mu t_N \leq 0\), where \(\mu\) is the limiting friction coefficient; if the contact was sliding, then the tangential traction was given by \(|\mathbf{t}_f| = \mu t_N\). The local heat flux due to frictional heating was given by \(q_f = \mathbf{t}_c \cdot \mathbf{v}_r\), where \(\mathbf{v}_r\) is the relative tangential velocity. The total heat flux was distributed between the contacting bodies according to \(q_f^{(1)} = \omega q_f\) and \(q_f^{(2)} = (1 - \omega)q_f\), where the partition function \(\omega\) was given by

\[
\omega = \left(1 + \frac{k(2)}{k(1)} \frac{c_v(2)}{c_v(1)} \frac{\rho(2)}{\rho(1)}\right)^{-1}.
\]

The notation superscript \((1)\) and \((2)\) represent properties associated with the two particles in contact which consisted of either two explosive particles, a metal particle and an explosive particle, or two metal particles. Thermal contact resistance between particles was ignored.

An additive form of the stored energy function was used to describe the behavior of HMX and Al:

\[
\Psi = G \sum_{i=1}^{3} \left[\ln(\bar{\lambda}_{e,i})\right]^2 + \frac{k}{2} \left[\ln(J)\right]^2 - \frac{3\alpha k}{J} (T - T_0) \ln(J) + \rho_0 c_v \left[(T - T_0) - T \ln \left(\frac{T}{T_0}\right)\right].
\]

Here, \(G\) is the shear modulus, \(k\) is the bulk modulus, \(\alpha\) is the linear coefficient of thermal expansion, and \(T_0\) is the ambient temperature of the initially stress free ensemble. The effective plastic strain rate was estimated using a Perzyna type overstress model \(\dot{\varepsilon}_p \equiv < d/\gamma >\), where the overstress \(d \equiv \tau_e - \tau_0\), \(\gamma\) is the plastic viscosity parameter, and \(< \cdot >\) are the Macaulay brackets. In this expression \(\tau_e = \sqrt{\frac{3}{2} \mathbf{\tau} : \mathbf{\tau}}\) is the effective (or Von Mises) stress and \(\tau_0\) is the initial yield stress. Explicit relations for pressure and deviatoric stress are given by

\[
p = \frac{1}{J} \left( k \ln(J) - 3k\alpha (T - T_0) \left(1 - \ln(J)\right) \right), \quad \tau_{ii} = 2G \ln(\bar{\lambda}_{e,i}).
\]

Key differences exist in several material properties for HMX and Al that influenced the deformation response of the mixture. First, the characteristic acoustic impedance, given by \(Z = \rho_0 C_l\), where \(\rho_0\) and \(C_l\) are the ambient density and longitudinal sound speed, is appreciably higher for the metal than the explosive \((Z_{metal}/Z_{expl} \approx 2.3)\). Because the acoustic pressure goes as \(P \sim Zu\), where \(u\) is the longitudinal particle speed, the inclusion of metal increased the average (or effective) wave pressure over that of neat granular HMX for a given microstructure and impact speed. An increase in effective wave pressure generally facilitated the elimination of porosity and enhanced hot-spot formation within the explosive component, though the degree of enhancement was mitigated by the extent of inelastic metal deformation because of its low yield stress \((\tau_{0,metal}/\tau_{0,expl} \approx 0.67)\). Second, the thermal conductivity of the metal is significantly higher than that of the explosive \((k_{T,metal}/k_{T,expl} \approx 474)\) which affected the partitioning of frictionally dissipated energy at metal-explosive contact surfaces. Based on ambient material densities, Eq. (1) gives \(\omega \approx 0.05\); thus, approximately 95% of frictionally dissipated energy at contacts was absorbed by the metal which, in part, suppressed explosive hot-spot formation. The extent of suppression was dependent on both metal mass fraction and microstructure.
The computational technique used the finite-element method (FEM), coupled with a radial return stress update algorithm, to numerically integrate the time-dependent, 2-D conservation principles and viscoplastic flow rule governing deformation of individual particles, and used the discrete-element method (DEM) to account for interactions between particles. The DEM used a distributed, conservative potential based penalty method whereby the normal contact traction between particles was estimated by penalizing their penetration, and frictional tractions were estimated by a penalty regularized Amontons Coulomb law. Particles were discretized using constant strain, triangular (CST) finite elements. A temporally second-order accurate, explicit numerical technique was used to integrate the finite element equations for nodal displacements and temperatures. The constitutive theory was separately validated using Hugoniot data for granular HMX and porous Al.

2.3 Work Accomplished

Shock structures were computationally examined based on effective shock pressure relative to the material crush-up strength. Work accomplished as part of this effort along with key observations are briefly summarized below. Publications and presentations resulting from this work are indicated by the cited references.

1. Analysis of computed Hugoniots. [Chakravarthy, et. al., 2010; Chakravarthy and Gonthier, 2010; Gonthier, 2010; Chakravarthy and Gonthier, 2011; Chakravarthy, et al., 2013 A; Chakravarthy, 2014]. The deformation response of material having an initial solid volume fraction of $\phi^0_s = 0.835$ (porosity $1 - \phi^0_s = 0.165$) was characterized for different shock pressures and Al mass fractions. The microstructure consisted of initially circular, randomly packed HMX and Al particles having three discrete particle sizes of $d = (40, 50, 60) \mu m$, with a mean of $\bar{d} = 50 \mu m$, as illustrated in Fig. 1 for a particle ensemble having an Al mass fraction of $\lambda_m = 0.2$.

Figure 2 summarizes predicted Hugoniot curves for $\lambda_m = 0, 0.20, 0.56$, and 1 in the $U_p-D$ and $U_p-P$ planes, respectively, where $P = (\bar{P}_e \phi_e + \bar{P}_m \phi_m)/\phi_s$ is the effective equilibrium pressure behind the shock, $\phi_s = \phi_e + \phi_m$ is the total solid volume fraction behind the shock, and $D$
Figure 2: Predicted variation in Hugoniot curves with $\lambda_m$ ($\phi_{s0} = 0.835$): (a) $U_p-D$ plane; (b) $U_p-P$ plane; and (c) $U_p-\phi$ plane.
is the corresponding shock speed. Here, piston speeds within the range \( 50 \leq U_p \leq 500 \text{ m/s} \) were considered, where speeds of approximately \( U_p \geq 250 \text{ m/s} \) resulted in nearly complete material crush-up and consolidation (\( \phi_s \approx 1 \)) for all values of \( \lambda_m \). This critical value of piston speed separates two well-defined wave categories: a low pressure category referred to as strength dominated because material strength is important in preventing complete pore collapse; and a high pressure category referred to as pressure dominated because the resulting pressure is sufficient to completely eliminate porosity. Material strength plays a less significant role than pressure for pressure dominated shocks.

A few observations are noteworthy. First, the effective shock pressure monotonically increases with \( \lambda_m \) for fixed \( U_p \) due to the high metal acoustic impedance which causes reflection of acoustic energy at explosive-metal interfaces thereby enhancing the deformation and pressure of explosive particles. This observation agrees with data for both neat granular HMX (\( \lambda_m = 0 \)) and neat porous aluminum (\( \lambda_m = 1 \)) [9]. Moreover, the inclusion of metal more significantly affects shock pressure for pressure dominated waves due to enhanced compression of consolidated material. Second, variations in \( D \) with \( \lambda_m \) qualitatively differ between the two wave categories. For strength dominated shocks, \( D \) slightly decreases with increasing \( \lambda_m \) whereas the opposite trend is predicted for pressure dominated shocks. Though speculative, this prediction is plausible because the lower metal yield strength can enhance dissipation by plastic work during pore collapse, even for neat granular metal (\( \lambda_m = 1 \)), resulting in slightly lower wave speeds than those associated with neat granular HMX. However, dissipation by plastic flow becomes more geometrically constrained within shock profiles for pressure dominated shocks due to the elimination of porosity resulting in higher wave speeds. The weak variation in \( D \) with \( U_p \) for strength dominated shocks is largely due to inter-particle friction during pore collapse which enhances material rigidity. Simulations performed for frictionless contact indicate a larger decrease in \( D \) as \( U_p \to 0 \) for strength dominated waves (as illustrated Item 5 of this section). It is possible that particle fracture and rearrangement, and 3D effects, may cause a larger variation in \( D \) with \( U_p \) for strength dominated shocks by enhancing the mobility of fractured particles during crush-up.

Figure 2(c) gives the predicted variation in \( \phi_s \) and \( \phi_e \) behind the shock with \( U_p \). These predictions illustrate that pressure dominated shocks result in nearly complete material consolidation for all values of \( \lambda_m \). Moreover, mild variations in \( \phi_e \) with \( U_p \) are predicted to occur following consolidation (with \( \phi_m = 1 - \phi_e \)), particularly for high pressure shocks, due to differences in component-specific compressibility. Because of the high metal bulk modulus \( (K_{metal}/K_{exp} \approx 5.8) \), the explosive is more easily compressed under high pressure confinement resulting in a slight reduction in its volume fraction. This effect is more pronounced for larger values of \( \lambda_m \) as shock pressure increases.

2. The spatial structure of compaction shocks was computationally examined. [Chakravarthy, et. al., 2010; Chakravarthy and Gonthier, 2010; Gonthier, 2010; Chakravarthy and Gonthier, 2011; Chakravarthy, et al., 2013 A; Chakravarthy, 2014] Figure 3 illustrates the predicted spatial variation in effective component pressure \( \bar{P}_i \) (\( i = e,m \)) and Von-Mises stress \( \tau_i \) for strength and pressure dominated shocks corresponding to \( U_p = 100 \text{ m/s} \) and 500 m/s, respectively; the waves are propagating from left to right in the figure. Also shown for comparison are predicted profiles for neat HMX corresponding to the same piston speeds. Spatial variations in the standard deviation (\( \sigma \)) of the fluctuations are shown to highlight their local intensity about the effective states.
Figure 3: Predictions for effective component-specific spatial profiles within a (a) strength dominated shock \((U_p = 100 \text{ m/s})\) and (b) pressure dominated shock \((U_p = 500 \text{ m/s})\). The metal mass fraction is \(\lambda_m = 0.20\). The effective phase-specific pressure and Von-Mises stress is shown in each case. Standard deviations about the effective profiles are shown as thin dashed curves. Black curves correspond to neat HMX.

The metal pressure within the strength dominated shock is marginally higher than that of the explosive, and the intensity of its fluctuations is considerably higher. Moreover, fluctuations in metal pressure appreciably exceed the effective value behind the shock \([\bar{P}_m(\sigma)/\bar{P}_m \approx 2.4]\) which is indicative of high amplitude (relative to the effective pressure), high frequency acoustic ringing within the metal. The effective Von-Mises stress for the metal and explosive monotonically increase within the shock to values lower than their corresponding yield strength which is indicative of a small amount of inelastic deformation at the particle scale. The intensities of Von Mises stress fluctuations are low relative to their effective values. For approximately \(\lambda_m \leq 0.3\), the compaction dynamics is dominated by explosive-explosive contact; therefore, only small differences between the explosive component and the neat HMX responses are predicted. Though not shown in the figure, the effective dissipative work within the metal is larger than that of the explosive due to its lower yield strength, and the in-
tensities of the fluctuations are high relative to their averages, particularly for the explosive component $[\overline{W}_{d,e}(\sigma)/\overline{W}_{d,e} \approx 2.5]$ due to highly localized deformation.

Unlike the strength dominated shock, appreciably higher explosive component pressure is predicted behind the pressure dominated shock than for neat HMX due to stronger wave interactions occurring in the vicinity of explosive-metal contact surfaces. The high metal acoustic impedance causes the amplification of compression waves within explosive particles when reflected from metal interfaces resulting in a net increase in explosive pressure. Again, both the effective metal pressure and its fluctuations are higher than those of the explosive. Fluctuations in both explosive and metal pressure are appreciably lower than their effective values behind the shock $[\overline{P}_e(\sigma)/\overline{P}_e \approx 0.18$ and $\overline{P}_m(\sigma)/\overline{P}_m \approx 0.52]$ indicating more spatially homogeneous fields, though substantial acoustic ringing still occurs within metal particles. The effective explosive and metal Von-Mises stresses overshoot their respective yield surfaces ($\tau_{o,e} = 0.37$ GPa, $\tau_{o,m} = 0.25$ GPa) before relaxing to quasi-steady values behind the shock. The Von-Mises stresses are sufficiently large to cause complete material consolidation, where compaction of explosive particles is primarily responsible for the reduction in porosity because the mass fraction of metal is low. The explosive dissipative work is comparable to that of the metal in this case, and is larger than that of neat explosive due to pressure enhanced compaction.

3. Hot-spot mass fraction curves within and behind compaction shocks were computationally analyzed. [Chakravarthy, et. al., 2010; Chakravarthy and Gonthier, 2010; Gonthier, 2010; Chakravarthy and Gonthier, 2011; Chakravarthy, et al., 2013 A] Considerable attention was placed in this effort on characterizing shock profiles in terms of compaction induced dissipation rate because it is believed to be a key macroscale hot-spot formation mechanism. Whether the dissipation rate is locally sufficient to overcome conductive cooling and promptly ignite the material for a given problem depends, in part, on its intensity and shock rise time. Therefore, it was instructive to characterize the spatial and temporal variation in integrated hot-spot mass within and behind compaction shocks; the resulting profiles are referred to as hot-spot mass fraction curves.

Figure 4 illustrates the spatial and temporal evolution of explosive component hot-spot mass fraction for the strength and pressure dominated shocks discussed above. Color bars in these plots represent the logarithm of mass-fraction (i.e., log $m_i$) which better highlights the small amounts of mass that are locally heated to elevated temperature. Also shown in these plots is the effective component-specific dissipative heating rate to indicate the location and width of the shock. The fraction of heated mass steadily increases with distance behind the shock until a quasi-steady distribution is attained near the end of the shock deformation zone. The structure of explosive hot-spot mass fraction curves generally consists of three parts based on temperature rise. The first part includes mass-fractions within the range $10^{-1} \leq m_e \leq 10^{-3}$ that experience a temperature rise of $\Delta T \leq \Delta T_h \approx 100$ K; this heated mass is almost exclusively due to volumetric dissipation by plastic work. The second part of the distribution includes mass-fractions within the range $10^{-3} \leq m_e \leq 10^{-4}$ that are heated through a temperature rise of $\Delta T_h \leq \Delta T \leq \Delta T_f \approx 200$ K; this heated mass is due to both volumetric and surface dissipation, and it is stochastically dependent on the microstructure. The third part (or tail) of the distribution includes mass-fractions of $m_e \approx 10^{-5}$ that experience $\Delta T \geq \Delta T_f$; this heated mass is mostly due to surface dissipation by friction work, and is close to the resolution limit of the computations determined by the
Figure 4: Predictions for hot-spot mass fraction curves within a (a) strength dominated shock ($U_p = 100$ m/s) and (b) pressure dominated shock ($U_p = 500$ m/s). The metal mass fraction is $\lambda_m = 0.20$. The black curves are the effective dissipative heating rates of the (a) explosive and (b) metal components.

mass of a single finite-element. The discrete appearance of the distribution tail is due to numerical discretization of the temperature field. For these computations, thermal diffusion lengths for HMX are smaller than the finite element size ($L_{element}/L_{diffusion} \approx 10$). Though thermal diffusion is included in the model, it has no discernible effect on the tail of the explosive component hot-spot curve; as such, explosive hot-spots are effectively adiabatic over simulation time-scales. The metal exhibits trends that are qualitatively similar to the explosive component with the exception that the high metal thermal diffusivity suppresses the formation of small, high frequency, frictionally induced hot-spots within the metal behind the shock. Unlike the explosive component, thermal conduction within the metal is resolved on the computational grid ($L_{element}/L_{diffusion} \approx 0.1$).

Shock thickness (and particle residence time within the shock) significantly decreases for pressure dominated shocks. As with strength dominated shocks, predicted hot-spot mass fraction
curves for the metal differ significantly from that of the explosive due to the absence of a frictionally induced high-temperature tail. Moreover, all metal mass experiences a temperature rise of at least $\Delta T_m \approx 80$ K and thermal diffusion causes a slight reduction in metal temperature with increasing distance behind the shock leading to more spatially homogeneous fields within particles. Again, only slight differences between the explosive component heating response and that of neat explosive are predicted because the fraction of metal mass is low. The temperature rises predicted here are sufficient to trigger local adiabatic ignition of small amounts of explosive mass, though it remains unclear whether a measurable global ignition event would subsequently result.

4. **The dependence of shock profiles on Al mass fraction was examined.** [Chakravarthy, et. al., 2010; Chakravarthy and Gonthier, 2010; Gonthier, 2010; Chakravarthy and Gonthier, 2011; Chakravarthy, et al., 2013 A; Chakravarthy, 2014] As mentioned, an increase in Al content increases the effective shock pressure of HMX-Al composites for a prescribed piston speed due to an increase in acoustic impedance of the composite. Though predicted pressure variations are qualitatively similar for strength and pressure dominated shocks, more appreciable increases in component pressures are predicted behind pressure dominated shocks as $\lambda_m$ increases. However, contrary to strength dominated shocks, the effective plastic work in both the explosive and metal are predicted to increase with $\lambda_m$ for pressure dominated shocks which is indicative of pressure enhanced compaction followed by compression of consolidated material.

Because the inclusion of metal enhances the effective explosive dissipative work by pressure dominated shocks, it increases explosive hot-spot mass. Moreover, an increase in $\lambda_m$ causes a small increase in the fraction of explosive mass affected by plastic work and slightly suppresses the high temperature tail affected by friction work. The increase in heating by plastic work is consistent with pressure enhanced compaction. It is possible that reactive hot-spots which originate in the vicinity of metal particles may be intensified by exothermic metal oxidation reactions, thereby facilitating transition to global ignition by hot-spot growth and coalescence, provided that the heat generation rate is sufficient to overcome thermal conduction losses and prevent quenching.

5. **The dependence of shock profiles on the local friction coefficient was examined.** [Chakravarthy, et. al., 2010; Chakravarthy and Gonthier, 2010; Gonthier, 2010; Chakravarthy and Gonthier, 2011; Chakravarthy, et al., 2013 A; Chakravarthy, 2014] Friction work occurring in the vicinity of interparticle contacts is an important mechanism for the formation of small but intense hot-spots that result in local ignition. Though several studies have investigated the role of frictional heating in the ignition of energetic solids based on Coulomb-type models, disparities exist in the reported value of friction coefficient. These values vary over the range $0.1 \leq \mu \leq 1.1$ for mixtures containing common explosives such as HMX, PETN, RDX, and TNT that are in sliding contact with boundaries. Specifying an appropriate value of friction coefficient is complex, and depends on the thermomechanical properties of the mixture and boundary, the mixture-boundary slip velocity, the applied normal stress, and the temperature. Because of this complexity, and because many of these studies focus on frictional heating along macroscale boundaries rather than local interparticle contacts, it is desirable to examine how the value of friction coefficient affects bulk wave propagation and hot-spot formation within large particle ensembles. To this end, predictions were obtained for several values of friction coefficient within the range $0 \leq \mu \leq 1$ for $U_p = 500$ m/s and $\lambda_m = 0.2$. For simplicity, the
value of $\mu$ was taken to be constant for a given simulation and independent of the type of interparticle contact (e.g., HMX-HMX, metal-metal, or HMX-metal).

Predicted Hugoniots in the $U_p D$ and $U_p T$ planes vary with $\mu$. Uniaxial wave speed $D$ monotonically increases with $\mu$ for strength dominated shocks as the rigidity of the ensemble is enhanced by interparticle friction, whereas friction only minimally affects $D$ for pressure dominated shocks. The relation $D = D(U_p)$ is approximately linear for frictionless contact ($\mu = 0$) suggesting that phenomena or microstructural features that enhance particle mobility may give rise to a similar result; such phenomena/features might include particle fracture with subsequent rearrangement, 3D microstructures, or microstructures having higher initial porosity. The effective pressure is found to be insensitive to variations in $\mu$ for both strength and pressure dominated shocks.

Explosive hot-spot mass within and behind pressure dominated shocks also varies with $\mu$. The high temperature tail of the explosive hot-spot mass fraction curve is absent for frictionless contact ($\mu \equiv 0$). As the value of friction coefficient increases, high temperature heating quickly intensifies until a value of $\mu \approx 0.1$ is reached; further increases in the value of $\mu$ over the approximate range $0.1 \leq \mu \leq 0.6$ have little additional effect on the high temperature tail. Values of $\mu > 0.6$, which result in frictionally rigid ensembles, reduce interparticle slip causing a slight reduction in the intensity of high temperature mass. This non-monotonic variation in frictionally induced heating with $\mu$ indicates the importance of properly describing surface dissipation as a hot-spot formation mechanism responsible for local ignition. Most mass affected by plastic work is largely insensitive to variations in $\mu$, though small amounts of mass (e.g., $\lambda \approx 10^{-3}$) are heated to marginally higher temperatures because tangential (shear) stresses are more effectively transmitted between particles as $\mu$ increases causing frictionally enhanced plasticity. Qualitatively similar predictions were obtained for all shock strengths considered in this effort.

3 Analysis of Hot-Spots in Low Density Granular Explosives

3.1 Significance

Various micromechanical mechanisms of shock induced hot-spot formation have been postulated. Representative mechanisms include frictional heating due to sliding contact, shear band formation, rapid compressive heating of gas contained within voids during void collapse, and visco-plastic heating of solid material during void collapse. Which mechanism(s) dominates will depend on the material microstructure, the thermo-mechanical properties of the material constituents, and the loading conditions. Moreover, significant fluctuations in stress and temperature fields behind shocks due to material heterogeneity can give rise to complex hot-spot morphologies. Here, hot-spot morphology refers to geometrical characteristics such as size and shape which, along with intensity, establishes their criticality (i.e., the likelihood of locally experiencing thermal explosion). Because most analyses typically assume a simple pore geometry and a single formation mechanism, or because they focus on the shock response of a single hot-spot, they do not provide detailed statistical information on the formation of hot-spots behind shocks. Mesoscale M&S can principally account for hot-spot formation and provide statistically meaningful information on hot-spot intensity, size, and number that is important for ignition and flame spread [3, 1, 11]. These simulations computationally track the nonlinear deformation and motion of individual particles, and interactions between particles, enabling the spatial and temporal evolution of hot-spot fields behind shocks and
their combustion implications to be assessed. This effort represents a fundamental advancement in the characterization of how material microstructure can influence fine-scale dissipative heating within compaction shocks in low density explosives.

3.2 Goals and Methods

The key goal of this effort was to computationally examine how initial porosity, metal mass fraction, and metal particle size affect shock induced hot-spot formation. As shown in the previous section, the initial porosity of granular explosives has a leading-order effect on sensitivity, but the dissipative mechanisms responsible for hot-spot formation and their dependence on microstructure, composition, and shock strength remain vague. Importantly, the intensity, size, and spatial proximity of hot-spots, and the degree of mechanical and thermal confinement, will likely control the rate of hot-spot growth and coalescence; therefore, these features represent precursors to the onset of vigorous combustion.

The computational model used for mesoscale M&S of compaction shocks in granular explosives was described in Section 2.2. Because a key objective of this effort was to characterize hot-spots, a thresholding technique was developed to identify them based on computed temperature fields within particles behind shocks. To this end, hot-spot material was selected by performing a level-cut through $T(x,t)$ at a predefined threshold temperature $T_{th}$; the term hot-spot refers to material having $T \geq T_{th}$. The resulting level-cut, illustrated in Fig. 5, produces a hot-spot temperature field that contains $N$ hot-spots, $\hat{A}^1(x,t), \hat{A}^2(x,t), \ldots, \hat{A}^N(x,t)$, enclosed by contours $\Gamma^1(x,t), \Gamma^2(x,t), \ldots, \Gamma^N(x,t)$. This thresholding technique partitions the domain $A(x,t)$, into two disjoint sets, $A_{HS}(x,t)$ and $\overline{A_{HS}}(x,t)$, such that $A_{HS}(x,t) \cup \overline{A_{HS}}(x,t) = A(x,t)$ and $A_{HS}(x,t) \cap \overline{A_{HS}}(x,t) = \emptyset$, where $A_{HS}(x,t) = \hat{A}^1(x,t) \cup \hat{A}^2(x,t) \cup \ldots \cup \hat{A}^N(x,t)$. The region $A_{HS}(x,t)$ contains all hot-spot material in $A(x,t)$ for a given material realization and piston speed, while the region $\overline{A_{HS}}(x,t)$ contains lower temperature material. This technique filters out cooler material allowing for a quantitative description of hot-spot features. It is noted that hot-spot morphology is sensitive to simulation resolution and the choice of $T_{th}$. In this study, $T_{th} = 500$ K was chosen which is slightly above the $\beta$-$\delta$ phase transition temperature of HMX; as such, this value reasonably indicates the onset of chemical activity, though exothermic combustion requires $T > T_{th}$ and is dependent on hot-spot size.

A complete statistical description of hot-spots requires that the hot-spot temperature field be analyzed for every realization of a material and subsequently averaged over all realizations. Because this requirement is computationally expensive, ergodicity was assumed which stipulates that averaging over all realizations of an ensemble is equivalent to averaging over the volume of a single realization in the infinite volume limit [16]. Though computational domains used in this study were finite, they were sufficiently large so that this assumption is reasonable in establishing the statistical features of hot-spots. Computational experiments performed for different realizations of a material having $\phi_s \approx 0.7$ confirmed this assertion. Detailed expositions of this work can be found in the cited references.

3.3 Work Accomplished

Hot-spots induced by compaction shocks were computationally examined for both HMX and HMX-Al composites. Also, a preliminary analysis was performed to explore how hot-spot formation rates induced by shocks can be used to establish an ignition criterion for low density HMX. Such a criterion can be used in the development of microstructure-dependent ignition and burn models
for assessing transition to detonation, as addressed in Section 4 of this report. Work accomplished as part of this effort along with key observations are briefly summarized below. Publications and presentations resulting from this work are indicated by the cited references.

1. **The influence of particle packing density on hot-spot formation in low density HMX was computationally examined.** [Gilbert, 2012; Gilbert and Gonthier, 2012; Chakravarthy, et al., 2013 B; Gilbert, et. al., 2013] Emphasis was placed on examining how the material’s initial particle packing density, characterized by its effective solid volume fraction \( \bar{\phi}_{s,0} \), affects hot-spot statistics for pressure dominated waves corresponding to piston speeds within the range \( 300 \leq U_p \leq 500 \) m/s. Figure 6 shows representative initial particle ensembles simulated in this effort. Ensembles consisted of hexagonally and/or circularly shaped, randomly packed, HMX particles having diameters of 40 \( \mu \)m, 60 \( \mu \)m, and 80 \( \mu \)m in equal ratios. The distribution in solid volume fraction within each ensemble was nearly Gaussian, and its standard deviation decreased with increasing density.

Analysis of temperature field predictions indicate that hot-spot intensity is only marginally affected by changes in impact speed, initial porosity, and particle shape for \( 0.57 \leq \bar{\phi}_{s,0} \leq 0.84 \), with higher temperature scatter existing for highly porous material due to the wider distribution of initial pore sizes. Unlike intensity, hot-spot morphology and spatial proximity vary more appreciably. Figure 7 summarizes the predicted variation in hot-spot number density, volume fraction, and specific surface area with \( U_p \) for each ensemble. These quantities, expressed per unit total volume of material behind the shock, are often explicitly or implicitly used to describe ignition phenomena in macroscale burn models. An exponential growth in each of these quantities is predicted over the range of piston speeds considered. Importantly, these quantities exhibit a nonlinear dependence on \( \bar{\phi}_{s,0} \): packing densities within the range \( 0.68 < \bar{\phi}_{s,0} < 0.84 \) result in substantially fewer hot-spots at a given impact speed, whereas no appreciable changes are predicted for approximately \( 0.68 \leq \bar{\phi}_{s,0} \leq 0.58 \). This latter prediction is consistent with shock sensitivity data for neat granular explosives which indicate little variation in sensitivity with porosity for highly porous materials. The slopes of curves corresponding to different ensembles are similar, with the exception of hot-spot number density which has a lower rate of increase with \( U_p \) for highly porous material due to the clustering
Figure 6: Representative initial particle ensembles used with mesoscale M&S to assess the effect of packing density on hot-spot formation in low density HMX.
and coalescence of hot-spots at higher impact speeds; i.e., hot-spots coalesce as more material is heated to elevated temperature, and their number density decreases. This observation is further addressed in Item 2 of this section.

The effective volumetric strain $\epsilon_V = 1 - \bar{\rho}_0/\bar{\rho}$ is influenced by both $U_p$ and $\phi_{s,0}$, where $\bar{\rho}$ is the effective material density. For pressure dominated shocks having $\phi \approx 1$ with a stiff solid equation of state so that solid density changes are small, the effective volumetric strain may be approximated by $\epsilon_V \approx 1 - \bar{\phi}_{s,0}/\phi_s \approx 1 - \bar{\phi}_{s,0}$ which is the initial porosity. Predicted deformation and temperature fields appreciably differ depending on $\bar{\phi}_{s,0}$ with high volumetric deformation resulting in larger, more densely packed hot-spots having a higher surface area/volume ratio. Consequently, the gas phase production rate responsible for the onset of vigorous combustion behind sustained shocks is more likely to be controlled by hot-spot morphology, proximity, and number rather than temperature-dependent chemistry.
Though speculative in the absence of coupled multiphase transport and chemistry, a similar description has been postulated to explain shock sensitivity data for preheated TATB-based explosives. These results suggest that the observed increase in sensitivity with initial porosity for sustained loading is likely due to an increase in hot-spot size and number rather than intensity.

2. The dynamics of hot-spots in low density HMX was characterized in terms of increasing shock strength. [Chakravarthy, 2014; Gonthier and Chakravarthy, 2014; Rao and Gonthier, 2015 A] This analysis focused on describing how hot-spots evolve with compaction shock strength; therefore, it was convenient to analyze hot-spots in a wave-attached frame, as conceptually shown in Fig. 8. In this frame, unstressed porous material enters the wave at speed \( D \) and stressed compacted material leaves the wave at speed \( w = D - U_p \), where \( U_p \) is the piston speed and \( D \) is the corresponding steady wave speed. The spatial shock structure has a finite thickness \( \delta \) due to energy dissipation and dispersion within the wave. Though the compacted state possesses fluctuations in thermomechanical fields, its effective pressure or temperature can be used to characterize shock strength. Hot-spots are formed within the shock due to inelastic pore collapse, emerging from the shock at a frequency that depends on both the mesostructure and shock strength.

Individual hot-spots are identified by the location of their area centroids enabling the formation rate to be characterized based on hot-spot spacing. Though other metrics may be used to characterize spacing (e.g., surface-to-surface nearest neighbor distributions, point-to-surface distributions, etc.), numerical experiments indicate that the formation rate is largely insensitive to the choice of metric for shocks dominated by hot-spot nucleation, as discussed below. For a given simulation, the formation time, defined as the time between successive formation of hot-spots within the shock, is estimated by \( \tau_f \equiv \delta_{HS} / (D - U_p) \), where \( \delta_{HS} \) is the axial distance between their centroids in the compacted state identified in Fig. 8. The transverse distance between hot-spots is not used to compute the distribution of formation times, but is implicitly accounted for by expressing the effective formation rate as an intensive quantity using the transverse wave dimension \( d \) in the analysis that follows.\(^1\) Development

---

\(^1\)The wave dimension \( d \) is given by the transverse width of the computational domain.
of a technique that explicitly accounts for the average transverse spacing between hot-spots is a current topic of our ongoing research. This definition of \( \tau_f \), which establishes the effective formation rate, is influenced by both hot-spot spacing and wave speed. It is plausible that mesostructures having comparable hot-spot spacing but different wave speeds will have different ignition times because their formation rates will differ.

Figure 9 illustrates predicted distributions in hot-spot formation time for steady shocks in porous HMX. The distribution is dependent on both shock strength and mesostructure, characterized by \( \phi_0 = 0.68 \) and 0.84. Because simulations of weak impact require long computational domains to obtain statistically significant numbers of sparsely distributed hot-spots, this analysis focuses on shocks corresponding to \( U_p \geq 400 \text{ m/s} \) which have sufficient strength to eliminate porosity. Formation time distributions are approximately exponential indicating that hot-spot formation represents a time-invariant Poisson process for mesostructures considered in this effort. The cumulative exponential distribution function is given by

\[
F(\tau_f) = 1 - \exp(-\lambda \tau_f),
\]

where \( \lambda \) is the effective formation rate/frequency of hot-spots. Because the mechanics of hot-spot formation depend on the interparticle contact geometry, hot-spot formation times may be strongly influenced by the particle size distribution.

Predicted variations in \( \bar{\lambda} \) with shock strength and mesostructure, summarized in Fig. 10 in terms of \( U_p \) for \( \phi_0 = 0.68, 0.77, \) and 0.84, can provide insight into the dynamics of hot-spot formation within shocks that may have ignition implications. The dynamics involves a competition between the nucleation, growth, and agglomeration of hot-spots as shock strength increases. Here, nucleation refers to the formation or seeding of new hot-spots in the vicinity of interparticle contact surfaces, whereas growth and agglomeration refer to an increase in hot-spot size and the coalescence of neighboring hot-spots due to uncontained plastic flow, respectively.\(^2\) For each material, an exponential increase in \( \bar{\lambda} \) is initially predicted with increasing \( U_p \) due to the influence of hot-spot nucleation, with higher porosity resulting in a higher formation rate for fixed \( U_p \). As \( \bar{U}_p \) further increases, neighboring hot-spots begin

---

\(^2\)Because reactive hot-spots are identified by their area centroids in this analysis which is independent of their size, agglomeration can cause a reduction in \( \bar{\lambda} \) when it dominates nucleation.
to coalesce/agglomerate resulting in slower increases in $\overline{\lambda}$; the value of $U_p$ associated with the onset of this “strong shock” regime increases with $\overline{\phi}_0$. In this regime, the value of $\overline{\lambda}$ may decrease with a further increase in wave strength as agglomeration begins to dominate nucleation and hot-spots become ubiquitous within the material; this scenario is illustrated by the case corresponding to $U_p = 900$ m/s and $\overline{\phi}_0 = 0.84$. It is plausible that waves within the strong shock regime will result in prompt ignition and vigorous burn of material due to the close spatial proximity of large and intense hot-spots.

3. The effective hot-spot formation rate in low density HMX can be expressed by a power-law relation in terms of shock pressure. [Chakravarthy, 2014; Gonthier and Chakravarthy, 2014; Rao and Gonthier, 2015 A] It is desirable to express the formation rate in intensive form based on the wave frontal area. For the 2-D simulations performed in this study, the specific formation rate was defined by $\hat{\lambda} \equiv \overline{\lambda}/d$, where $d$ is the transverse wave width. Therefore, $\hat{\lambda}$ represents the hot-spot number flux emerging from the wave. The formation rate was then related to shock pressure by the power-law expression $\hat{\lambda} = aP^n$.

The data and best-fit curves for each $\overline{\phi}_0$ are shown in Fig. 10 for the nucleation phase. Both the prefactor $a$ and exponent $n$ vary with initial packing density. As $\overline{\phi}_0$ increases for fixed $P$, the effective bulk modulus of the material increases resulting in volumetric stiffening and faster waves, and reactive hot-spot spacing increases due to enhanced stress transmission between particles; consequently, $\lambda$ decreases. However, because $n = \partial \log \hat{\lambda}/\partial \log P$, the reactive hot-spot formation rate increases more rapidly with pressure for dense material, though it remains relatively low throughout the nucleation regime. This more rapid increase in formation rate with pressure for dense material is consistent with abrupt ignition once a critical threshold is obtained. These predictions indicate that the effective hot-spot formation rate is sensitive to material mesostructure and, therefore, may be a plausible measure for establishing a mesostructure-dependent ignition theory for macroscale modeling of low density granular explosives. This topic is further addressed in Section 4 of this report.

4. A “$P^n \tau$-type” relation for the ignition time behind a shock was established based on a cumulative ignition function that depends on mesostructure through the effective hot-spot formation rate. [Gonthier and Chakravarthy, 2014] The ignition relation
assumes that 1) ignition occurs during hot-spot nucleation so that the ignition time \( \tau^* > \tau_r \), where \( \tau_r \) is the shock rise time, and 2) \( \tau^* \sim \lambda^{-1} \). The first assumption restricts the analysis to shocks of intermediate strength that have an induction period prior to ignition due to growth and coalescence of initially small hot-spots by multiphase transport mechanisms. The second assumption is plausible because a large value of \( \lambda \) corresponds to the rapid formation of closely packed hot-spots that is likely to enhance the onset of ignition. Implicit in these assumptions is that waves resulting in significant hot-spot agglomeration due to widespread plasticity induce prompt ignition because \( \tau^* < \tau_r \).

The cumulative hazard (ignition) function corresponding to an exponential distribution of hot-spot formation times for a shock characterized by \( \lambda \) is given by \( \hat{I}(\tau) = \int_0^\tau \hat{\lambda} d\tau' = \hat{\lambda} \tau \). Here, \( \hat{I}(\tau) \) represents the specific accumulation of hot-spots behind the shock over time. As a first approximation, it is assumed that ignition occurs behind the shock when \( \hat{I} = \hat{I}^* \). The ignition time is given by \( \tau^* = \hat{I}^* \lambda^{-1} \) which can be expressed in terms of \( P \) and \( \bar{\phi}_0 \).

The relation for ignition time is then given by \( P^{\hat{\sigma}^*} \tau^* = \frac{\tau^*}{a} \). The value of \( \hat{I}^* \) is estimated based on DDT data for porous HMX obtained by McAfee, et al. \[10\], which indicate that \( \tau^* \approx 400 \mu s \) for \( P = 0.04 \) GPa, \( \bar{\phi}_0 = 0.66 \), and \( a = 125 \mu m \). Using these values with the power-law parameter values for \( \bar{\phi}_0 = 0.68 \), the estimate \( \hat{I}^* = 7.27 \) mm\(^{-1} \) is obtained. Assuming this value to be a property of HMX, it is possible to estimate the variation in ignition time as a function of shock strength for different values of \( \bar{\phi}_0 \). This assumption is particularly reasonable for shocks considered in this study which have sufficient strength to eliminate porosity because the effect of residual porosity on flame spread leading to global ignition is inconsequential; therefore, the ignition time will be controlled to leading-order by the spatial proximity of reactive hot-spots in the completely compacted state and the rate at which they are formed.

Figure 11 illustrates the predicted variation in ignition time behind steady waves in porous HMX. Highlighted in red on the \( \bar{\phi}_0 = 0.68 \) curve is the single datum used to establish the value of \( \hat{I}^* \). Also highlighted in the figure is the approximate range of measured shock rise times reported by Sheffield, et al. \[12\], for porous HMX for shock strengths considered in this study \((0.07 \leq \tau_r \leq 0.7 \mu s)\). Measurements indicate that shock rise time is largely insensitive to the value of \( \bar{\phi}_0 \). The predicted ignition time rapidly decreases with increasing wave strength for fixed \( \bar{\phi}_0 \). There exists a critical shock pressure that results in \( \tau^* \approx \tau_r \) indicating the onset of prompt ignition within the wave; interestingly, this critical pressure approximately equals that required for the onset of hot-spot agglomeration. Using the terminology of Ref. \[12\], Region I identified in the figure, which corresponds to \( \tau^* > \tau_r \), represents an ignition controlled process because of the long induction times, whereas Region II, which corresponds to \( \tau^* < \tau_r \), represents a growth controlled process because the waves are sufficiently strong to induce prompt ignition. Measurements indicate that the reaction zone is strongly coupled to the shock front for growth controlled processes which is consistent with the estimates given here. Also shown in Fig. 11(b) are measured detonation initiation times reported by McAfee, et al., \[10\] and Dick \[7\] for \( \bar{\phi}_0 \approx 0.68 \). The relative difference between the ignition and initiation time increases with shock pressure indicating that reaction growth following ignition plays an increasingly important role in establishing the initiation time scale.

The relative shock sensitivity of explosives is frequently reported in the literature in terms of the axial run distance to detonation as a function of input shock pressure. Assuming that run
distance is a monotonic function of ignition time, then it is possible to qualitatively compare measurements of run distance to ignition time predictions. In particular, measurements on low density HMX indicate that the run distance to detonation increases with \(\phi_0\) for fixed shock pressure, and that it is slightly more sensitive to variations in pressure for dense material [8, 12]. Predicted ignition time curves reflect both features, where the increase in pressure sensitivity is due to the increase in the value of power-law exponent \(n\) with \(\phi_0\). These results were used to establish an ignition and burn model for describing the shock initiation of low density HMX, as discussed in Section 4 of this report.

5. **The influence of particle packing density on hot-spot formation in low density HMX-Al composites was computationally examined.** [Chakravarthy, 2014; Chakravarthy and Gonthier, 2016] Particle ensembles were considered in this effort that isolated the effects of initial particle packing density, characterized by the solid volume fraction \(\phi_s\), and aluminum mass fraction \(\lambda_m\) on shock sensitivity. Representative ensembles used with mesoscale M&S are shown in Fig. 12, where yellow particles are HMX and red particles are Al. The ensembles consisted of hexagonal and/or circular particles having an average diameter of 60 \(\mu\)m with a narrow distribution. The effective packing density was varied over the range 0.678 \(\leq \bar{\phi}_s \leq 0.835\). An effective metal mass fraction of \(\lambda_m = 0.2\) was used for all ensembles. Impact speeds considered in this effort varied over the range 400 \(\leq U_p \leq 800\) m/s which resulted in pressure dominated shocks.

Figure 13 shows predicted Hugoniots. Here \(U_p\) and \(D\) are the piston and shock speed, respectively; \(\bar{P} = (\bar{P}_e \phi_e + \bar{P}_m \phi_m) / (\bar{\phi}_e + \bar{\phi}_m)\) is the effective equilibrium mixture pressure behind the shock, where \(\bar{P}_e\) and \(\bar{P}_m\) are the explosive and metal pressures, and \(\phi_e\) and \(\phi_m\) are the explosive and metal volume fractions; and \(W_{pe}\) is the effective dissipative work in the explosive component. Also shown are experimentally measured Hugoniots for neat HMX [12]. Predictions indicate that the inclusion of aluminum increases wave speed, pressure, and explosive dissipation for all cases compared to equivalent packing densities of neat HMX. However, little variation in explosive dissipation with shock pressure is predicted due to the increase in pressure with piston speed for HMX-Al mixtures. Shock rise times were found to decrease...
with an increase in packing density and/or piston speed but were insensitive to variations in metal mass fraction.

An increase in packing density was found to increase the average HMX hot-spot size for fixed piston speed with only marginal variations in hot-spot intensity. The number density of hot-spots based on the total volume/area increases with piston speed for all packing densities prior to the onset of hot-spot agglomeration, whereas the volume fraction of hot-spots monotonically increases. Relative to neat HMX, the overall number density of hot-spots is lower due to spatial dilution.

When based on HMX volume and not total volume, qualitatively different behavior is predicted. Hugoniots were used to correlate hot-spot number density and volume fraction (based on HMX volume) with shock pressure, as shown in Fig. 14. Aluminized HMX is predicted to slightly suppress hot-spot formation relative to neat HMX for low pressure shocks associated with the nucleation and growth phases of hot-spot formation; thus, both the explosive hot-spot number density and volume fraction marginally decrease with metal addition. For low pressure shocks, where surface dissipation due to friction and/or localized plasticity are primary heating mechanisms, metal-explosive contact surfaces act as energy sinks due to the high thermal conductivity of aluminum which suppresses hot-spot formation. As shock pressure increases into the agglomeration phase of hot-spot formation, uncontained plasticity within explosive particles becomes a primary heating mechanism which is enhanced by intense shock reflections from explosive-aluminum interfaces. Moreover, this effect is predicted to increase
with particle packing density. These predictions suggest that the inclusion of aluminum in low density composites may delay HMX ignition for low pressure shocks.

6. The influence of particle size on hot-spot formation in low density HMX-Al composites was computationally examined [Chakravarthy, 2014; Chakravarthy and Gonthier, 2016]. Mesoscale M&S was performed to characterize how disparities between the average HMX and aluminum particle size affect explosive hot-spot formation. To this end, aluminum/HMX particle size ratios of 1, 2, 3, and 6 were considered for aluminum mass fractions of $\lambda_m = 0.20$ and 0.56, and a solid volume fraction of $\phi_s = 0.84$. All particle size distributions were narrow, and the average HMX particle size was approximately 60 µm for all cases. These particle size ratios were largely chosen based on computational constraints. Representative particle ensembles are shown in Fig. 15.

Predictions indicate that aluminum particle size has a largely inconsequential effect on shock Hugoniot for material having $\lambda_m = 0.20$, as illustrated by the variation in explosive dissipative work with shock pressure in Fig. 16(a). Compaction shock Hugoniot are more strongly influenced by aluminum particle size for materials having higher aluminum mass, as illustrated in Fig. 16(b) for $\lambda_m = 0.56$, where a monotonic increase in shock pressure and dissipative work

Figure 13: Predicted variations in effective shock end states as function of $\bar{\phi}_s$ and $\lambda_m$: (a) $\bar{P}-U_p$; (b) $D-U_p$; (c) $\bar{W}_{pe}-U_p$; and (d) $\bar{W}_{pe}-\bar{P}$.
Figure 14: Predicted variations in the effective plastic work of the explosive component as a function of $\tilde{\phi}_s$, and $\lambda_m$.

Figure 15: Meso-structures with varying particle sizes, particle distributions and composition. Here, red particles represent metal, and yellow particles represent explosive.

...are predicted with an increase in Al particle size. Because this size effect is also predicted for identical particle ensembles of neat HMX, it is not dominated by the material make-up of the contacting surfaces. Additionally, smaller particles that are surrounded by larger particles can become pinched during shock passage resulting in higher local pressure and deformation; this pinching effect is enhanced in regions where small HMX particles are locally surrounded by large Al particles due to the high bulk modulus of aluminum.
Explosive hot-spot number density and volume fraction are predicted to have a strong non-linear dependence on Al particle size for low pressure shocks (approximately $\bar{P} < 2.5$ GPa for $\bar{\phi}_s = 0.84$), as illustrated in Fig. 17. An appreciable decrease in hot-spot number density and volume fraction is predicted for material containing large Al particles compared to material having equal particle sizes. Though speculative, it is plausible that frictional dissipation and/or localized plasticity which dominate the nucleation and early growth phase of hot-spot formation may be sensitive to minor changes in granular bed morphology. Marginal differences in hot-spot volume fraction, and larger differences in number density, are predicted for high pressure shocks. This prediction is due to uncontained plasticity and hot-spot agglomeration that occurs in the vicinity of large Al particles resulting in the formation of fewer but larger hot-spots. Similar trends are predicted for materials having $\lambda_m = 0.56$. Additional analysis is required to examine why disparate particle sizes can result in a significant decrease in hot-spot volumetric quantities at low shock pressures; this effect may have significant implications on the shock ignition of HMX-Al composites.
4 Ignition and Burn Modeling for Low Density HMX

4.1 Significance

Continuum theories are routinely used to examine shock initiation of solid explosives that occurs over length scales that are appreciably larger than the particle scale. These theories describe the effective/bulk response of the material and do not resolve the formation, growth, and interaction of reactive hot-spots within the microstructure. The relative importance of dissipation mechanisms, their dependence on microstructure and loading conditions, and their influence on macro-scale behavior remain fertile areas of research. Both mesoscale and macroscale M&S have been performed to address these and other issues, but these studies have largely focused on sustained single shocks to establish a foundation for analyzing more complex loading scenarios that may result in detonation. Successful application of commonly used hot-spot motivated burn models, such as Ignition and Growth [15], hinges on proper tuning of large parameter sets to initiation data. Though many parameters have a physical interpretation based on hot-spots, it can be difficult to establish their values in the absence of hot-spot and initiation data for specific microstructures under consideration. This effort represents a preliminary step toward the development of a simple technique to incorporate microstructure-dependent hot-spot features into ignition and burn models for low density explosives without the complexity of having to resolve particle scale ignition and burn.

4.2 Goals and Methods

The key goal of this effort was to utilize results from mesoscale M&S discussed in Section 3 to formulate a microstructure-dependent ignition and burn model for low density HMX. The model was used with a macroscale multiphase flow theory and a high-resolution computational technique to examine shock initiation. The model is conceptually similar to Ignition and Growth but accounts for ignition in terms of parameters that are explicitly determined from hot-spot fields.

The multiphase flow theory used in this effort is a two-phase limiting form of the more general multiphase model formulated by Crochet [5]. The vector form of the model equations in Cartesian coordinates are expressed as

\[
\frac{\partial \mathbf{q}}{\partial t} + \frac{\partial \mathbf{f}(\mathbf{q})}{\partial x} = g(\mathbf{q}) \frac{\partial \phi_s}{\partial x} + s(\mathbf{q}).
\] (4)

Here, \( \mathbf{q} \) is the vector of conserved variables, \( \mathbf{f}(\mathbf{q}) \) is the flux vector, \( g(\mathbf{q}) \) is the vector associated with nonconservative nozzling sources, and \( s(\mathbf{q}) \) is the phase interaction source vector. These equations describe the evolution of mass, momentum, total energy, and solid volume fraction of the granular explosive. Complete details of the model, including constitutive relations for granular HMX, are given in Refs. [5, 6]. Development of the multiphase constitutive theory represents an additional contribution of this effort as per Item 3 below. All mesoscale M&S performed in this effort was based on the model and numerical technique discussed in Section 2. Both inert and reactive shocks in low density HMX were examined. Comparisons between mesoscale predictions of effective shock profiles and those given by the multiphase theory for inert shocks were examined to assess their agreement, particularly in terms of dissipation; this assessment was important because it enables particle scale behavior to be interpreted within the context of multiphase theory predictions.

4.3 Work Accomplished

Work accomplished as part of this effort along with key observations are briefly summarized below. Publications and presentations resulting from this work are indicated by the cited references.
1. An analysis of compaction wave dissipation in low density HMX was performed. [Rao and Gonthier; 2014 A; Rao, et al., 2013; Rao and Gonthier, 2016] Mesoscale M&S was performed to computationally examine how initial porosity influences dissipation rates within inert compaction shocks and to compare predictions to a continuum compaction theory. Effective shock profiles were obtained by averaging meso-scale fields over space and time. The continuum theory directly predicts the variation in effective thermomechanical fields during compaction due to an imbalance between an effective solid pressure and a configurational stress.

A key focus of this effort was to examine dissipation within compaction shocks. The mass-specific deformation power prescribed by the mesoscale model [Section 2] is expressed by

$$\mathcal{P} = \frac{1}{\rho} (\tau : (d - d_p)) + \frac{P}{\rho} \text{tr}(d - d_p) + \frac{1}{\rho} (\sigma : d_p).$$

(5)

Terms on the right side of this equation represent shear, compression, and plastic work rates, respectively. Within the context of this model, shear work results in a non-thermal change of stored strain energy, whereas compression and plastic work result in deformation induced heating. Only plastic work is dissipative in that it causes an irreversible production of entropy, with the local dissipation power given by

$$T\dot{\eta} = \frac{1}{\rho} (\sigma : d_p) \geq 0,$$

(6)

where $\eta$ is the mass-specific entropy. Friction work occurring at inter-particle boundaries is also dissipative when slip occurs; the frictional dissipation power is locally given by $T\dot{\eta}_f = t_c \cdot v_r$, where $v_r$ is the relative slip velocity. Because frictional dissipation is localized at particle contact surfaces, it does not appreciably contribute to the effective (or bulk) mass-specific dissipated energy. Therefore, dissipated energy by plastic work dominates the effective response, though frictionally induced tangential surface tractions can indirectly contribute to dissipation by enhancing plastic deformation within particles. Dissipative work is obtained by integrating Eq. (6) in time.

The mass-specific deformation power prescribed by the continuum compaction theory is expressed by

$$\mathcal{P} = \dot{B} + \dot{\varepsilon}_p + \dot{\varepsilon}_\phi + \dot{\varepsilon}_\phi^-$$

$$= \frac{\beta}{\rho_s \phi} \frac{d}{dt} \left( \phi - \phi^- \right) + \frac{P_s}{\rho_s} \frac{d\rho_s}{dt} + \frac{(P_s - \beta)}{\rho_s \phi} \frac{d\phi}{dt} + \frac{\beta}{\rho_s \phi} \frac{d\phi^-}{dt}$$

(7)

where

$$\frac{d\phi}{dt} = \frac{\phi (1 - \phi)}{\mu} (P_s - \beta),$$

(8)

$$\frac{d\phi^-}{dt} = \begin{cases} f'(\phi) \frac{d\phi}{dt} & \text{if } f(\phi) > \phi^- \\ 0 & \text{otherwise}. \end{cases}$$

(9)

Here, $d(\bullet)/dt \equiv \partial (\bullet)/\partial t + v \cdot \nabla (\bullet)$ is the Lagrangian derivative. Terms on the left of the second equality in Eq. (7) are respectively defined by the corresponding terms on the right.
In Eq. (7), $\dot{B}$ implicitly accounts for the rate of stored compaction energy at the particle scale due to shear, $\dot{\varepsilon}_p$ accounts for the compression work rate, and $\dot{\varepsilon}_c = \dot{\varepsilon}_\phi + \dot{\varepsilon}_{\tilde{\phi}}$ accounts for the compaction work rate. The term $\dot{\varepsilon}_c$ consists of both a rate-dependent component $\dot{\varepsilon}_\phi$, which vanishes in the slow compaction limit (i.e., $P_s \to \beta$), and an inelastic component $\dot{\varepsilon}_{\tilde{\phi}}$. These contributions to the deformation power are respectively analogous to the integrated contributions of those given in Eq. (5) for the mesoscale description. The Second Law of Thermodynamics gives the strong form of the dissipation inequality

$$ T_s \dot{\eta} = \dot{\varepsilon}_\phi + \dot{\varepsilon}_{\tilde{\phi}} \geq 0, $$

where $\eta = \eta_s$ is the mass-specific granular solid entropy. The first term on the right side of this equation is non-negative, as is the second term because $\beta \geq 0$ and $d\tilde{\phi}/dt \geq 0$ by construction. This thermodynamic description is compatible with a Helmholtz free energy of the form $\psi(\rho_s, T_s, \phi, \tilde{\phi}) = \psi_s(\rho_s, T_s) + B(\phi - \tilde{\phi})$, where $\psi_s$ is the mass-specific solid phase free energy. Here, $\psi_s$ is the thermal component of free energy. Rate-dependent compaction is the dominate dissipation mechanism for compaction shocks because $\dot{\varepsilon}_\phi \gg \dot{\varepsilon}_{\tilde{\phi}}$.

The analysis indicates that increasing porosity decreases the dissipative work rate within shocks but increases the integrated dissipative work over shock rise times which is indicative of enhanced sensitivity. Representative predictions for the dissipation rate and dissipative work profiles for a pressure dominated compaction shock corresponding to $U_p = 500$ m/s are shown in Fig. 18. Qualitative agreement between mesoscale and continuum theory predictions is reasonable, though quantitative discrepancies exist due to differences in their constitutive theories. Figure 19(a) illustrates a comparison between predicted variations in dissipative work with shock pressure and initial packing density; again, good qualitative agreement exist in all cases. The relation between dissipative work and shock pressure can be accurately described by a density-dependent power law. The continuum theory results in shock thicknesses that are comparable to those predicted by mesoscale M&S, where the thickness is largely independent of $\phi_0$, but appreciably decreases with increasing $U_p$, which is consistent with measured data for low density HMX. [12] A comparison between predicted shock rise times is given in Fig. 19(b).

2. Rapid and successive inert shock loading of low density HMX was computationally examined. [Rao and Gonthier, 2015 A] Shock compaction of granular explosives can trigger combustion that results in detonation, even for relatively mild shocks. It is well established that a primary (or lead) shock can desensitize the material to subsequent shocks by reducing porosity. This phenomenon, referred to as shock desensitization, has been observed during Deflagration-to-Detonation Transition (DDT) of low density granular explosives in which complex interactions between impact and combustion-supported shocks influence the initiation process. In this effort, a computational analysis was performed to characterize how rapid successive planar shock loading of low density HMX affects dissipation. Mesoscale M&S was used to predict effective shock profiles and to examine hot-spot fields induced by pore collapse. Resolved shock profiles were compared to those given by the continuum compaction theory, and both were analyzed in a thermodynamic space that highlights desensitization effects.

Figures 20(a) and (b) show the spatial variation in dissipated work $w_d$ at various times following initial impact predicted by mesoscale M&S and the continuum compaction theory,
Figure 18: A comparison between mesoscale and continuum theory predictions for shock dissipation rate and dissipative work profiles corresponding to $U_p = 500$ m/s. Shock profiles are shown for different values of initial solid volume fraction $\phi_0$. The shock is propagating from left to right in the figure.

Figure 19: A comparison between mesoscale and continuum theory predictions for (a) the variation in effective dissipative work with shock pressure and (b) the variation in compaction shock rise time with supporting piston speed.
Figure 20: A comparison of mesoscale M&S and continuum compaction theory predictions for dissipative work profiles induced by successive planar shock loading of low density HMX having $\phi_0 = 0.68$. The successive supporting piston speeds are $U_{P1} = 300$ m/s and $U_{P2} = 500$ m/s. (a) Mesoscale and (b) continuum theory spatial fields at various times. Fields are plotted in a right propagating piston-attached reference frame; the piston surface is located at $\xi = 0$ mm. (c) Mesoscale and (d) continuum theory predictions plotted in pressure-dissipated work phase space.
respectively, for $\phi_0 = 0.68$. Corresponding times differ between the simulations due to differences in domain lengths and the time at which the piston speed transitions from $U_{P1}$ to $U_{P2}$. In both cases, the lead compaction shock, which eliminates much of the initial porosity, propagates a relatively long distance into the domain before the piston speed increases to $U_{P2}$. Subsequently, a quasi-steady secondary shock quickly develops that eliminates residual porosity in material precompacted by the lead shock. The secondary shock is overdriven relative to the ambient material which has lower impedance than the denser material through which it propagates. Consequently, it experiences a gradual decay in pressure as it overtakes the lead shock and transits to the ambient material. The pressure decay predicted by mesoscale M&S is faster than that of the continuum theory due to its shorter domain length that facilitates rapid reverberation of release waves between the shock and piston. The shock transmission process is accompanied by a relatively modest increase in solid particle velocity and a substantial increase ($\approx 350\%$) in dissipative compaction work which mesoscale simulations indicate can result in ubiquitous formation of hot-spots. Mesoscale M&S and the continuum theory predict qualitatively similar features and exhibit reasonable quantitative agreement.

Figures 20(c) and (d) display the predictions of (a) and (b) in a phase space characterized by solid pressure $P_s$ and $w_d$. This space is chosen because $P_s$ represents a measure of shock strength and $w_d$ represents a measure of hot-spot formation within the material. For comparative purposes, single shock end state predictions given by both descriptions are also shown in the figure. Mesoscale M&S of single shocks indicate that appreciable hot-spot agglomeration results for approximately $w_d > 100$ kJ/kg and $P_s > 1.6$ GPa for $\phi_0 = 0.68$; this region is also highlighted in the figure for reference. Though speculative in the absence of reactive mesoscale data, it is reasonable to expect that shocked material having tightly packed agglomerated hot-spots may significantly reduce reactive hot-spot interaction times, possibly resulting in prompt ignition and initiation. This assertion is consistent with the almost “discontinuous” initiation events observed by McAfee, et al.,[10] during DDT in low density HMX resulting from the interaction of piston and combustion driven compaction shocks. Such observations reinforce the need to better characterize dissipation and ignition by rapid and successive shock loading of low density explosives.

Identified on the autonomous solution trajectories of Figs. (20)(c) and (d) are the equilibrium end states behind the lead and secondary quasi-steady shocks, where the lead shock end states lie on the single shock equilibrium curves. Unlike these autonomous solution trajectories, those associated with the interaction process between the lead and secondary shocks are time-dependent; only a single representative trajectory is shown for each of these processes in the plots. Again, mesoscale M&S and the continuum theory give comparable results. A few features are noteworthy. First, the lead shock strength is sufficient to eliminate most porosity resulting in relatively small additional increases in $w_d$ by the secondary shock. Consequently, in all cases the value of $w_d$ induced by the secondary shock is substantially lower than that induced by a single shock of equivalent pressure which is indicative of significant shock desensitization. Second, based on an analysis of hot-spots, appreciable agglomeration only results as the secondary shock overtakes the lead shock for the values of $U_{P1}$ and $U_{P2}$ imposed here. This prediction demonstrates how the strength of the secondary shock needed to induce agglomeration is dependent on the strength of the lead shock and the value of $\phi_0$. Third, increasing $\phi_0$ tends to suppress dissipation and enhance desensitization.
3. **A multiphase theory for the detonation of low density explosives containing an arbitrary number of solid components was formulated.** [Crochet, et al., 2012; Crochet, 2013; Crochet and Gonthier, 2015] Multiphase continuum models are commonly used to predict the shock, combustion and detonation of granular energetic mixtures containing solid reactants and gaseous products. These models often include phase interaction terms that formally satisfy the strong form of the Second Law of Thermodynamics and provide flexibility in distributing dissipation between phases arising from non-equilibrium phenomena. This effort formulated a thermodynamically compatible constitutive theory for reactive systems containing an arbitrary number of solid components. The theory represents a rigorous extension of the two-phase theory formulated by Bdzil, et al. [4], based on the well-studied Baer-Nunziato model. Forms of the gas-solid and solid-solid interphase sources suggested by general reactions of type $A \rightarrow B$ are considered, where the combustion processes discussed in [4] are treated as a special case. The model energetics are augmented by supplemental evolutionary equations that track local changes in phase temperatures due to dissipative and transport processes allowing for the identification of dominant energetic processes. This capability provides a means to identify system parameters (e.g., metal particle size and mass fraction in metalized energetic mixtures) which optimize performance metrics. Predictions were obtained for mixtures of granular HMX and aluminum to demonstrate model features and to highlight the effect of aluminum particle self-heating by oxidation on detonation. Predicted spatial profiles for mechanical fields, and the heating contributions from individual dissipative processes, illustrated how aluminum particle size can affect the coupling of oxidative heating to the explosive reaction zone. This extended theory is currently being used by the PI to computationally characterize shock initiation of HMX-Al composites.

4. **A simple reactive burn model was formulated that describes shock induced combustion of low density HMX.** [Rao and Gonthier, 2014 B] The burn model incorporated the ignition criterion based on effective hot-spot formation rates discussed in Section 3 (Item 4). The effective rate was related to bulk wave pressure through a power law. The burn model was implemented in the two-phase (explosive and product gas) non-equilibrium continuum theory given by Eq. (4) to computationally examine how ignition and initiation vary with initial packing density and shock strength.

Of particular importance in this effort is the volumetric mass exchange term $C_s$ that governs the explosive combustion rate. It is common to take $C_s = C_s(\rho_s, \phi_s, P_g)$, where the functional dependency on gas pressure reflects strand burn data. Because ignition results from dissipative heating at the pore scale during shock compaction, it is plausible to use an expanded expression that accounts for the role of hot-spots in triggering ignition.

The ignition induction period behind shocks depends on both mesostructure and shock strength. To this end, Eq. (4) is supplemented by a history variable rate equation that describes the evolution of a dimensionless ignition variable $\lambda_I$:

$$\frac{d\lambda_I}{dt_s} = \frac{1}{t_r} \left( \frac{P_s - P_0}{P_r} \right)^m,$$

where $t_r$ and $P_r$ are a reference time and pressure, $m$ is a history variable exponent, and $P_0$ ($\approx 0$ for this effort) is the ambient material pressure. The ignition variable is defined for $0 \leq \lambda_I \leq 1$, where $\lambda_I = 1$ denotes ignition. The solid pressure $P_s$ is chosen as the history variable because it drives compaction induced dissipation which represents a primary
hot-spot formation mechanism in the continuum theory. Assuming a constant shock pressure and taking $t_s = 0$ at the shock front, Eq. (11) can be directly integrated to give

$$\lambda_I = \left( \frac{t_s}{t_r} \right) \left( \frac{P_s - P_0}{P_r} \right)^m,$$

where $t_s$ is time since shock passage for the explosive phase. For ignition, $\lambda_I = 1$ and $t_s = \tau^*$; also, $P_s \approx P$ because $\phi_s \approx 1$ in the compacted state for shocks considered in this effort. Thus, using the criterion $\mathcal{P}^n \tau^* = \frac{\mathcal{I}^*}{a}$ from Section 3 (Item 4), and taking $m = n$, the expression

$$1 = \left( \frac{t_s}{t_r} \right) \left( \frac{P_s - P_0}{P_r} \right)^n$$

is obtained enabling Eq. (11) to be expressed as

$$\frac{d\lambda_I}{dt_s} = \left\{ \begin{array}{ll}
\frac{a}{T^*} (P_s - P_0)^n & 0 \leq \lambda_I \leq 1 \\
0 & \text{otherwise}
\end{array} \right.,$$

where the constant parameters $a$, $T^*$, and $n$ are mesostructure-dependent. The volumetric mass exchange term is then taken to be

$$\mathcal{C}_s = \left\{ \begin{array}{ll}
0 & \text{for } 0 \leq \lambda_I < 1 \\
\sigma \rho_s \phi_s P_g & \text{for } \lambda_I = 1,
\end{array} \right.$$
Figure 21: Plots showing the (a) ignition and initiation times, and (b) initiation distances for $\phi_0 = 0.68$ and $\phi_0 = 0.83$.

in compacted material behind the lead shock and the break-out of detonation into ambient material. These distances merge with increasing shock pressure as the initiation process becomes growth controlled. Second, slopes of the initiation curves (given by $\partial \log x^*/\partial \log P$) slightly decrease with increasing shock pressure for ignition controlled processes, but approach an approximately constant value for growth controlled processes that depends on $\phi_0$. Higher $\phi_0$ results in a marginally higher slope, possibly due to the larger change in effective hot-spot formation rate with pressure. Also shown in Fig. 21(b) for perspective is the measured run distance to detonation for the plastic-bonded explosive PBX 9404 (98% TMD HMX). Relative to $\phi_0 = 0.84$, the run distance curve for this material has higher slope, suggesting a larger variation in hot-spot formation rate with pressure, and requires higher shock pressure for a given run distance; as such, it is considered less sensitive than low density HMX.

Though the reactive burn model formulated in this effort gives results that are commensurate with time and run distance data, not all details of the transition mechanism are accurately predicted following ignition due to the simple form of the pressure-dependent burn law used. This deficiency is particularly apparent for ignition controlled initiation that involves complex temporal and spatial interactions between compaction and combustion waves within material behind the lead shock.

5. **Computational analysis of weak initiation of low density HMX.** [Rao and Gonthier, 2015 B; Rao and Gonthier, 2016 A; Rao and Gonthier, 2016 B] Low pressure (weak) initiation of low density granular HMX occurs by a complex mechanism that leads to a prompt (or discontinuous) transition to detonation within the material due to compaction shock interactions. These interactions influence ignition, flame spread, and subsequent transition by affecting dissipative heating within the microstructure during pore collapse. Details of the transition mechanism depend on initial packing density and input shock strength. In this effort, computations were performed using a multiphase reactive flow model to examine how the transition mechanism varies with input shock strength for granular HMX (68% TMD). As mentioned, the burn model outlined in Item 4 of this section does not accu-
rately describe details of the transition mechanism due to the overly simplistic nature of the pressure-dependent burn law despite its accuracy in predicting Pop-plots. The improved model accounts for pressure-dependent ignition, and subsequent burn depends on the local dissipative work, porosity, and pressure. The dependence on dissipative work is motivated by mesoscale M&S that indicated a significant increase in hot-spot size and spatial proximity within the microstructure as shock induced dissipative work increases, suggesting an increase in flame spread rate. Predictions highlight the variation in transition mechanism with increasing input shock strength and identify conditions that favor the formation of retonation waves during transition.

The volumetric mass exchange term $C_s$ is again described by Eq. (13), where the subsequent burn associated with gas production and energy release is now given by

$$f = \begin{cases} \alpha_L \left( \phi_s \right) \sigma_{ref} \left( \frac{P_g}{P_{ref}} \right) & \text{for } \phi_s \leq \phi_{crit} \\ \alpha_L + \alpha_H \left( \phi_s \right) \sigma_{ref} \left( \frac{P_g}{P_{ref}} \right) & \text{for } \phi_s > \phi_{crit}. \end{cases}$$

(14)

Here, $\alpha$ represents a dimensionless volumetric burn surface area prefactor, $d_0$ is particle size, and $\sigma_{ref}$ is a characteristic regression velocity corresponding to pressure $P_{ref}$. Generally, $\alpha = \alpha(\phi_s, w_d)$, where $w_d$ is mass specific shock dissipative work that can account for desensitization. This burn rate reflects a transition from normal regressive burn, characterized by $\alpha_L$, to hot-spot facilitated burn, characterized by $\alpha_H$, for strong pressure dominated shocks that have $\phi_s \approx 1$ and high values of $w_d$. Hot-spot facilitated burn is associated with a significant increase in burn area due to the ubiquitous formation of hot-spots. The dependence on $\phi_{crit}$ is chosen because DDT tube tests [10] indicate a drop in burn rate for approximately $\phi_s > 0.95$ prior to the onset of a hot-spot facilitated burn-type mechanism. For $\phi_s \leq \phi_{crit}$, a constant prefactor $\alpha_L$ is used and the burn is solely dependent on gas pressure. The prefactor $\alpha_H$ is given by

$$\alpha_H = \alpha_{min} + (\alpha_{max} - \alpha_{min}) \left( 1 + \exp \left( \frac{-(w_d - w_{ref})}{\Delta} \right) \right)^{-1}.$$

(15)

In this effort, the values are $d_0 = 100 \, \mu m$, $\sigma_{ref} = 10 \, m/s$, $P_{ref} = 0.1 \, GPa$, $\alpha_L = 0.001$, $\alpha_{min} = 0.001$, $\alpha_{max} = 0.2$, $w_{ref} = 20 \, kJ/kg$, and $\Delta = 0.5 \, kJ/kg$. Different detonation transition mechanisms can be described by Eq. (14) due its dependence on $\phi_s$, $P_g$, and $w_d$. Though conceptually similar to other models [13, 14], this model incorporates microstructure-dependent hot-spot predictions obtained by meso-scale M&S and accounts for hot-spot facilitated burn in terms of compaction shock dissipation to better characterize desensitization by shock interaction effects.

Figure 22 illustrates a predicted transition mechanism in low density HMX having $\phi_0 = 0.68$ for an input shock corresponding to a piston speed of $U_P = 200 \, m/s$. The input shock in this case is strength dominated and it triggers an ignition controlled initiation process. The steady primary (input) compaction shock, labeled $c_1$, eliminates most of the porosity as it propagates a relatively long distance into the ambient material prior to the onset of burn near the piston surface at approximately $t = 25 \, \mu s$ following impact. Subsequently, regressive burn near the piston drives the formation of a secondary compaction shock, labeled $c_2$, due to the low permeability of combustion gases into dense material precompacted by the primary shock. The secondary shock eliminates residual porosity resulting in the formation
Figure 22: Predicted (a) bulk/mixture pressure contours showing compaction shock and ignition front trajectories in the characteristic plane; (b) solid/explosive volume fraction contours in the characteristic plane; (c) variation in bulk pressure with position at various times; and (d) variation in dissipative compaction work with position at various times. The material is low density HMX ($\phi_0 = 0.68$) and the input shock corresponds to a supporting piston speed of $U_P = 200$ m/s. Position is shown in a piston-attached reference frame.
of an inert solid “plug” that increases in width as it propagates forward [10]. This burn supported secondary shock causes less dissipation than those induced by weaker input shocks (≈ \( U_p \leq 150 \text{ m/s} \)) because of slightly lower residual porosity behind the primary shock which is indicative of desensitization. The secondary shock overtakes the primary shock at approximately \( t = 35 \mu\text{s} \) causing a significant increase in dissipation with a slight reduction in pressure. Consequently, the rapid onset of vigorous burn is predicted to occur within the compacted region at approximately \( t = 43 \mu\text{s} \) after a short ignition delay following shock passage. At this location and time, \( w_d \rightarrow w_{ref} = 20 \text{ kJ/kg} \) and \( \alpha_H \) quickly increases resulting in hot-spot facilitated burn. This rapid onset of vigorous burn results in a “thermal-explosion-like” (or SDT-like) event which produces a forward propagating reactive shock and a backward propagating inert shock. The reactive shock quickly transitions to a Chapman-Jouguet (CJ) detonation, whereas the inert shock slowly increases in strength until it abruptly transitions into a strong reactive compression/retonation wave as \( w_d \rightarrow w_{ref} \). These predictions indicate that the formation of retonation waves requires the occurrence of a SDT-like event which drives a backward propagating inert shock that becomes sufficiently strong to trigger hot-spot facilitated burn before interacting with the primary burn front.

Though not shown here, weaker input shocks, which also involve SDT-like events, do not result in retonation as the inert shock strength is insufficient to trigger hot-spot facilitated burn prior to interacting with the primary burn front. Stronger input shocks that are pressure dominated eliminate all porosity and result in a continuously accelerating combustion/detonation wave that forms within the compacted region whose pressure exceeds the Chapman-Jouguet value of the ambient material. In these cases, the transition mechanism is largely continuous, with ignition induction time comparable to that required for transition following ignition.
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