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## UNIT CONVERSION TABLE

### U.S. customary units to and from international units of measurement

<table>
<thead>
<tr>
<th>U.S. Customary Units</th>
<th>Multiply by</th>
<th>Divide by‡</th>
<th>International Units</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Length/Area/Volume</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inch (in)</td>
<td>2.54 × 10⁻²</td>
<td></td>
<td>meter (m)</td>
</tr>
<tr>
<td>foot (ft)</td>
<td>3.048 × 10⁻¹</td>
<td></td>
<td>meter (m)</td>
</tr>
<tr>
<td>yard (yd)</td>
<td>9.144 × 10⁻¹</td>
<td></td>
<td>meter (m)</td>
</tr>
<tr>
<td>mile (mi, international)</td>
<td>1.609 344 × 10³</td>
<td></td>
<td>meter (m)</td>
</tr>
<tr>
<td>mile (nm, nautical, U.S.)</td>
<td>1.852 × 10³</td>
<td></td>
<td>meter (m)</td>
</tr>
<tr>
<td>barn (b)</td>
<td>1 × 10⁻²⁸</td>
<td></td>
<td>square meter (m²)</td>
</tr>
<tr>
<td>gallon (gal, U.S. liquid)</td>
<td>3.785 412 × 10⁻³</td>
<td></td>
<td>cubic meter (m³)</td>
</tr>
<tr>
<td>cubic foot (ft³)</td>
<td>2.831 685 × 10⁻²</td>
<td></td>
<td>cubic meter (m³)</td>
</tr>
<tr>
<td><strong>Mass/Density</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pound (lb)</td>
<td>4.535 924 × 10⁻¹</td>
<td></td>
<td>kilogram (kg)</td>
</tr>
<tr>
<td>unified atomic mass unit (amu)</td>
<td>1.660 539 × 10⁻²⁷</td>
<td></td>
<td>kilogram (kg)</td>
</tr>
<tr>
<td>pound-force per cubic foot (lb ft⁻³)</td>
<td>1.601 846 × 10¹</td>
<td></td>
<td>kilogram per cubic meter (kg m⁻³)</td>
</tr>
<tr>
<td>pound-force (lbf avoirdupois)</td>
<td>4.448 222</td>
<td></td>
<td>newton (N)</td>
</tr>
<tr>
<td><strong>Energy/Work/Power</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>electron volt (eV)</td>
<td>1.602 177 × 10⁻¹⁹</td>
<td></td>
<td>joule (J)</td>
</tr>
<tr>
<td>erg</td>
<td>1 × 10⁻⁷</td>
<td></td>
<td>joule (J)</td>
</tr>
<tr>
<td>kiloton (kt) (TNT equivalent)</td>
<td>4.184 × 10¹²</td>
<td></td>
<td>joule (J)</td>
</tr>
<tr>
<td>British thermal unit (Btu)</td>
<td>1.054 350 × 10³</td>
<td></td>
<td>joule (J)</td>
</tr>
<tr>
<td>(thermochemical)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>foot-pound-force (ft lbf)</td>
<td>1.355 818</td>
<td></td>
<td>joule (J)</td>
</tr>
<tr>
<td>calorie (cal) (thermochemical)</td>
<td>4.184</td>
<td></td>
<td>joule (J)</td>
</tr>
<tr>
<td><strong>Pressure</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>atmosphere (atm)</td>
<td>1.013 250 × 10⁵</td>
<td></td>
<td>pascal (Pa)</td>
</tr>
<tr>
<td>pound force per square inch (psi)</td>
<td>6.984 757 × 10³</td>
<td></td>
<td>pascal (Pa)</td>
</tr>
<tr>
<td><strong>Temperature</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>degree Fahrenheit (°F)</td>
<td>[T(°F) – 32]/1.8</td>
<td></td>
<td>degree Celsius (°C)</td>
</tr>
<tr>
<td>degree Fahrenheit (°F)</td>
<td>[T(°F) + 459.67]/1.8</td>
<td></td>
<td>kelvin (K)</td>
</tr>
<tr>
<td><strong>Radiation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>curie (Ci) [activity of radionuclides]</td>
<td>3.7 × 10¹⁰</td>
<td></td>
<td>per second (s⁻¹) [becquerel (Bq)]</td>
</tr>
<tr>
<td>roentgen (R) [air exposure]</td>
<td>2.579 760 × 10⁻⁴</td>
<td></td>
<td>coulomb per kilogram (C kg⁻¹)</td>
</tr>
<tr>
<td>rad [absorbed dose]</td>
<td>1 × 10⁻²</td>
<td></td>
<td>joule per kilogram (J kg⁻¹) [gray (Gy)]</td>
</tr>
<tr>
<td>rem [equivalent and effective dose]</td>
<td>1 × 10⁻²</td>
<td></td>
<td>joule per kilogram (J kg⁻¹) [sievert (Sv)]</td>
</tr>
</tbody>
</table>

*Specific details regarding the implementation of SI units may be viewed at [http://www.bipm.org/en/si/](http://www.bipm.org/en/si/).

‡Multiply the U.S. customary unit by the factor to get the international unit. Divide the international unit by the factor to get the U.S. customary unit.
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What are the major goals of the project?
List the major goals of the project as stated in the approved application or as approved by the agency. If the application lists milestones/target dates for important activities or phases of the project, identify these dates and show actual completion dates or the percentage of completion. Generally, the goals will not change from one reporting period to the next. However, if the awarding agency approved changes to the goals during the reporting period, list the revised goals and objectives. Also explain any significant changes in approach or methods from the agency approved application or plan.

Objectives
The objective of this project as modified and approved by DTRA is to develop a new scientific framework and technical capability for the computational analyses and design of the thermal-mechanical behavior of energetic composite materials under dynamic impact loading. The model material system polymer bonded explosives (PBX). The capability to be developed goes beyond what is available at the present. Due to the reduced level of funding available relative to the level in the original proposal, we have made certain changes in the scope of the work. The characteristics of the framework and capability include (1) focus on our state-of-the-art 2D CFEM computational framework, (2) account of fully dynamic finite deformation kinetics and kinematics, (3) tracking of microstructural level fracture, failure, shear banding, contact and frictional heating, (4) account for the coupling between mechanical deformation and thermal generation and conduction, (5) account for the initiation of energetic reactions in dynamically deforming heterogeneous materials, (6) characterization of the stochastic variations in ignition behavior, and (7) three-dimensional (3D) modeling will primarily focus on the effect of anisotropic crystalline plastic response (slip) on the dissipation mechanisms in HMX granule aggregates.

Scope
The tasks of this project focus on (1) developing a model to analyze hotspot dynamics—rate of temperature increase, spatial distribution of hotspots generated—as functions of variations in microstructure and constituent properties; (1) developing an approach for quantifying the stochastic variations in the response of energetic materials as functions of variations in microstructure and constituent properties (2) establishing relationships between the ignition response of heterogeneous energetic materials and their microstructures (formulation); (3) verifying and validating the relations through open-literature (3) continuing to transfer software technology and material design relations developed to the AFRL/RWME and other national labs.

Milestones and Schedule
Year #1: (Completed)
• Formulation of 3D equations of deformations, heat production & transfer, thermal –
  mechanical coupling, and constitutive and interfacial behaviors;
• Implementation of models in CFEM codes (CODEX suite of codes).

Year #2: (Completed)
• 3D CFEM code developed
• Preliminary CFEM calculations carried out;
• Novel hotspot quantification method developed;

Year #3: (Completed)
• Simulations for constitutive and interfacial characterization;
• CFEM continuum modeling;
• Transfer of CFEM code to AFRL/RWME as appropriate;
• Ignition criterion developed.

Year #4: (Completed)
• Effects of microstructure, constituents, composition and loading characterized through
  CFEM simulations – focus on 2D modeling approach, ignition threshold and probabilistic
  nature of ignition, and effect of microstructure variation on uncertainty in ignition
  behavior;

Year #5: (Completed)
• A statistical hot-spot formation and evolution model developed;
• Quantification of the ignition probability as a function of microstructural attributes (e.g.,
  volume fraction of constituents or specific surface area), variations in microstructure, inter-
  constituent bonding, and loading condition.
• Formulation of microstructure-ignition relations developed as a preliminary capability for
  PBX materials design;
Performance Schedule

<table>
<thead>
<tr>
<th>Detailed Task</th>
<th>Description</th>
<th>Year 1</th>
<th>Year 2</th>
<th>Year 3</th>
<th>Year 4</th>
<th>Year 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>Development of 2D&amp;3D CFEM model and software capability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2)</td>
<td>Approach for determining constituent and interfacial properties</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td>Development of a framework for analyzing energetic reactions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4)</td>
<td>Characterization of the effects of microstructure and constituents</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5)</td>
<td>Development of microstructure-performance relations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tasks/Scientific Goals

**Task 1 – Development of the Cohesive Finite Element Method (CFEM) framework**

A new scientific framework and technical capability is developed for the computational analyses of the thermal-mechanical behavior of energetic composite materials under dynamic impact loading. The capability to be developed goes beyond what is available at the present. Characteristics of the framework and capability include (1) account for the microstructural morphology of energetic composite materials such as polymer-bonded explosives (PBX), (2) account of fully dynamic finite deformation kinetics and kinematics, (3) tracking of microstructural level fracture, failure, shear banding, contact and frictional heating, (4) account for the coupling between mechanical deformation and thermal generation and conduction, and (5) account for the energetic reactions in dynamically deforming heterogeneous materials.

**Task 2 – Three-Dimensional Modelling of Impact Response of Heterogeneous Explosives**

This novel computational simulation capability should be able to consider (1) polycrystalline material structures, (2) random and textured grain orientation distributions, (3) anisotropic elastic and crystal plastic slip responses of molecular crystals such as HMX and RDX, and (4) full coupling of mechanical deformation and heat generation/conduction. An algorithm for the generation of polycrystal microstructures with prescribed grain sizes, shapes, and size distributions is established. The effects of polycrystalline structure, crystalline slip and statistical variation in microstructure level behavior on hotspot formation is quantified.

**Task 3 – Development of a Hotspot Quantification Model and the Ignition Threshold**
A systematic method is developed for the statistical quantification of hotspot fields resulting from non-shock impact loading of GXS and PBXs. This new method quantifies the distributions of the size and shape of hotspots and distances between hotspot as function of microstructures and loading using Radial Distribution Function (RDF). The second development is a new criterion for establishing the ignition conditions of heterogeneous energetic materials under general conditions. This criterion, similar to a “yield” or failure criterion in mechanics of materials, links the hotspot size-temperature states in a loading event to the threshold size-temperature conditions of hotspots, which are regarded as materials properties. The relation between the grain size and the material sensitivity (i.e., ignition) is obtained.

**Task 4 – The effect of variations in microstructural uncertainties on ignition behavior using a probabilistic approach**

An approach for computationally predicting and quantifying the stochasticity of the ignition process in polymer-bonded explosives under impact loading is developed. The method involves subjecting sets of statistically similar microstructure samples to identical overall loading and characterizing the statistical distribution of the ignition response of the samples. The analyses focus on the influence of random microstructure geometry variations on the critical time to ignition and the critical impact velocity below which no ignition occurs. The relation between the microstructural attributes (e.g., grain size distribution, specific surface area, and HMX grain volume fraction) and the ignition probability is obtained.

**Task 5 – Quantification of the Ignition Probability as a Function of Random Variations in Microstructural Morphology and Inter-constituent Bonding**

Accounting for the combined effect of multiple sources of stochasticity in material attributes, we develop an approach that computationally predicts the probability of ignition of polymer-bonded explosives (PBXs) under impact loading. The analysis focuses on the effects of two sources of stochastic variations at the microstructural level on hotspot development in a PBX. The random variations considered are associated with the morphologies of constituent phases and the bonding strength of the grain-binder interfaces. The probability of ignition arising from one source of stochastic variation is quantified and analyzed separately from another source. The two probability functions are then combined using relations between the time to criticality and microstructure attributes.

**Task 6 – Effects of constituent properties and composition of PBX on ignition behavior**

Three separate analyses are performed to study the effect of constituent properties and composition of PBX on ignition behavior. First, the role of viscoplasticity of HMX in PBX is analyzed by comparison of impact responses between elastic HMX based PBX and viscoplastic HMX based PBX. Second, ignition desensitization of PBX via aluminization is analyzed. Third, a hypothetical energetic composite is proposed. The
new composite is aluminum bonded explosive (ABX) which composes of HMX grains suspended in an aluminum matrix.
A cohesive finite element method (CFEM) based framework is developed and used, in which, cohesive elements are embedded throughout the microstructure, along all elements boundaries. This approach allows arbitrary fracture paths and patterns inside each phase and along the interfaces between the phases to be resolved. This form of CFEM obviates the need for criteria for fracture initiation and propagation but requires the model to satisfy limitations on mesh density and cohesive stiffness [1]. Contact and friction between failed crack surfaces are accounted for, allowing heating due to interfacial sliding to be analyzed along with heating due to bulk constitutive inelasticity. The framework entails a fully coupled thermal-mechanical formulation, Therefore, the interactions between the mechanical process of dynamic deformation and failure and the thermal process of heat generation and conduction are resolved. A range of actual and idealized microstructures with varying attributes are considered in order to establish relationships between microstructural features such as grain size, distribution and contiguity and the stress-strain response, failure and heating. The objective is to formulate microstructure – properties relations in a manner that lends them to the design and development of PBXs with tailored property attributes. Figure 1 illustrates the CFEM approach for the analysis of thermomechanical response of PBXs.
A systematic analysis is carried out using the actual PBX micrograph. Figure 2 shows the distributions of the equivalent stress. The HMX grains, which are stiffer than the binder, sustain higher stresses. The grains are not uniformly stressed – higher stresses are seen for grains which are part of one of the ‘force chains’, as outlined in Fig. 2(a). These force chains can be regarded as assemblies of grains positioned such that they support higher levels of compressive and shear stresses. The overall level of stress in the microstructure increases with the progression of deformation until interfacial debonding and transgranular fracture initiate. Figure 2(b) shows the evolution of temperature. Initially, viscous dissipation in the soft binder is primarily responsible for the temperature increase. The hard grains cause more intense deformation in the binder, leading to localized regions of high temperatures. As time progresses, these regions coalesce to form shear bands which tend to extend diagonally through the microstructure, approximately following the direction of maximum shear stress.

![Fig. 2 Evolution of (a) equivalent stress and (b) temperature in the PBX microstructure](image)

The primary findings of the analysis using the CFEM framework are:

1. while viscoelastic dissipation plays the most important role in heating in early stages of impact events, frictional heating eventually take over and dominant the heating process;
2. heating overall becomes more severe as packing density increases and the most severe heating in binder occurs for a packing density of around 0.69 at $T = 300$ K;
3. bimodal distribution of grain size increases heating and hot-spot formation primarily because of enhanced interactions between the energetic granules;
4. more severe heating occurs when temperature $T < T_g$ (glass transition temperature) because the binder is harder and more brittle at lower temperatures;
(5) at $T = 300$ K ($> T_g$), lower impact velocities (lower loading rates) correspond to more heating in binder and grains - since the binder is less stiff due to viscoelasticity, it deforms more and allows grain-grain interactions;

(6) lateral confinement (hydrostatic stress) decreases failure and dissipation along cracks initially but eventually leads to more fractional heating along crack faces at later times;

(7) for a confined specimen, a decrease in interfacial strength causes higher frictional dissipation due to grain-matrix debonding; while in an unconfined specimen, the interfacial bonding strength has no appreciable effect; and

(8) heating mechanism and mechanism transition may affect the distribution more than packing density, loading rate, or stress state.
3D Modelling of Impact Response of HMX Granule Aggregates

The polycrystalline model here can be regarded as an idealization of PBXs in which the thickness of the binder between adjacent grains is much smaller than the size of the grains so that it is taken to be zero. This approach simplifies the material condition and allows us to delineate the effect of intrinsic material anisotropy on the behavior of the overall material. The ensemble of crystals is generated using the relaxed dual complex (RDC) method proposed by Rimoli and Ortiz [2]. The RDC method takes as input an initial triangulation of the domain. The triangulation is then refined appropriately to provide suitably sized grains. The grain ensemble is geometrically arranged into a regular packing of two distinct grain morphologies and sizes, as seen in Fig. 3. The resulting microstructure is a polycrystalline HMX with each grain having a random crystallographic orientation.

Two models with different numbers of available slip systems are used, reflecting differing characterizations of the slip systems of the HMX molecular crystal. Figure 4 illustrates all seven slip systems used by Barton et al. [3], and the slip systems labeled in green also correspond to the two systems used by Zamiri [4].

Fig. 1 The seven potential slip systems of HMX crystal in the P21/c space. **The Zamiri case involves only the two slip systems labeled in green. The Barton case involves all seven potential slip systems shown here. 

Fig. 3 Configuration for 3D microstructure model
The framework allows us to fully quantify the effects of (1) the structure of crystalline slip systems in HMX and (2) the microstructural level crystalline anisotropy on the conditions in energetic materials under prescribed loading and boundary conditions. The primary findings of the analysis using 3D model are:

(1) The effect of the number of available slip systems on the stress fields in polycrystalline HMX is shown in Fig. 5. The average stress is nearly linearly related to the impact velocity for both material descriptions, a feature that is seen in high velocity impact experiments. The figure also shows that the mean stress is consistently higher in the Zamiri (2 slip systems) case than in the Barton (7 slip systems) case. This effect increases with impact velocity from 4.5% at 50 m/s to 16.2% at 400 m/s. This is due to the fact that the Zamiri case has limited avenues for dissipating energy via plastic slip, resulting in elevated stresses due to nearly elastic behavior in many loading orientations. The Barton case, however, is capable of accommodating plastic slip in any orientation, resulting in lower stresses.

Fig. 5 Plateau stress as a function of impact velocity. The 2 slip system case (left) is shown to have a lower plateau stress than the 7 slip system case (right) for all impact velocities, and both increase with velocity in a linear manner.

(2) The distribution of stress states in the domain is quantified. Figure 6 shows the normalized standard deviation of stress as a function of impact velocity for both material cases. For all velocities, the Zamiri case displays greater variation in stress state than the Barton case. This allows a relationship between the heterogeneity of the material domain and the variability in the stress field (in the form of normalized standard deviation) to be drawn. The more heterogeneity that exists in a material microstructure, the greater the expected variation in observed stress states should be. The lower bound of this phenomenon is simply the case of a homogeneous crystal loaded uniaxially; in this case, the theoretical stress state will not vary on any given material cross-section perpendicular to the loading axis. When grains in the Zamiri case are simulated as a heterogeneous ensemble, stress concentrations due to significant anisotropy in the material model are caused by the orientation of the individual crystals. In the Barton case, however, the difference between the most and least preferential directions in each grain is relatively low, creating a system
that is anisotropic, but has less directional variation than the Zamiri case. Another noticeable trend in Fig. 6 is that the Zamiri case increases in variability with impact velocity while the response of the Barton case becomes more homogeneous. The decrease in variability with increased impact velocity seen in the Barton case is in general agreement with the results by Baer [5] of a mock PBX under shock loading. Figure 7 shows the normalized maximum stresses for both cases as a function of impact velocity. The Zamiri cases have maximum stresses between 1.6 and 1.9 times the bulk averaged stress and the maximum stresses for the Barton cases are between 1.3 and 1.6 times higher than the average stress. The Zamiri case has greater variability in stress states for all impact velocities, as well as, a greater difference between the average stress and the extreme stress state. This indicates that the greater the anisotropy of the underlying crystal structure, the less capable that a homogenized response is of reliably modeling the local material response. This quantitative analysis of the stress field distribution allows us to clearly see the influence that the number of slip systems has on the variability of the longitudinal stress behind the stress wave.

Fig. 6 Data points measure the uniformity of the longitudinal stress field in the plateau region behind the stress wave. The data show that as heterogeneity in the material increases due to material anisotropy, a wider range of stress states is seen in the material.
Fig. 7 Maximum longitudinal stress normalized by the averaged stress in the plateau region behind the stress front is here plotted as a function of impact velocity for 2 and 7 available slip systems. This plot clearly demonstrates the spread of the extreme values observed in the material.

(3) The effect on the variability of the temperature field due to crystalline anisotropy has also been quantified. Figure 8 summarizes the temperatures for both slip system cases with constant and variable CRSS. Figure 8(a) shows that the average temperature increases monotonically for both cases as imposed velocity increases and the rate of temperature increase is slightly higher at higher imposed velocities. The Barton case exhibits higher average temperatures at all imposed boundary speeds than Zamiri case. The higher rate of average heating in the Barton case is due to the enhanced availability of slip systems relative to the Zamiri case. Figure 8(b) indicates that the peak temperatures are not strongly dependent on the number of slip systems. The similarity between Barton case and Zamiri case is due to both material descriptions sharing the (001)[100] system, which has the highest CRSS. Therefore, the peak temperature rise in both material cases is associated with the strongest slip system which yields the highest temperature change for the same amount of slip.
The effect of varying the critical resolved shear stress (CRSS) for each available slip system is analyzed for both material descriptions. For this set of simulations, we explicitly vary the CRSS of each slip system on an element by element basis such that their distribution is described by a random normal distribution having a mean equal to the reported value in the literature and a standard deviation equal to 15 percent of the mean value. The results from these simulations are then compared to those with constant CRSS. The simulations with variation of the CRSS show negligible effect on the average stress, the range or distribution of stresses, or the transversely averaged temperature. The average stress obtained using variable CRSS differs by less than 1.5% for all impact velocities from that obtained using a constant CRSS in each element. Likewise, the normalized standard deviation and normalized maximum stress both fall within 8.0% of the constant CRSS as well. Average temperatures behave similarly, exhibiting no more than 1.1 degrees difference in temperature rise. Varying the CRSS has very little effect on the behavior of the material as a whole because the response of the material in this loading regime is dominated by the crystalline orientation. The strongest slip system is approximately 4.5 times stronger than the weakest system. Therefore varying a given system strength by as much as 50% would still have less of an influence on the mechanical response of a crystal than rotating it to a more/less favorable orientation. This result implies that the effect of variation in material strength is made insignificant by the effect of orientation dependent material behaviors such as anisotropic elasticity and crystal plasticity.
Hotspot Quantification and Ignition Criterion

Our effort to characterize the effects of microstructure and constituents on response for the purpose of materials design has focused on a systematic study of both granular HMX (GXs) and polymer-bonded explosives (PBXs) which have two-phase microstructures consisting of HMX grains and an Estane binder. Actual microstructures are used to model the PBX, as shown in Fig. 9(a). Additionally, a set of five idealized microstructures are used to model granular HMX. These samples are generated using monomodal and bimodal size distributions of spherical grains [representative micrographs are shown in Figs. 9(b-f)].

Fig. 9 Examples of microstructures analyzed -- digitized image of a PBX and idealized microstructures for granular HMX with different grain size distributions, (a) Digitized image of
a PBX, (b) bimodal GX, d = 120 – 360 μm, η = 0.82, (c) monomodal GX, d = 120 μm, η = 0.70, (d) monomodal GX, d = 120 μm, (e) bimodal GX, d = 120 – 360 μm, η = 0.60 and (f) bimodal GX, d = 120 – 360 μm, η = 0.70.

Hotspot Quantification using Radial Distribution Function (RDF):

We have developed a novel scheme for the characterization of hotspot fields resulting from shock and non-shock impact loading of granular explosives (GXs) and polymer-bonded explosives (PBXs), although current analyses solely focus on non-shock loading. This new method uses the radial distribution function (RDF) and yields quantifications of the distributions of the size and shape of hotspots and distances between hotspot as function of microstructures and loading [see Figs. 10(a-f)]. When different temperature threshold ($\Delta T_{\text{thres}}$) values are used, hotspots with specific characteristics can be identified.

Fig. 10 Illustration and quantification of an idealized hotspot field, (a) hotspots arranged in a regular square array, (b) 3D temperature profile of the idealized hotspots field, and a schematic
sectioning of the hotspot field by a plane at a given cutoff temperature, $\Delta T_{\text{thres.}}$, (c) hotspots on section with $\Delta T_{\text{thres.}} = 15$ K, (d) hotspots on section with $\Delta T_{\text{thres.}} = 30$ K, (e) radial distribution function (RDF) of the idealized hotspot distribution at different cutoff temperatures, and (f) a close-up view of the region where the RDFs go to zero which shows the diameter of the hotspots at the corresponding cutoff temperatures.

The hotspot distributions are systematically analyzed using the threshold scheme shown in Fig. 10. Major findings from this analysis are:

1. **Effect of Initial Porosity:** For GXs, initial porosity plays the most important role in heating in terms of heating rate but not hot-spot size and spacing.

2. **Effect of Grain Size:** For GXs with different grain sizes (monomodal, bimodal), the maximum size of hotspot ($d_{\text{max}}$) varies only slight among the cases [see Fig. 11(a)], suggesting that ignition sensitivity is not significantly affected by grain size. However, the bimodal distribution shows highest average spacing between hotspots ($l_{\text{avg}}$) than monomodal size distributions.

3. **Effect of Impact Velocity:** The maximum size of hotspot ($d_{\text{max}}$) does not change significantly over $v = 50 - 150$ ms$^{-1}$ [see Fig. 11(b)]. However, as the impact velocity increases beyond $v = 150$ ms$^{-1}$, $d_{\text{max}}$ starts to decrease. This suggests that the hotspots tend to become more localized at higher loading rates. As $v$ increases, the average hotspot spacing $l_{\text{avg}}$ decreases approximately linearly.

![Fig. 11](image-url) (a) Effect of grain size on the maximum hotspot size and average hotspot spacing [GX in Figs. 9(c-d, f)], $\eta = 0.70$, $v = 100$ ms$^{-1}$, $\dot{\varepsilon} = 33.3 \times 10^3$ s$^{-1}$, and (b) effect of impact velocity on the maximum hotspot size and average hotspot spacing ($\eta = 0.82$, bimodal GX, $v = 50 - 250$ ms$^{-1}$, $\dot{\varepsilon} = 16.7 - 83.3 \times 10^3$ s$^{-1}$).
**Hotspot Criticality Threshold:**

We have developed a new criterion for establishing the ignition conditions of heterogeneous energetic materials under general conditions. This criterion, similar to a yield or failure criterion in mechanics of materials, links the hotspot size-temperature states in a loading event to the threshold size-temperature conditions of hotspots [6] (Tarver 1996) which are regarded as materials properties. The criterion, along with the CFEM capability to quantify the thermal-mechanical behavior of GXs and PBXs, allows the critical impact velocity for ignition, time to ignition or delay time ($t_c$), and critical input energy at ignition to be determined as functions of material composition, microstructure and loading conditions. Results obtained using the threshold criterion include:

1. Wave reflections from confined boundaries (associated with small samples and larger impactors) multiply stress and temperature increases, making even low velocity impact dangerous if loading is maintained over sufficiently long durations. While for large samples (no wave reflections), GXs are more susceptible to ignition at all impact velocities than PBXs. For small, confined samples, GXs are more susceptible at high impact velocities, while PBXs are more susceptible at low impact velocities, when deformed to the same level of total strain. For the range of impact velocities considered ($v = 50 - 250 \text{ ms}^{-1}$), the PBXs are 2-4 times safer (in terms of critical impact velocity) than HMX at high impact velocities. The results are quantified in Fig. 12.

2. Overall, the higher the initial volume fraction $\eta$, the more sensitive the GX [see Figs. 13(a-b)]. The variation in response with $\eta$ is small at high impact velocities, with a delay time of $t_c \sim 4 \mu s$ for all values of $\eta$ considered. The similarity in response is due to the fact that at high impact velocities, grain fracture (and fragmentation) occurs almost immediately upon impact, leading to high temperature increases in the grains near the impact surface.
However, the sensitivity is significantly different at low impact velocities.

(3) The times to criticality for microstructures with different grain sizes (monomodal, bimodal) overlap each other, indicating that the grain size distribution does not significantly affect ignition sensitivity [see Figs. 13(c-d)]. In all cases, the dominant heating mechanism is sliding friction at grain boundaries and at surfaces generated by grain fracture. At higher load intensities, there may be additional mechanisms (such as dislocations, phase transformation, and collapse of voids or defects) which may cause the response to be more sensitive to grain size or grain size distribution. Such factors shall be incorporated in the analysis in the future.

Fig. 13 Time to criticality for GX having a range of initial grain volume fractions $\eta = 0.60 – 0.82$, plotted using (a) linear scale (b) log-log scale ($\eta = 0.70 – 0.82$, $v = 50 – 250 \text{ ms}^{-1}$); time to criticality for GXs having different grain size distributions: monomodal, $d = 120 \mu\text{m}$, $d = 360 \mu\text{m}$, and bimodal, $d = 120 – 360 \mu\text{m}$, plotted using (c) linear scale (d) log-log scale ($\eta = 0.70$, $v = 50 – 250 \text{ ms}^{-1}$).
Prediction of Probabilistic Ignition Behavior of PBXs

A computational framework is developed to predict and quantify the stochasticity of the ignition process in polymer-bonded explosives (PBXs) which have two-phase microstructures consisting of HMX grains and an Estane binder. This framework involves the ignition criterion we have developed [7] for detecting critical hotspots which lead to thermal runaway, and measures time to criticality for the hotspots during impact loading. The sensitivity of a particular PBX composition is evaluated by performing numerical “experiments” on multiple instantiations of statistically similar microstructures. The variations at the microstructure level are related to the variations in the probability of ignition. Six different microstructural configurations are used to model PBXs. These microstructural configurations are generated using monomodal and bimodal size distributions of multi-faceted grains [representative micrographs are shown in Figs. 14(a-f)].

![Examples of microstructures analyzed -- idealized microstructures for PBXs with different grain size distributions and volume fractions, (a) monomodal PBX $\eta = 0.72$, (b) monomodal PBX $\eta = 0.81$, (c) monomodal PBX $\eta = 0.90$, (d) bimodal PBX $\eta = 0.70$, (e) bimodal PBX $\eta = 0.80$, and (f) bimodal PBX $\eta = 0.84$](image.png)

We have developed a capability to generate large number (>1000) of microstructures using Voronoi tessellation function, which allows their microstructural attributes to conform to prescribed statistical distribution functions, averages and random fluctuations in a controlled...
manner. Twenty statistically similar microstructures are generated for each type of microstructural attributes, yielding total 120 (20 x 6) microstructures. Figure 15 shows microstructures having the same volume fraction of $\eta = 0.81$ and monomodal grain size distribution, but random variations in morphology.

![Fig. 15 Examples of statistically similar microstructures – monomodal PBX with $\eta = 0.81$ (only 5 examples among 20 microstructures are shown.)](image)

The stochastic behavior of ignition time is systematically analyzed for microstructures with different volume fractions ($\eta = 0.72–0.90$) and grain size distributions (monomodal, bimodal) as shown in Fig. 14. Figures 16(a-f) show the probability distributions of the time to criticality $t_c$ for all types of microstructural configurations over the range of impact velocity of 100 – 250 m/s. Major findings from this analysis are:

1. **Effect of grain volume fraction**: The distributions of times to criticality for the lower volume fractions are over wider ranges compared with the distributions for the corresponding higher grain volume fractions.

2. **Effect of impact velocity**: The distribution of time to criticality is more spread out at lower impact velocities, because hotspots are more spatially spread out and more significantly influenced by random material heterogeneities. At high impact velocities, dissipation and heating are the most intense near the impact face, resulting in concentrated hotspots. Consequently, times to criticality for hotspots vary less among different samples.

3. **Effect of bimodal and monomodal grain size distribution**: The time to criticality is more spread out for bimodal microstructures than for monomodal microstructures at the same packing density and the same load intensity, because smaller grains in microstructures with bimodal grain size distributions can rearrange and more effectively absorb the loading to
keep stresses and temperature rises lower, leading to longer times to criticality and larger variations among samples in each set.

Fig. 16 probability distributions of the time to criticality for microstructures with different grain volume fractions (η = 0.72–0.90) and grain size distributions (monomodal and bimodal) for impact velocity v = 100–250 m/s.

(4) Effect of variation of grain size distribution: Ignition probabilities from two sets of microstructures are compared, one with large and the other with small variations in grain size distributions among samples in a given microstructure set (monomodal PBX η = 0.81) as shown in Fig. 17. At a lower velocity of v = 100 m/s, the ignition probability from the two sets show similar behavior at the low end of the curves but diverge at the high end of the curves, as presented in Fig. 18(a). Specifically, the set with large variations in grain size distributions has a steeper profile and less variation in response than the set with smaller variations in grain size distributions, which is inconsistent with the logically expected trend. The result suggests that the samples in the two sets of microstructures are
not sufficiently similar in a statistical sense. In other words, simply having the same packing density, average grain size and average grain size distribution is not sufficient to guarantee statistical similitude of microstructures when it comes to impact-induced ignition of PBXs.

Fig. 17 Grain size distributions for microstructures having the same grain volume fraction of $\eta = 0.81$ with (a) large grain size distribution variations and (b) small grain size distribution variations about the mean grain size distribution.

Fig. 18 probability distributions of the time to criticality for (a) microstructures with different levels of variations in grain size distributions, and for (b) microstructures with different variations in interface area per unit volume. Both cases have volume fraction of $\eta = 0.81$

(5) Effect of statistical variation of specific surface area ($\Delta S_v$): Ignition probabilities from two sets of microstructures are compared, one with large and the other with small variations of specific surface area ($\Delta S_v$). The results in Fig. 18(b) show that higher values of $\Delta S_v$ correspond to higher spreads in the time to criticality. The difference in the spread of data increases as the impact velocity decreases. This shows that the variations in microstructures can be reasonably well quantified by $\Delta S_v$ in the context of impact-induced ignition of PBXs.
The probability of ignition time is fitted to a modified Weibull distribution function with a lower threshold time of the form

\[ P(t) = 1 - e^{-\Phi(t)}, \quad \Phi(t) = \begin{cases} 0, & t < t_0 \\ \left(\frac{t - t_0}{\tau}\right)^m, & t \geq t_0 \end{cases} \]  

(1)

where \( t \) is the time to criticality, \( t_0 \) is the cutoff or threshold time below which the probability of ignition is zero, \( \tau \) is a scale parameter which affects the slope of the distribution curve, and \( m \) is a shape parameter. We have found the relation between mathematical Weibull model and physical process of ignition probability. The effect of impact velocity on each Weibull parameter is also investigated.

(6) **Physical basis for Weibull distribution model**: Terao’s approach to modeling ignition [8] in gases lends itself to the modeling of impact-induced ignition in solid high explosives. The ignition probability per unit volume per unit time is

\[ \mu(t) = -\frac{1}{V} \frac{d}{dt} \ln(1 - P(t)), \]  

(2)

where \( \mu \) corresponds to the probability of collision and subsequent reaction between molecules in Terao’s model. A functional form of \( \mu(t)V(t) \) is obtained by two sets of numerical tests, one with impact loading involving wave propagation throughout the domain, and the other with uniform loading involving no stress wave propagation. The uniform loading condition uses a linearly distributed initial velocity field with \( v = \) the imposed boundary velocity at \( x = 0 \) and \( v = 0 \) at \( x = 3 \) mm. Eq. (3) is obtained from the results presented in Fig. 19 by using power-law function, which is equivalent to Weibull distribution shown in Eq. (1)

\[ \int_0^t \mu(t)V(t)dt = -\ln[1 - P(t)] = \left(\frac{t - t_0}{\tau}\right)^m \]  

(3)
Fig. 19 Probability of ignition time of uniform loading and impact loading (monomodal, $\eta = 0.81$, $v = 200$ m/s).

(7) Effect of loading condition on shape parameter ($m$) : Eq. (3) indicates that $m = 1$ means $\mu(t)V(t)$ being constant in terms of time, and $m = 2$ means $\mu(t)V(t)$ being linear function of time. As presented in Fig. 19, for the uniformly loaded case, $m = 1.28 > 1$, reflecting that fact that the temperature, and therefore the probability for ignition increases as the loading event progresses. For the impact loading case with wave propagation, $m = 2.09$, signifying a higher rate of increase of the probability for ignition resulting from the combined effects of increasing temperature and increasing volume of material involved. This value is close to the theoretical value of $m = 2$ for the special case with $\mu(t)$ being constant behind the propagating wave front.

For impact loading, $m$ value does not change with microstructural attributes (monomodal and bimodal, $\eta = 0.70–0.90$) or impact velocities ($v = 100-250$ m/s) as presented in Fig. 20, implying that $m$ is primarily dependent on the loading configuration and is not significantly influenced by microstructure or loading intensity.

Fig. 20 Probability of ignition time of uniform loading and impact loading (monomodal, $\eta = 0.81$, $v = 200$ m/s).

(8) Effect of impact velocity ($v$) on threshold time ($t_0$) : For both monomodal and bimodal microstructures, as the boundary velocity increases, the threshold time $t_0$ decreases. This is expected since an increase in impact velocity leads to earlier fracture and frictional dissipation in the grains. This in turn, results in earlier formation of critical hotspots.

(9) Effect of microstructure and impact velocity($v$) on scaling parameter ($\tau$) : $\tau$ varies with both microstructure and load intensity as presented in Fig. 21. For all microstructures, $\tau$ decreases (and $1/\tau$ increases) as the impact velocity increases. A higher $\tau$ implies a wider range of distribution of $t_c$. At the same impact velocity, $\tau$ decreases as the grain volume fraction increases, indicating that the probability distribution of $t_c$ narrows to a shorter time range.
Effect of microstructure on threshold velocity \( v_c \): A value of \( \tau = \infty \) (1/ \( \tau = 0 \)) indicates that the probability of ignition is zero. The velocity at which zero probability occurs \( (v_c) \) can be determined by extrapolating the curves in Figs. 21(a-b) to the horizontal axis. The threshold velocity \( (v_c) \) decreases as the grain volume fraction increases as shown in Fig. 22. The threshold velocity \( (v_c) \) can be expressed as a function of the grain volume fraction and the specific interface area in the form of

\[
v_c( \eta, S_v ) = v_0 \eta^{-1.2} \left( 1 + \frac{S_v}{S_0} \right)^{0.3}.
\]

The threshold velocity \( (v_c) \) using Eq. (4) is consistent with experimental data performed by Chidester et al.[9] and Gruau et al.[10].

Fig. 21 Scaling parameter \( \tau \) as a function of impact velocity for microstructures with a range of grain volume fractions \( (\eta = 0.72–0.90) \), (a) monomodal and (b) bimodal grain size distributions.
Fig. 22 Comparison of experimental threshold velocity $v_c$ for PBX9501 (Chidester et al.) and numerically predicted values as a function of grain volume fraction ($\eta = 0.70 - 0.90$) and grain size distributions (monomodal, bimodal).
Quantification of the Ignition Probability as a Function of Random Variations in Microstructural Morphology and Inter-constituent Bonding

**Computationally Generated Microstructures with Realistic Morphologies:**

To obtain microstructures that are similar to PBX9501, we use a grain library with a bimodal grain size distribution. This library consists of grains extracted from microstructures generated by the Voronoi tessellation method. Two microstructures, one with large grains and the other with small grains, are generated. The grains in each microstructure are detected and stored separately in the grain library. Finally, grains in the library are randomly distributed on the microstructure domain as seen in Fig. 23(a).

The evaluation of the computationally generated microstructure is performed by comparing the two-point correlation function of PBX 9501 [11] microstructure and that of computationally generated microstructure. Figure 23(b) shows that the two-point correlation function of PBX 9501 microstructure strongly matches that of the computationally generated microstructure from the grain library approach.

![Computationally generated realistic microstructure](image)

*Fig. 23 Computationally generated realistic microstructure; (a) Illustration of microstructure generation using Voronoi tessellation and grain library; (b) Comparison of the two-point correlation functions of the microstructure of PBX 9501 [11] and computationally generated microstructure*

**Combined Probability From Multiple Sources of Stochasticity:**

We analyzed the effects of two sources of stochastic variations at the microstructural level on hotspot development in a PBX. The random variations considered are associated with ① the morphologies of constituent phases and ② the bonding strength of the grain-binder interfaces.
Microstructures with statistically similar properties are generated with variations in the morphologies of the grains and binder [see Fig. 24(a)] and in the interfacial bonding strength between the grains and the binder [see Fig. 24(b)]. The probability of ignition arising from one source of stochastic variation is quantified and analyzed separately from another source. The two probability functions are then combined using relations between the time to criticality and microstructure attributes.

Fig. 24 Microstructures with two sources of stochasticity; (a) stochastic variations in morphologies of constituent phases; (b) stochastic variations in bonding strength of the grain-binder interfaces

Hotspot field quantities are analyzed for microstructures with the variations in morphology. Two parameters, hotspot number density and hotspot area fraction are quantified, and related to the ignition. Results show that more hotspot quantities (i.e., area fraction and number density of hotspots) are observed from microstructures that ignite earlier time than from those that ignite later time, indicating that the development of hotspots is one factor that determines the ignition sensitivity of the microstructure. It is also found that, as shown in Fig. 25, the overall appearances of hotspot fields for microstructures with variations in bonding strength (Mv) show strong resemblance to those for microstructures of corresponding morphologies with uniform bonding strength. However, peak temperatures of the critical hotspots are different, indicating that the variations in interfacial bonding strength provide a perturbation to the thermo-mechanical processes and cause the temperature development to be different.
Fig. 25 Temperature field and hotspot locations at $t = 6\, \mu$s (a) from a microstructure with uniform interfacial strength and (b) and (c) from the same morphology with varying interfacial strength. Circles indicate the hotspots (in white dotted line) and the critical hotspots (in yellow solid line).

The combined effect of two sources of stochasticity - phase morphology changes and variations in interfacial strength - are analyzed. Figure 26(a) shows the probability distribution (Distribution-U) for a microstructure set having the variations in morphology with uniform interfacial strength ($M_U$). Among a set of microstructures with the variations in morphology having uniform interfacial strength of 35 MPa, three microstructures are chosen as examples for this analysis. The first microstructure, referred to as $\{A\}$, yields the earliest time to criticality $t_c\{A\}$; the second microstructure, referred to as $\{B\}$, yields the median time to criticality $t_c\{B\}$; and the third microstructure chosen, referred to as $\{C\}$, yields the longest time to criticality $t_c\{C\}$ among the twenty samples. Now, these three samples are used to generate three new sets of samples, each based on one of the three original samples. These three new sets, each consisting of twenty samples, constitute a total of 60 samples. The samples in each set have the same microstructure morphology as the corresponding one among the three representative microstructures chosen ($A$, $B$, or $C$), but have binder-grain bonding strengths that vary randomly from location to location.

Figure 26(b) shows the probability of ignition as a function of time for the three new sets of microstructures. The term “Distribution-V” refers to the probability distribution of the time to criticality arising from the random fluctuations in interfacial strength only. Two interesting features are observed when the Distribution-V’s are compared with their baseline ignition times $t_c\{A\}$, $t_c\{B\}$, and $t_c\{C\}$ in Distribution-U. The first feature is that the baseline ignition time ($t_c\{A\}$, $t_c\{B\}$, and $t_c\{C\}$) in Distribution-U (Fig. 26(a)) is not the mean ignition time for the corresponding sample sets giving rise to Distribution-V. Specifically, for microstructure morphology $\{A\}$ which has the shortest ignition time $t_c\{A\}$, the corresponding ignition times in Distribution-V are mostly
later than \( t_c \{A\} \) [note the dotted vertical line in Fig. 26(b)]. On the other hand, the opposite is observed for microstructure morphology \{C\} which has the longest ignition time \( t_c \{C\} \)—the corresponding ignition times in Distribution-V are mostly earlier. For microstructure morphology \{B\}, the corresponding ignition times in Distribution-V straddle both sides of \( t_c \{B\} \).

The second feature is that the ranking order of mean ignition time of Distribution-V’s for the three new sample sets follow the same order of the ignition time for the three baseline microstructures in Distribution-U, i.e., \( t_c \{A\} \), \( t_c \{B\} \), and \( t_c \{C\} \). As discussed above, the hotspot locations in the microstructures with uniform interfacial strength are similar to the hotspot locations in the corresponding microstructures with random fluctuations in interfacial strength around the uniform strength value, as seen in Figs. 25(a-c). The similarity in hotspot locations shows that sites for the occurrence of dominant hotspots are primarily determined by microstructure morphology and material heterogeneity. In contrast, fluctuations in interfacial strength cause stochastic field (e.g., temperature) perturbations that “modulate” the degree of localization of the field quantities. As a result, variations in interfacial strength cause stochastic variations in ignition time relative to the ignition time determined by the material heterogeneity inherent in the microstructures.

The dependency of Distribution-V on Distribution-U is quantified using three-parameter Weibull distribution functions. The median time to criticality \( (t_{50}) \) and the time-scale parameter \( (\tau) \) to capture the overall shift of the distribution with respect to time and the slope of the distribution. The relations are represented by

\[
\frac{t_{50,V}}{t_{50,U}} = a \left( \frac{t_{c,U} - t_{50,U}}{t_{50,U}} \right) + \beta, \quad \text{and} \quad \frac{\tau_V}{\tau_U} = \gamma \left( \frac{t_{c,U} - t_{0,U}}{\tau_U} \right) + \delta ,
\]

(5)
where $\alpha$, $\beta$, $\gamma$, and $\delta$ are fitting constants. Here, subscript “U” denotes the value obtained from Distribution-U, and subscript “V” denotes the value obtained Distribution-V.

To understand how the different sources combine to affect the overall ignition behavior, we propose a nested probability superposition model based on the relation between Distribution-V on Distribution-U. This nested probability model recognizes the fact that there are “two layers” of probability distributions. The first layer is due to random variations in microstructure morphology. The second layer is associated with the fluctuations in interfacial bonding strength. Ultimately, the nested ignition probability function must agree with the total ignition probability distribution obtained with all cases which are considered as a statistical ensemble of one sample set. Figure 27(a) shows the combined distribution function obtained by using the nested probability (green dots) and the probability distribution of time to criticality represented by all 400 samples (red line). The probability of ignition for an arbitrary sample among a statistical ensemble of all samples is mathematically known as the joint probability of two probability functions—a conditional probability function of Distribution-V and a probability function for Distribution-U. The equation form is

$$p(t) = \int_{t_{\text{min}}}^{\infty} \left[ H(t-t_{0,V}) \frac{2}{\tau_i} \left( \frac{t-t_{0,U}}{\tau_i} \right) \exp \left\{ \frac{2}{\tau_i} \left( \frac{t-t_{0,U}}{\tau_i} \right) \right\} \left( \frac{t_{\text{U}}-t_{0,U}}{\tau_U} \right) \exp \left\{ \frac{2}{\tau_U} \left( \frac{t_{\text{U}}-t_{0,U}}{\tau_U} \right) \right\} \right] \, dt_{\text{U}} \, , \quad (6)$$

where $\tau_U$ and $t_{0,U}$ are $t_{0,V}$ and $\tau_V$ as obtained from Eq. (5). Figure 27(b) shows the analytical function of joint probability [shown in black line], and the nested Weibull function [shown in green dots]. The distributions from the two approaches provide identical results, confirming that

Fig. 27 Combined probability distributions; (a) Comparison between Nested Weibull distribution (greed dots) and the probability distribution data from all samples (red line); (b) Comparison between nested Weibull distribution (green dots) and the Joint probability function (black line).
Joint probability is the analytical form of the nested Weibull distribution.
Quantification of the Effect of Viscoplasticity on Ignition Sensitivity

We have implemented an elastic-viscoplastic constitutive relation for the HMX particles, and quantified the effect of viscoplasticity on ignition sensitivity of HMX/Estane PBX. A detailed description of the model can be found in [12]. The parameters for the viscoplasticity model have been calibrated to match the experimental wave structure seen in [13]. Figure 28 shows the comparison between the computational material fit and the experimental data.

Fig. 28 Comparison of experimental (black) and numerical wave structure (red) resulting from the impact of solid HMX. (Figure from Dick et al.[13]).

The stochastic behavior of ignition time is systematically analyzed for microstructures with different volume fractions ($\eta = 0.72–0.90$) and HMX material descriptions (hyperelastic and elastic-viscoplastic). Figure 29(a-f) shows the probability distributions of the time to criticality $t_c$ for all types of configurations over the range of impact velocity of 100 – 200 m/s.

Effect of elastic-viscoplastic behavior in HMX:

Accounting for elastic-viscoplastic deformation in HMX has three significant effects on the ignition sensitivity behavior of PBX. (1) Viscoplastic deformation in the HMX phase induces a reduction in time to criticality. (2) The spread of critical times to ignition increases with viscoplasticity. (3) Viscoplasticity intensifies the effect of packing fraction on time to criticality. Effect (3) indicates that the elastic-viscoplastic material behavior in the HMX is more effective at distinguishing between microstructures containing different amounts of HMX.

The vertical dashed lines in Fig. 29 correspond to the earliest time for which any microstructure contains a critical hotspot. This figure shows that the microstructures with elastic-viscoplastic HMX not only have earlier ignition threshold times than the purely elastic microstructures, but the viscoplastic specimens also tend to have later maximum ignition times. This effect indicates again
that the viscoplastic deformation magnifies the effect of microstructure on the ignition sensitivity in PBX specimens.

Major findings from this analysis are:

1. **Effect of piston velocity (v) on threshold time (t₀):**
   The threshold time to ignition (t₀) is affected by both the piston velocity and the material behavior of the HMX. Figure 30 shows that the higher piston velocities lead to reduced
effect of packing fraction on the ignition response. For all packing fractions, viscoplasticity in the HMX lowers the initiation threshold by 1.2 – 1.8 µs for an impact velocity of 100 m/s and 1.1 µs for 200 m/s.

Fig. 30 The effect of HMX material behavior (elastic and elastic-viscoplastic) on \( t_0 \) for piston speeds from 100 – 200 m/s and packing fractions of 0.72, 0.81, and 0.90.

(2) Effect of microstructure and impact velocity (\( v \)) on \( t_{50} \):
For Weibull distributions of the form used in this work, \( t_{50} \) is defined as the time for which the probability that a randomly selected specimen has ignited is 0.5, the mean ignition time. As a measure of ignition sensitivity, it is more convenient than \( t_0 \) for measuring and representing the behavior of the entire set of microstructures. Because the mean time to ignition is not sensitive to the extreme ignition cases, it requires fewer microstructural instantiations to reliably obtain. The mean time to ignition decreases monotonically as a function of piston velocity. Specimens with viscoplastic HMX generally have lower mean critical ignition times than the corresponding microstructures with elastically deforming HMX. The one exception is \( \eta = 0.72 \). For this packing fraction, the viscoplastic specimens are slower to initiate at low velocities and faster at high velocities.

Fig. 31 The effect of HMX material behavior (elastic and elastic-viscoplastic) on \( t_{50} \) for piston speeds from 100 – 200 m/s and packing fractions of 0.72, 0.81, and 0.90.
(3) Effect of microstructure and impact velocity ($v$) on $t_{\text{range}}$:

The range of probable ignition times ($t_{\text{range}}$) is defined here as the time between the ignition threshold time ($t_0$) and the time when the probability of ignition reaches 99%. This measure is related to $\tau$, but provides a physical frame of reference for the results where $\tau$ is a wholly abstract representation. $t_{\text{range}}$ is between 42 and 225 % higher in specimens with viscoplastic HMX. Similarly to $t_0$ and $t_{\text{50}}$, the effect of packing fraction is increased in the viscoplastic specimens, indicating an increased microstructural influence.

![Graph showing $t_{\text{range}}$ vs. impact velocity for Elastic and Viscoplastic HMX materials](image)

*Fig. 32 The effect of HMX material behavior (elastic and elastic-viscoplastic) on $t_{\text{range}}$ for piston speeds from 100 – 200 m/s and packing fractions of 0.72, 0.81, and 0.90.*

**Quantification of Hotspot Generation Rate:**

![Graph showing hotspot generation rate](image)

*Fig. 33 Total number of hotspots per mm of impact face length in the 20 specimen set having elastic-viscoplastic HMX, $\eta = 0.81$, and 150 m/s piston speed. The slope of the black line is the hotspot generation rate for this set, and the intersection of the black line with the x-axis is the delay time to initiation.*

In order to develop a predictive model for the behavior of PBXs under dynamic loads, it is necessary to characterize the hotspot generation rate per unit area of impacted specimen. To approximate a large specimen, the twenty (20) specimens with a 0.81 packing fraction are considered as one wide specimen, and a hotspot is defined as a distinct geometric region with a
temperature in excess of 700 K. Figure 33 shows the evolution of the number of hotspots (orange), total hotspot area (blue), and average hotspot size (grey) for the whole set of specimens.

The evolution of the number density of hotspots in Fig. 33 can be split into three distinct regions: (1) the initial ramp from 0 to 2 μs, (2) the linear region from 2 to 4 μs, and (3) the plateau region above 4 μs. Current focus is restricted to region 2, which is characterized by a nearly constant hotspot generation rate for each microstructural sample set. This region has been fit to a line (black), the slope of which corresponds to the hotspot generation rate for this set of microstructures and the cutoff time is the time corresponding to zero hotspots. Figure 34 shows the hotspot generation rate (red) and the cutoff time (blue) as a function of piston velocity.

![Hotspot generation rate and cutoff time as a function of piston velocity](image)

*Fig. 34* Hotspot generation rate (red) and cutoff time (blue) as a function of piston velocity for microstructures with a packing fraction of 0.81 and elastic-viscoplastic HMX.

The cutoff time in Fig. 34 indicates that a minimum cutoff time exists at approximately 1.65 μs for hotspots generated due solely to the combined effects of plasticity and frictional heating. This cutoff time does not represent the minimum ignition time. Rather, it is a minimum time for which the PBX specimens are generating hotspots at a constant rate.

Figure 35 shows the distribution of first hotspot locations for each microstructure (measured from the impact surface) as a function of time to criticality for piston velocities from 100 – 200 m/s. For each piston velocity, the location of the first critical hotspot is not significantly influenced by either the material description of the HMX (elastic or elastic-viscoplastic) or the HMX packing fraction.
There is a clear relationship between the piston velocity and the statistical spread of the hotspots in both space and time. The distribution of hotspots generated due to a 200 m/s piston all occur in the range of 1.65 to 4 μs and within the first 2 mm of specimen. When the piston speed is 100 m/s, the distribution of generated hotspots ranges from 2.31 to 9.76 μs and occur in the first 7.4 mm. This result emphasizes that lower velocity impact events greatly enhance the microstructural effect on the ignition sensitivity and hotspot generation in two-phase PBXs.

Fig. 35 The space and time distributions of the generation of first critical hotspots in each specimen for piston speeds of 200, 150, and 100 m/s
Ignition Desensitization of PBX via Aluminization

We have analyzed thermomechanical response of aluminized PBX and the corresponding ignition behavior. The microstructures considered are those of a PBX system consisting of either two (HMX/Estane) or three (HMX/Estane/Al) phases. To generate the three-phase system of microstructures, aluminum particles are added to the solid phase of the two-phase (HMX/binder) system. The microstructures are designed in a way to keep the total solid (Al and HMX) fraction constant, while the fraction of the HMX is adjusted accordingly as the Al fraction is increased. The volume fraction of the Al particles is varied from 0% to 18%. Accordingly, the volume fracture of the HMX grains is varied from 81% to 63%, as shown in Fig. 36. Details of the microstructural attributes of the PBX and the method used to generate the microstructure are described in Ref. [14].

Fig. 36 Microstructures with different Al volume fractions ($\eta_{Al} = 0 – 0.18$) and HMX volume fractions ($\eta_{HMX} = 0.81 – 0.63$). Each image shown represents one sample in a set of twenty statistically similar samples which are random instantiations of the same microstructure condition.

For the aluminized PBX, the stress front shows an elastic precursor, followed by a slower increase which is indicative of plasticity. This effect of plasticity becomes more pronounced as Al content increases. Specifically, the stress histories for cross-sections at $x = 2, 6, 10$ mm are plotted in Fig. 37 for the cases with 0 and 10% Al. The increasing difference between the stress profiles for the unaluminized PBX and the aluminized PBX indicates that, as the stress wave propagates through the material, longer times are required for the aluminized PBX to reach a steady state of stress. The plasticity of Al and the sliding along Al-binder interfaces caused by the addition of the Al particles lead to an overall weakening of the composite material.
Dissipation due to fracture and hotspot field characteristics are quantified in the aluminized and unaluminized PBXs. Aluminum particles (50 µm in diameter) are smaller than the smaller group of HMX grains (123 µm average diameter). Therefore, the total sum of surface area of aluminum and HMX granules increases as the aluminum content increases. For this reason, the length density of all cracks increases as the volume fraction of aluminum increases, but the crack density associated with the HMX grains decreases as the volume fraction of aluminum increases, as shown in Fig. 38(a). Figure 38(b) shows the frictional dissipation per unit crack length at cracks associated with the HMX phase. The profile indicates that frictional dissipation at cracks is relatively more intense for the unaluminized HMX/polymer PBXs than for the aluminized PBXs. This difference directly affects the hotspot fields in these materials.
Figures 39(a) and (b) show hotspot area fraction and the average hotspot number density, respectively. The addition of aluminum particles significantly decreases the hotspot counts, indicating that the aluminized PBXs are less susceptible to creating hotspots that may result in ignition relative to the unaluminized PBX. Note that frictional dissipation per unit crack length (Fig. 38(b)) shows a trend that is consistent with that of the hotspot counts (Fig. 39). Also, frictional dissipation per unit crack length does not change significantly with the aluminum content over the Al volume fraction range of 10 to 18%, although a significant difference is seen between that for the unaluminized PBX and that for the aluminized PBXs. A similar trend is seen in the hotspot fields as measured by the hotspot area fraction and hotspot density.

Fig. 39 Effect of Al addition on hotspot counts; (a) hotspot area fraction; (b) hotspot number density

Fig. 40 Ignition probabilities for unaluminized PBX and aluminized PBX with 6 to 18% Al by volume.

The ignition probability shown in Fig. 40 is obtained from the five microstructure sets, each
of which having twenty samples. The PBX without aluminum has relatively earlier ignition times than the aluminized PBXs. This may be interpreted to mean that adding aluminum in PBX makes the material less sensitive in terms of ignition time. In particular, adding Al causes the probability curves to flatten out to the right (longer times), such that the value of mean time to ignition ($t_{50}$) or the time by which 50% of the samples have reached criticality is higher for higher Al content.
Ignition Behavior of an Aluminum-Bonded Explosives (ABX)

We have studied the potential for a new class of explosives that is based on aluminum and HMX. The proposed composite is comprised of HMX particles suspended in an aluminum matrix, referred to hereafter as ABX or aluminum-bonded explosive. Two types of aluminum are considered, one is commercially provided pure aluminum (Al 1100) and the other one is an aircraft grade aluminum alloy (Al 7075). Compared to the Al 1100, Al 7075 is stronger by a factor of 10 times, but exhibits a lower work hardening rate. Because both types of aluminum have much higher stiffness and shear resistance than polymer, the ABX specimens have noticeably higher axial stresses than PBX specimens under the same piston velocity \(U_p = 200 \text{ m/s}\), as shown in Fig. 41.

![Graph showing axial stress as a function of distance from the piston for various binder systems.]

\(\eta = 0.81, \; v = 200 \text{ m/s}, \; t = 4 \mu \text{s}\)

Fig. 41 \textit{Axial stress as a function of distance from the piston for various binder systems.}

Each of the three microstructure types (① Estane based PBX, ② Al 1100 based ABX, and ③ Al 7075 based ABX) has a pathway to temperature rise that is distinct from the others. ① In the PBX, the vast majority of the heating occurs on the extreme periphery of the grains. The heating in the PBXs concentrate on the grain boundaries because many of the grain boundaries have debonded from the surrounding binder and the grains themselves begin to crack near the edges of the grains. As a result, the region in the vicinity of the grain boundaries has both an abundance of fracture and potential friction sites, as well as more freedom for relative motion due to the proximity to the compliant binder. ② In the weak ABX (Al 1100), no widespread heating is present. In this material, all hotspots come in the form of isolated hotspots of relatively low intensity (compared to those seen in the PBX and strong ABX). The weak ABX composition requires a combination of multiple contributing factors in order to generate a critical hotspot, a fact that likely contributes to the lower observed sensitivity in this material. ③ The strong ABX (Al 7075) heats almost exclusively along a large number of intragranular fractures that occur in
this composition due to the high stiffness of the binder in the vicinity of the stress wave front. For piston velocities incapable of generating large scale cracking in the HMX particles, the heating in the strong ABXs is not sufficient to lead to thermal runaway.

The PBX experiences heating along grain boundaries that have cracks and begin to experience a large magnitude of frictional sliding in the vicinity of the Estane binder which does not have the shear resistance to oppose the sliding. The majority of the heating in the strong ABX (Al 7075 based) takes place in the form of frictional heating along the high density of intragranular cracks nucleated in the HMX grains. For the weak ABX (Al1100 based), the only appreciable heating observed takes place in regions which combine the heating modes for PBX and the strong ABX. Comparison of the peak temperature rise and frictional dissipation in each of the compositions as shown in Fig. 42 provides an avenue for determining which types of localization characteristics are preferable for decreasing the sensitivity of a composite.

**Fig. 42** Peak temperature and frictional heating as a function of distance from the piston for various binder systems.

**Fig. 43** Comparison of the sensitivity between ABXs and Estane based PBXs
A modification of the relation originally introduced by Walker and Wasley [15] is presented, and fit to the elastic and plastic HMX based PBXs, as shown in Fig. 43. The criticality data points for the two proposed ABX compositions are superimposed in the figure. Both of the ABX compositions are predicted by the preceding analysis to be significantly less sensitive than the associated PBX microstructures. The critical energy corresponding to the fit is 593 kJ/m². By comparison, the calculated critical energy of the strong ABX is 1519 kJ/m² and that of the weak ABX is 2336 kJ/m².
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