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1.0 SUMMARY

1.1 Problem Description

Due to the discovery of Android-based malware and an assumed lack of security awareness among the rapidly growing base of users of Android-powered devices, there is a clear and pressing need to supplement the Android security model with the means to detect malicious code and remove the applications that contain such code from Android marketplaces.

DarkDroid meets this need as a system to automatically detect malicious code in Android applications, using sophisticated static code analysis to check an application for the presence of code paths that have the potential to violate the confidentiality, integrity, and/or availability of critical data.

Detecting malicious code in the Android OS has two main challenges: First, programs make use of complex data structures (such as hash tables) and polymorphic classes with virtual methods. Second, Dalvik (Android) applications interact with the user in non-trivial ways, and multiple applications can collude (exchange messages) to achieve a single, malicious goal. We propose novel static analysis techniques that improve the precision of the analysis (and data-flow tracking) when facing complex data structures, user interaction (through intents), and virtual method calls. This guarantees that we identify and capture malicious code with a low number of false positives, even when malware authors attempt to obfuscate their actions. Moreover, because our static analyses critically depend upon the correctness of the underlying infrastructure, we will provide a formal basis for assurance that components of that infrastructure are correct with respect to a specification of their intended behavior.

1.2 Research Goals

To achieve our objective of creating a precise and comprehensive static analysis system for Android applications, we propose the following high-level goals:

1.2.1 Develop a comprehensive threat model for Android applications in a DoD context.

As a relatively new platform, it is almost certain that new types of attacks will emerge against Android applications and system components. Therefore, it is critical to formalize a model of potential attacks against Android applications from a DoD perspective.

1.2.2 Develop sophisticated whole-system static analyses to detect malicious Android applications.

Current static analysis systems (such as Kirin) have been deployed on Android systems with mixed results. The false positives detected by such systems are primarily the result of the systems analyses being restricted to single applications. Due to Android’s security platform, malware could distribute necessary permissions over a series of applications, thereby bypassing current state-of-the-art detection systems.

Rather than single-application analyses, DarkDroid will utilize whole-system analyses. By analyzing an application in the context of the particular device that it will execute on, we can
improve the precision of our static analyses. With full knowledge of a system configuration, we can
determine how a particular application will interact with other applications present on the
system, and with the OS itself. This allows us to resolve the specific behavior resulting from
invocations of components belonging to other applications or the system. This distinction is
analogous to the difference between analyzing a dynamically-linked native application in the
presence of its dependent libraries and analyzing the same application in isolation. In the case of
Android applications, however, we note that the use of application markets greatly facilitates the
whole-system approach by making the requisite environmental applications easily available for
analysis.

1.2.3 Develop a robust model of mobile user input events to improve the precision of
our static analyses.

To perform accurate static analysis of Android applications, it is critical that user
interactions are taken into account. The omission of user interaction modeling in existing
techniques is a central means by which malicious applications can trivially conceal evidence of
their attacks; the DarkDroid project will improve upon the state-of-the-art to remove this
opportunity for evasion.

1.2.4 Develop a trustworthy Android analysis infrastructure.

Because our static analyses critically depend upon the correctness of the underlying
analysis infrastructure, we will provide a formal basis for assurance that components of that
infrastructure are correct with respect to a specification of their intended behavior. More
specifically, we propose developing a provably correct translator between Dalvik and our IR,
such that important security-relevant semantics of Android applications are preserved across the
transformation to the equivalent IR representation. Given an observationally equivalent IR
representation of the application, we implement our analyses on top of the IR.

1.2.5 Develop an instrumentation framework to harden Android applications
against attacks.

An instrumentation framework will extend the attack detection and prevention
capabilities of our approach to runtime, by rewriting critical sections of potentially vulnerable or
malicious Android applications. It is foreseeable that some malicious application will not be
removable (perhaps due to the costs involved, or to instances of shared libraries). In these cases,
our system would detect the malicious code and automatically rewrite it into something benign
prior to installation on the device. Such an instrumentation framework presents a versatile
capability that would allow legacy marketplace applications to be hardened against both known
and emerging threats.

1.3 Expected Impact

This project will yield a comprehensive static analysis of Android applications, the
impact of which will be significant. In particular, DarkDroid will guarantee the absence of broad
classes of malicious code from Android applications, allowing sophisticated threat modeling of
applications that are both for the general public and specific to DoD operations. Given the
anticipated low false positive rates and the detailed output to render human analysis easy, it will be possible to detect malicious applications before they are deployed on an Android marketplace. This ensures the security of the applications users and their data, such as soldiers on the battlefield that rely on DoD mobile applications to exchange information about the location of the enemy and improvised explosive devices (IEDs).
2.0 METHODS ASSUMPTIONS AND PROCEDURES

2.1 Detailed Description of Technical Approach

Considering a specific set of recognized research challenges, below we identify technical milestones for each of our five research goals:

2.1.1 DoD Android application threat model

The first milestone for this task is to produce an initial threat model based on known malware samples. This model will serve as a preliminary reference of civilian threats, although we anticipate that further research and discussion with DoD contacts will result in a significant evolution of the model. Consequently, the next milestone is a refined threat model that incorporates subsequent insights into how Android applications might be used and deployed in support of DoD missions. The final milestone of this task is a compiled database of malware composed of both public as well as custom-developed samples. This malware database will illustrate in a concrete manner representative threats encoded in the refined DoD Android application threat model.

2.1.2 Whole-system static analyses

Since high-fidelity system configurations are a fundamental requirement for whole-system static analysis, the first milestone for this task is to design and implement a system to reliably collect accurate system configurations from Android devices. Once this step has been completed, the next milestone will be an enumeration of different security properties that can be enforced using a priori knowledge of a system configuration for instance, restriction of data flows between applications to those authorized by policy. The final milestone for this task will be to design and implement a set of static analyses that will leverage system configurations in order to detect potential violations of the Android security properties, or identify opportunities for runtime enforcement through bytecode rewriting.

2.1.3 User input modeling

A static representation of the so-called back-stack is necessary to accurately model user input. Therefore, the first milestone for this task is to extend the analysis system with capabilities to manage multiple different back-stacks. The next milestone will be the successful static resolution of intents with regard to an a priori known system configuration. The final milestone for this task is reached when the analysis successfully resolves alternative execution paths depending on result values of launched Activities.

2.1.4 Trustworthy analysis infrastructure

The first milestone for this task will be to develop a structural operational semantics for DVM bytecode and our IR using an interactive theorem prover such as Coq. These will serve as a basis for the next milestone, namely that of a formal specification for a semantics-preserving translator from DVM bytecode to our IR. In principle, the next milestone will be to prove a
semantic preservation theorem for this specification, though we anticipate that this effort might occur concurrently with the specification's development in an iterative fashion. The final milestone will be the validation of an executable DVM-to-IR translator extracted from the formal specification.

2.1.5 Instrumentation framework.

The first milestone of this task is to develop a formal specification for a semantics preserving translator from JVM to DVM bytecode within the theorem proving environment selected as part of the above task. The next milestone will consist of proving the requisite semantic preservation theorem. The validation of the extracted executable translator will serve as the final milestone for this task.

2.2 Comparison with Current Technology

The Android OS, and mobile operating systems in general, are a relatively new application development platform. While mobile device vulnerabilities have been demonstrated by both academic and industry researchers, the mobile platform has historically not seen comparable levels of sophisticated, organized criminal behavior to those observed for more traditional platforms. However, with mobile devices playing an increasingly prominent role, new Android-specific malware is a near-certainty.

As noted, there are currently no whole-system, static analyses available for the Android OS. There are single-application analyses, such as Kirin. Kirin is a system that statically determines the set of permissions requested by an Android application during installation. From this permission set, Kirin determines whether an application is malicious based upon a specification of potentially dangerous combinations of permissions. For example, an application that requests permission to access GPS location data as well as the Internet has all the necessary permissions to build a detailed movement profile of the device on which it is installed, and, therefore, its user. However, since Kirin makes no attempt to verify whether an application actually contains malicious behavior, Kirin is unable to distinguish between a malicious application and one that merely allows a user to perform location-aware searches such as finding the nearest cafe.

Regarding instrumentation framework, there is a substantial amount of prior work that uses rewriting techniques. For native applications, both Pin and Dyninst allow for post-compilation binary rewriting on a number of platforms. There are also several frameworks for dynamically rewriting JVM bytecode, such as Apache BCEL and ObjectWeb ASM. Each of these frameworks provide rich instrumentation capabilities, including the ability to modify existing code and to inject new code. However, to our knowledge, there is no corresponding framework available for the Dalvik VM.

2.3 Deliverables Description

Achieving the goals of the DarkDroid project will result in a set of concrete deliverables that will be well-positioned for technology transfer. In our first task, we will create a comprehensive threat model that can be used to model attacks against DoD mobile resources. This model will be accompanied by a set of representative proof-of-concept attacks. We anticipate delivery of this threat model at the three-month mark of the project.
In our second task we will deliver a robust and extensible platform for performing precise static analysis of Android applications. This platform will incorporate system configuration information gleaned from installation target devices as well as a precise model of user interaction in order to improve the precision of these analyses. We anticipate delivery of the platform at the end of the project period. Furthermore, comprehensive documentation pertaining to the improvement over state-of-the-art techniques will be part of the deliverables for this task.

In our third task we will provide models of malicious code. The data-flow based models should be delivered by month 20. Models based on data value analysis by month 28; and non data-flow based models delivered at the three-year mark of the project.

Finally, our fourth task of defenses against malicious code will develop an instrumentation framework that will complement the static analysis platform by allowing for runtime enforcement of device-specific security invariants through bytecode rewriting. We anticipate completion of this task and delivery of the framework at the end of the project.

2.4 Technology Transition and Technology Transfer Targets

In concrete form, DarkDroid is composed of an advanced set of tools that together comprise an advanced malware detection and mitigation infrastructure for Android applications. While realizing this infrastructure will require significant advances in several areas, including static program analysis and verification, we are well-positioned to implement transitionable tools to DoD. Our team has a strong track record in creating performant implementations of cutting-edge research ideas. Fundamental to the design of the DarkDroid infrastructure is composability; that is, our tools will follow a cohesive design vision while using a modular approach that encourages flexibility, interoperability, and reuse. Our modern development infrastructure and software engineering practices allow us to rapidly prototype and refine implementations of our research ideas. In particular, we leverage distributed version control, flexible issue tracking, and lightweight testing to quickly construct high-quality systems.
4.0 RESULTS AND DISCUSSIONS

The DarkDroid project led to a series of projects, many of which were published in top-tier conferences within the security and software engineering fields. This section discusses the main projects and technologies we developed, and how these contributions have a positive impact for the security community and for the users of mobile devices.

4.1 Misuse of Crypto APIs

Developers use cryptographic APIs in Android with the intent of securing data such as passwords and personal information on mobile devices. However, developers might not always use these primitives in a completely secure way. Thus, we developed a static analysis tool, called CryptoLint, which determines whether developers use the cryptographic APIs in a fashion that provides typical cryptographic notions of security, e.g., IND-CPA security. We developed program analysis techniques to automatically check programs on the Google Play marketplace, and found that 10,327 out of 11,748 applications using cryptographic APIs (88% overall) make at least one mistake. These numbers show that applications do not use cryptographic APIs in a fashion that maximizes overall security. Our paper described several interesting insights and many technical details.

4.2 Dynamic Code Loading in Android Apps

The design of the Android system allows applications to load additional code from external sources at runtime. On the one hand, malware can use this capability to add malicious functionality after it has been inspected by an application store or anti-virus engine at installation time. On the other hand, developers of benign applications can inadvertently introduce vulnerabilities. Thus, any functionality based on dynamic code loading mechanisms, might pose a significant security risk and thus require special attention.

In one of our papers, we systematically analyzed the security implications of the ability to load additional code in Android. We developed a static analysis tool to automatically detect attempts to load external code using static analysis techniques, and we performed a large-scale study of 1,632 popular applications from the Google Play store, showing that loading external code in an insecure way is a problem in as much as 9.25% of those applications and even 16% of the top 50 free applications. For example, we found that an ad framework had a self-update functionality to download and execute code over HTTP. We immediately notified the vendor of the ad framework, and, shortly after, they acknowledged the vulnerability (that could have affected up to 10 million users), and eventually they deployed a fix. We also showed how malware can use code-loading techniques to avoid detection by exploiting a conceptual weakness in current Android malware protection mechanisms. Finally, we proposed modifications to the Android framework that enforce integrity checks on code to mitigate the threats imposed by the ability to load external code.

4.3 Third-Party Patch Application and Monitoring for Android Apps

The Android platform is somewhat unique in that it is open-source, and both device manufacturers and carriers can customize it for their own purposes. An unfortunate side effect of this, however, is that there is often a significant lag between the discovery of new vulnerabilities...
and the distribution of patches to customized Android images. Exacerbating this problem is the disincentive for both device manufacturers and carriers to provide long-term support for the devices they sell. Rather, it is more profitable to convince users to purchase new devices. As a result, there is a large population of Android devices that contain known vulnerabilities, presenting a target-rich environment for malware authors and other malicious actors.

Since carriers and manufacturers cannot necessarily be relied upon for timely patches, we designed PatchDroid³, a system for distributing and monitoring third-party patches for custom Android images. PatchDroid uses in-memory patching to maintain compatibility with standard Android platform security features, and incorporates a number of analyses to apply patches, monitor their stability, and perform automated rollback if instability is introduced. Our evaluation demonstrated that a number of major root escalation exploits could be prevented across a variety of Android devices. This work presents a viable path forward for reducing the number of exploitable Android phones in the wild, resulting in a safer mobile ecosystem.

4.4 Automatically Detecting Implicit Control Flow Transitions through the Android Framework

A wealth of recent research proposes static data flow analysis for the security analysis of Android applications. One of the building blocks upon which these analysis systems rely is the computation of a precise control flow graph. The callback mechanism provided and orchestrated by the Android framework makes the correct generation of the control flow graph a challenging endeavor. From the analysis point of view, the invocation of a callback is an implicit control flow transition facilitated by the framework. Existing static analysis tools model callbacks through either manually curated lists or ad-hoc heuristics. In one of our works³, we demonstrated that both approaches are insufficient, and allow malicious applications to evade detection by state-of-the-art analysis systems.

To address the challenge of implicit control flow transitions (i.e., callbacks) through the Android framework, we implemented and evaluated a systematic treatment of this aspect. Our implementation, called EdgeMiner, statically analyzes the entire Android framework to automatically generate API summaries that describe implicit control flow transitions through the Android framework. We use EdgeMiner to analyze three major versions of the Android framework. EdgeMiner identified 19,647 callbacks in Android 4.2, suggesting that a manual treatment of this challenge is likely infeasible. Our evaluation demonstrates that the current insufficient treatment of callbacks in state-of-the-art analysis tools results in unnecessary imprecision. For example, FlowDroid misses a variety of leaks of privacy sensitive data from benign, off-the-shelf Android applications because of its inaccurate handling of callbacks. Of course, malicious applications can also leverage this blind spot in current analysis systems to evade detection at will. To alleviate these drawbacks, we make our results publicly available and demonstrate how these results can easily be integrated into existing state-of-the-art analysis tools. Our work allows existing tools to comprehensively address the challenge of callbacks and identify previously undetected leakage of privacy-sensitive data.

4.5 Deception and Countermeasures in the Android User Interface

Mobile applications are part of the everyday lives of billions of people, who often trust them with sensitive information. These users identify the currently focused app solely by its visual appearance, since the GUls of the most popular mobile OSes do not show any trusted
indication of the app originating the graphic display shown to the user. For one of our projects, we analyzed in detail the many ways in which Android users can be confused into misidentifying an app, thus being deceived into giving sensitive information to a malicious app. Our analysis of the Android platform APIs, assisted by an automated state-exploration tool, led us to identify and categorize a variety of attack vectors (some previously known, others novel, such as a non-escapable full-screen overlay) that allow a malicious app to surreptitiously replace or mimic the GUI of other apps and mount phishing and click-jacking attacks. Limitations in the system GUI make these attacks significantly harder to notice than on a desktop machine, leaving users completely defenseless against them. To mitigate GUI attacks, we have developed a two-layer defense. To detect malicious apps at the market level, we developed a tool that uses static analysis to identify code that could launch GUI confusion attacks. We showed how this tool detects apps that might launch GUI attacks, such as ransomware programs. Since these attacks are meant to confuse humans, we have also designed and implemented an on-device defense that addresses the underlying issue of the lack of a security indicator in the Android GUI. We add such an indicator to the system navigation bar; this indicator securely informs users about the origin of the app with which they are interacting (e.g., the PayPal app is backed by PayPal, Inc.). We demonstrated the effectiveness of our attacks and the proposed on-device defense with a user study involving 308 human subjects, whose ability to detect the attacks increased significantly when using a system equipped with our defense. This project is described in detail in one of our papers4.

4.6 Characterizing Loops in Android Applications

When performing program analysis, loops are one of the most important aspects that needs to be taken into account. In the past, many approaches have been proposed to analyze loops to perform different tasks, ranging from compiler optimizations to Worst-Case Execution Time (WCET) analysis. While these approaches are powerful, they focus on tackling very specific categories of loops and known loop patterns, such as the ones for which the number of iterations can be statically determined. As part of the DarkDroid project, we developed a static analysis framework to characterize and analyze generic loops, without relying on techniques based on pattern matching. For this work, we focus on the Android platform, and we implemented a prototype, called Clapp, that we used to perform the first large-scale empirical study of the usage of loops in Android applications. In particular, we used our tool to analyze a total of 4,110,510 loops found in 11,823 Android applications. In the paper describing Clapp in detail5, we reported, as part of our evaluation, the results of our empirical study. We show how our analysis was able to determine that the execution of 63.28% of the loops is bounded, and we discuss several interesting insights related to the performance issues and security aspects associated with loops. We believe this tool can be useful to pinpoint “anomalous” loops that might significantly drain the battery of the device and mount a denial-of-service attack.

4.7 Large-Scale Analysis of Android Apps on Real Devices

To protect Android users, researchers have been analyzing unknown, potentially-malicious applications by using systems based on emulators, such as the Google’s Bouncer and Andrubis. Emulators are the go-to choice because of their convenience: they can scale horizontally over multiple hosts, and can be reverted to a known, clean state in a matter of seconds. Emulators, however, are fundamentally different from real devices, and previous
research has shown how it is possible to automatically develop heuristics to identify an emulated environment, ranging from simple flag checks and unrealistic sensor input, to fingerprinting the hypervisor's handling of basic blocks of instructions. Aware of this aspect, malware authors are starting to exploit this fundamental weakness to evade current detection systems. Unfortunately, analyzing apps directly on bare metal at scale has been so far unfeasible, because the time to restore a device to a clean snapshot is prohibitive: with the same budget, one can analyze an order of magnitude less apps on a physical device than on an emulator.

In one of our projects, we proposed BareDroid, a system that makes bare-metal analysis of Android apps feasible by quickly restoring real devices to a clean snapshot. Our physical-device testing platform works by loading on a device a custom "recovery" partition (containing the code that is first executed during the boot of an Android device). This partition is reloaded from a computer to a device at every device's boot to ensure its integrity. Our custom "recovery" verifies the integrity of a bundle (stored on the device), containing an uncompromised Android operating system. After the integrity of this bundle is verified, it is decompressed and booted.

In our paper\textsuperscript{6}, we show how BareDroid is not detected as an emulated analysis environment by emulator-aware malware or by heuristics from prior research, allowing BareDroid to observe more potentially malicious activity generated by apps. Moreover, we provide a cost analysis, which shows that replacing emulators with BareDroid requires a financial investment of less than twice the cost of the servers that would be running the emulators. We released BareDroid as an open source project, in the hope it can be useful to other researchers to strengthen their analysis systems.

4.8 Grab'n Run: Secure and Practical Dynamic Code Loading for Android Applications

In the past, we studied how benign and malicious Android applications are dynamically loading external code components. Our study showed that several real-world benign applications implemented this technique in a vulnerable way, so that it was possible to mount remote code execution attacks. In our previous work, we also proposed several modifications to the Android framework to mitigate this class of threats. This design choice has the advantage that the proposed system is transparent to the developer, but it has the disadvantage that it is difficult to be adopted by the community, as several modifications to the framework are required. For this reason, we attempted to mitigate the impact of this class of vulnerabilities by following a different approach. In particular, we designed and implemented a new Android library that, similarly to the existing ones, allows a developer to dynamically load additional components, while at the same time preventing her from introducing this class of security vulnerabilities. This library, which we called Grab 'n Run, provides several interfaces that resemble the standard ones. For example, our library implements a new interface called SecureDexClassLoader, which on the one hand provides an interface that is similar to the standard DexClassLoader library, while, on the other hand, it also forces the developer to 1) cryptographically sign each component that needs to be dynamically loaded, and to 2) verify, at loading time, that such component has been not modified. We believe this component to be ready to be used for real-world applications, and, for this reason, we recently open-sourced it. The technical details and design choices are discussed in another of our papers\textsuperscript{7}.
4.9 Native-Code Sandboxing

Current static analysis techniques for Android applications operate at the Java level, i.e., they analyze either the Java source code or the Dalvik bytecode. However, Android allows developers to write code in C or C++ that is cross-compiled to multiple binary architectures. Furthermore, the Java-written components and the native code components (C or C++) can interact. Native code can access all of the Android APIs that the Java code can access, as well as alter the Dalvik Virtual Machine, thus rendering static analysis techniques for Java unsound or misleading. In addition, malicious apps frequently hide their malicious functionality in native code or use native code to launch kernel exploits. It is because of these security concerns that previous research has proposed native code sandboxing, as well as mechanisms to enforce security policies in the sandbox. However, it is not clear whether the large-scale adoption of these mechanisms is practical: is it possible to define a meaningful security policy that can be imposed by a native code sandbox without breaking app functionality?

As part of the DarkDroid project, we performed an extensive analysis of the native code usage in 1.2 million Android apps\(^8\). We first used static analysis to identify a set of 446k apps potentially using native code, and we then analyzed this set using dynamic analysis. This analysis demonstrates that sandboxing native code with no permissions is not ideal, as apps’ native code components perform activities that require Android permissions. However, our analysis provided very encouraging insights that make us believe that sandboxing native code can be feasible and useful in practice. In fact, it was possible to automatically generate a native code sandboxing policy, derived from our analysis, that limits many malicious behaviors while still allowing the correct execution of the behavior witnessed during dynamic analysis for 99.77% of the benign apps in our dataset. The usage of our system to generate policies would reduce the attack surface available to native code and, as a further benefit, it would also enable more reliable static analysis of Java code.

4.10 Detection of Logic Bombs in Android Apps

Existing static analyses are effective in detecting the presence of most malicious code and unwanted information flows. However, certain types of malice are very difficult to capture explicitly by modeling permission sets, suspicious API calls, or unwanted information flows. One important type of such malice is malicious application logic, where a program (often subtly) modifies its outputs or performs actions that violate the expectations of the user. Malicious application logic is very hard to identify without a specification of the “normal,” expected functionality of the application. We refer to malicious application logic that is executed, or triggered, only under certain (often narrow) circumstances as a logic bomb. This is a powerful mechanism that is commonly employed by sophisticated malware, Advanced Persistent Threats (APTs), and state-sponsored attacks: in fact, in this scenario, the malware is designed to target specific victims and to only activate under certain circumstances.

For the DarkDroid project, we developed a novel static analysis tool called TriggerScope, which we believe constitutes the first step towards detecting logic bombs. In the paper describing this project\(^9\), we proposed trigger analysis, a new static analysis technique that seeks to automatically identify triggers in Android applications. Our analysis combines symbolic execution, path predicate reconstruction and minimization, and inter-procedural control-dependency analysis to enable the precise detection and characterization of triggers, and it overcomes several limitations of existing approaches. We implemented a prototype of our
analysis, and we evaluated it over a large corpus of 9,582 benign apps from the Google Play Store and a set of trigger-based malware, including the recently-discovered HackingTeam’s RCSAndroid advanced malware. Our system is capable of automatically identifying several interesting time-, location-, and SMS-related triggers, with a low false-positive rate (0.38%), and it achieves 100% detection rate on the malware set. We also showed how existing approaches, specifically when tasked to detect logic bombs, are affected by substantial false positive and false negative rates. Finally, we discussed the logic bombs identified by our analysis, including two previously-unknown backdoors in benign apps.
5.0 CONCLUSIONS

We believe the techniques and prototypes developed through the DarkDroid project constitute a significant step forward for the security of mobile devices and applications. In particular, our work resulted in novel approaches based on both static and dynamic analysis techniques, which are able to precisely pinpoint a variety of malicious behaviors, such as logic bombs, dynamically-loaded code, GUI-based deception attacks, DOS-related attacks, and evasive apps that use the complexity of the Android framework to foil automatic analysis systems. Moreover, we developed a variety of approaches to detect apps containing (unintentional or, in the worst case, intentional) vulnerabilities, such as unsafe code loading mechanisms and misuse of crypto APIs. We also studied and discovered several weaknesses in the Android framework itself and in its permission system, and we explored the behavior and possibility of sandboxing native code components in Android apps, which are an understudied, yet critical, security aspect of the Android ecosystem.

For the future, we are planning to extend the applicability and improve the performance and accuracy of all projects and prototypes we worked on during these years. However, we are also planning to start investigating emerging aspects and technologies related to the Android ecosystem. In particular, we plan to explore the following two directions.

First, Android apps are becoming increasingly complex and, for performance reasons, more and more developers are opting to implement parts of the app's functionality in a low-level language (e.g., C, C++), generating the so-called "native code" components. From the security point of view, this represents a risk, since the switch to low-level languages will introduce vulnerabilities related to memory corruption. Thus, this aspect will inevitably make the attack surface bigger. Unfortunately, bugs in Android native code component are difficult to find and, to date, no analysis system has been developed that focuses on the efficient and effective discovery of such bugs. Moreover, finding bugs in these components is more challenging than finding bugs in traditional binaries: in fact, Android native code components do not have a single entry point, and they interact with the rest of the app (written in Java) through JNI. The analysis of these components thus presents several interesting research challenges that we are planning to address.

Second, we want to investigate the security implications of a recent proposal of a technology to perform cross-device tracking through the usage of the ultrasound channel. In particular, this technology aims at tracking the connection among two (or multiple) devices so that they can be linked together and perform, for example, advertisement retargeting. There are multiple companies already implementing and offering a solution based on this technology, and they rely on identifying “beacons” that are transmitted from one device to another through the ultrasonic space of the audio channel. The more this technology becomes widely used, the bigger the impact of security implications will be. We are planning to investigate on this aspect, to formalize the threat, and to propose practical solutions for the concerned users.
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### 7.0 ACRONYMS/GLOSSARY

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>API</td>
<td>application program interface</td>
</tr>
<tr>
<td>APT</td>
<td>advanced persistent threat</td>
</tr>
<tr>
<td>BCEL</td>
<td>bytecode engineering library</td>
</tr>
<tr>
<td>DoD</td>
<td>Department of Defense</td>
</tr>
<tr>
<td>DOS</td>
<td>denial of service</td>
</tr>
<tr>
<td>DVM</td>
<td>Dalvik Virtual Machine</td>
</tr>
<tr>
<td>GUI</td>
<td>graphical user interface</td>
</tr>
<tr>
<td>HTTP</td>
<td>hypertext transfer protocol</td>
</tr>
<tr>
<td>IND-CPA</td>
<td>indistinguishability under chosen-plaintext attack</td>
</tr>
<tr>
<td>IR</td>
<td>intermediate representations</td>
</tr>
<tr>
<td>JNI</td>
<td>Java Native Interface</td>
</tr>
<tr>
<td>JVM</td>
<td>Java Virtual Machine</td>
</tr>
<tr>
<td>OS</td>
<td>operating system</td>
</tr>
<tr>
<td>SMS</td>
<td>Short Message Service</td>
</tr>
</tbody>
</table>