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Verification and validation is a continuous activity throughout the entire modeling and simulation life cycle. This document provides a template to address general validation procedures for equations, algorithms, and submodels that form the underlying analysis found in vulnerability/lethality software tools. This template is considered a bottom-up approach for validation of a submodel as a stand-alone model as opposed to a top-down approach for validation of the overall model for live-fire tests.
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1. Purpose

Verification and validation (V&V) is a continuous activity throughout the entire modeling and simulation (M&S) life cycle (Balci, 1998; Harmon and Youngblood, 1998), and “there is no single step-by-step checklist of tasks or events or a single method of V&V that will apply for every M&S as it goes through its [life cycle management]” (Department of Defense [DOD] Pamphlet 5–11, 1999). However, according to the DOD directive 5000.59 (1994), DOD components, such as the U.S. Army Research Laboratory, shall establish verification, validation, and accreditation (VV&A) policies and procedures for M&S applications.

This document provides a template to address general validation procedures for equations, algorithms, and submodels that form the underlying analysis found in vulnerability/lethality (V/L) software tools such as the Survivability/Lethality Analysis Directorate’s M&S tool called MUVES. This template is considered a bottom-up approach for validation of a submodel as a stand-alone model, as opposed to a top-down approach for validation of the overall model for live-fire tests (Deitz et al., 1996). Logical and code verification that include computer-aided software engineering tools are not addressed here, but need to be included as an overall V&V process for software accreditation.

2. Definitions

The definitions of VV&A are given as defined in DOD 5000.59 and DOD Pamphlet 5–11. The interrelationship of verification and validation is illustrated in figure 1 (Deitz et al., 1996).

Verification: The process of determining that a model implementation accurately represents the developer’s conceptual description and specification. Verification also evaluates the extent to which the model or simulation has been developed using sound and established software-engineering techniques.

Validation: The process of determining the degree to which a model is an accurate representation of the real world from the perspective of the intended uses of the model. Validation methods include expert consensus, comparison with historical results, comparison with test data, peer review, and independent review.

Accreditation: The official certification that a model or simulation is acceptable for use for a specific purpose.
3. **Summary of Model Validation**

Saucier and Baker (1996) summarized model validation in the following way (see also Deitz et al., 1996; DOD Pamphlet 5–11, 1999; Knepell and Arango, 1993).

3.1 **Face Validation**

Face validation is performed by subject-matter experts (SMEs) who check that the model produces reasonable results for the intended application based upon its performance. This is a point of departure to determine courses of action for more comprehensive validation efforts. This is a subjective evaluation, yet it can identify areas of potential weaknesses or strengths in the model, is low cost, and has a short timeframe for completion.

3.2 **Model Applicability, Assumptions, and Limitations**

Model applicability, assumptions, and limitations are checked to make sure that they are appropriate to the phenomena they represent.

3.3 **Data Audit and Availability**

Data audit and availability assures that the data collection techniques are consistent and well-documented and that the data requirements for the model are realistic.

3.4 **Comparison to Laboratory and Operational Data**

Submodels are compared to results obtained under laboratory conditions. The overall model is also compared to laboratory conditions, where possible, as well as field experiments (operational data).

In the effort to address the more comprehensive validation process that needs to be considered throughout M&S development, a template is provided in section 4. The template specifies statistical quantitative measures of model fits and validation data fits, as well as graphical comparisons. It is not intended to replace reports that would provide details of the experimental
program and model development, but to be used to guide such reports and identify areas of future research or methodology by identifying limitations, trade-offs, unresolved issues, and suggested improvements.

4. Validation Template for Equations, Algorithms, and Submodels

Model Name:
  Provide model name.

Version (or Date):
  Provide version or date of the model. Indicate if it is an update to a previous version.

Purpose and Uses:
  Define the purpose of the model and identify its major application.

Model Description:
  Provide the mathematical model (the equation or set of equations) describing the phenomenology.

Model Inputs:
  List and describe the required model inputs.

Model Outputs:
  List and describe the model output(s).

Range of Applicability:
  Provide the range of applicability or boundary conditions for each input variable and output metric (or distribution of the inputs and outputs).

Assumptions:
  List the underlying theoretical or empirical foundation and assumptions. Specify how each is appropriate to the phenomena that it represents.

Evaluation Criteria:
  Describe the real-world data (live-fire data, component data, test data, operational data, etc.) with which the model will be compared. Provide experimental data or references of the comparable data. If known, provide confidence levels, reliability/probability levels, ballistic protection levels, etc. from which the goodness-of-fit will be evaluated.

Considerations in the Model Building Process:
  Verification and validation are on-going activities for establishing credibility throughout the entire modeling process from algorithm development to testing with confirmation data. These activities provide documentation for the accreditation process. Careful considerations of
data collection and quantification of the equations to the data in the early stages of model development can save resources in the latter stages. Therefore, it is recommended that statistical experimental design techniques be considered when building empirical or semi-empirical models. Tools to quantify model fits are given in the Goodness-of-Fit section. These tools in graphical methods and statistical methods apply to data used for development, as well as to data used to validate an existing model.

A. Screening Designs to Identify Key Model Parameters—When building an empirical or semi-empirical model, it may be necessary because of cost or time constraints to conduct small experiments using statistical design methods to determine which of the potential explanatory variables are the key parameters in the model. Such designs could include a $2^n$ factorial or fractional factorials, Latin square, randomized block, split plot, etc. (Hicks and Turner, 1999; Kirk, 1982; Montgomery, 1991). To determine if variables are statistically significant, use regression analysis, analysis of variance, T-tests, or other statistical methods (Draper and Smith, 1981; Kirk, 1982; Myers, 1986). Screening designs are used to narrow the scope of the potential explanatory variables considered for the model. They typically do not address interaction among the variables.

B. Experimental Design for Model Development—Conduct a larger experimental program using the significant factors identified in the screening design to collect data from which empirical or semi-empirical models will be constructed. As provided in the description of the screening designs, statistical design techniques can be used to aid in this process. The range of each factor should extend to the expected real-world domain, at a minimum select a low, a medium, and a high value of each variable of interest. Including mid-range values along with the low and high values allows for building curvature in the model. Theoretical models may not have data for building the model; however, data will be required for validation.

Confirmation Experiments (Validation Data):

After the model has been built, conduct additional experiments to collect new data that will be used to validate the model. List data used in the validation effort or provide references (reports) of the data. This data would not have been used in the development of the algorithm. For example, it may be a different projectile type or propellant type that was not used in model formulation. The data could have been collected at the same time as the data for model development but set aside for validation. Provide range of each input variable. This range should cover the bounds of the real-world data or subset of data for areas of the unvalidated domain. Use statistical experimental design techniques where possible.

Goodness-of-Fit:

A. Graphical Methods: An easy yet important method of evaluating the goodness-of-fit of the model is graphing the model fit (figure 2a). Plot curves of each output variable vs. input variable(s) as in, say, $Y$ vs. $X$ or $V_r$ vs. $V_s$ curves. Show plot of predicted output vs. observed
output (figure 2b). A diagonal line will show the perfect-fit line. Points above the line overpredict the response variable; points below the line underpredict. Plotting standardized residuals against each of the inputs helps identify areas that do not fit the response well. The adjusted $R^2$ and standard error (s.e.) given in the figure are defined in the statistical methods section that follows.

![Y vs. X plot and predicted vs. observed plot for output variable Y.](image)

Figure 2. Y vs. X plot and predicted vs. observed plot for output variable Y.

Plot the confirmation/validation data along with the experimental data and model fit. Again, provide a predicted vs. observed plot of the output variable(s) (figure 2b) or output variable(s) against input variable(s) (e.g., $V_r$ vs. $V_s$ curve). Describe how the validation data fits within the distribution of the model. This can be in the form of box-plots or histograms. If confidence intervals were computed for the model, compare validation data with the confidence interval(s). Note that if the validation data do not fit well, additional modeling efforts may be required and another series of validation data may need to be generated before the model can be formally validated.

**B. Statistical Methods:** Report standard error (the square root of the model variance. In a regression analysis, it is the square root of the residual mean square $= \sqrt{\sum \frac{(\text{predicted} - \text{observed})^2}{\text{df}}}$, where df is the number of degrees of freedom for the residual error; i.e., the number of data points minus the number of coefficients estimated for the
model.) Report the adjusted square of the correlation coefficient (R^2) or the adjusted R^2 fit of the data. During model development, the statistically significant variables can be determined by analysis of variance or regression analysis. Report the p-values for each. Develop confidence intervals where possible for the model fit and each coefficient. Identify any nuisance variables: these are other sources of variability (measurement error, use of different operators, gunners, etc.) that may contribute to differences in response. Sometimes these nuisance effects can be separated from the effects of the main model parameters in a statistical experimental design, such as blocking in a randomized block design.

**Sensitivity Analysis:**[^2]

Vary each input variable (e.g., +/-25% [Collins, 2003]) both individually and simultaneously to determine the change in the response variable(s). Test at boundary conditions (data at the extreme values) to stress the model to real-world application. If statistical experimental designs are used in the modeling phase, each variable should be statistically significant; however, the amount of change in the response variable may not have a practical significance depending on the V/L analysis conducted for the customer. These analyses may not be known at the time of model development, but sensitivity studies will quantify the impact of changes to the inputs and then further guide subsequent V/L analyses.

**Limitations and Trade-Offs:**

List model limitations or known deficiencies. Provide information on the trade-offs of using one empirical model vs. another or using an empirical model vs. a physics-based model (e.g., computational fluid dynamic codes take too long).

**Unresolved Issues:**

Describe any validation tests that resulted in anomalies.

**Suggested Improvements and/or Extensions:**

Provide recommendations to address the model limitations and any extensions to the model that would make it more robust.

**Points of Contact:**

Include the name(s) and specific areas of responsibility (such as developer, reviewer, SMEs) for clarification, additional information, or discussion.

**References and/or Attachments:**

Provide a list of references and any supporting documents as well as attachments that describe the model or the model fits to the data. Fits include graphical techniques and

[^1]: R^2 is the amount of variability in the data that is explained by the model. It is a value between 0 and 1, where 1 is a perfect fit. The adjusted R^2 accounts for the number of variables in the model so that a model with few variables to explain the phenomenon will get more credit than a model that requires many variables.

[^2]: Sensitivity analysis is also considered as a step in the verification process in addition to the validation process in DOD Pamphlet 5-11 (1999).
quantitative measures (see Goodness-of-Fit section). Include experimental data or list of documents that contain data used to develop the model.

5. Conclusion

The template provided in section 4 provides a convenient outline for documenting parameters in the development of equations, algorithms, and submodels that are part of an underlying vulnerability/lethality M&S. It is not only important in the V&V process to quantify the model fits to experimental data, but to also identify the range of applicability, assumptions for model use, known limitations, and any unresolved issues.

Further information in the VV&A process for M&S can be found in the DOD 5000.61 (2003) and Defense Modeling Simulation Office (2000).
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