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Abstract

The research has developed a powerful crystal plasticity based computational modeling tool for predicting mechanical
response and localization, eventually leading to failure in polycrystalline titanium alloys, e.g. Ti-6Al-4V and Ti-7AL
under extreme loading conditions. Utilization of Ti alloysin different army applications requires the model to be appli-
cable to a wide range of strain rates and temperatures. Ti alloys possess complex heterogeneous microstructures due to
non-uniform grain size distribution and strong anisotropyarising from dislocation glide on different slip systems. The
computational model aims at enhancing the predictive capabilities, accounting for the effects of morphological and
crystallographic features of 3D microstructures and loading characteristics on the deformation and failure mechanisms.

The project had launched an integrated computational-experimental research program in collaboration with Army
Research Laboratory for developing micromechanical crystal plasticity finite element (CPFE) models of Ti alloys that
can predict deformation mechanisms leading to failure. Collaboration has been pursued with Dr. Brian Schuster and
his team at ARL on material data and experiments. Various modules pursued are:

1. Microstructural Characterization and Image-Based Virtual Model Generation: High fidelity 3D representation
of polycrystalline microstructures from metallographic observations to the finite element model is essential for
reliable prediction of deformation and damage. In collaboration with Dr. Schusters team at ARL, we have
developed robust 3D models virtual polycrystalline microstructures of Ti-7Al that represent both morphological
and crystallographic statistics observed in OIM scans.

2. Physics-Based Micromechanical Modeling: Dislocation motion in metals is governed by the thermally-activated
and drag-dominated processes under low and high rates of deformation, respectively. This work develops a
unified dislocation density-based crystal plasticity (CP)constitutive model forhcp metals by combining the
thermally-activated and drag-dominated stages of dislocation slip. The model is suitable for modeling defor-
mation under a wide range of strain rates. The effects of temperature on both elasticity and plasticity are
considered and carefully calibrated using experimental results. The proposed constitutive model is incorporated
into a stabilized locking-free large deformation finite element (FE) framework. Competency of the methodology
is demonstrated for two types of Ti-7Al alloy polycrystals.For simulations, the CPFE model uses the image-
based virtual polycrystalline microstructures generatedfrom 2D surface data. Room temperature compression
tests at quasi-static (10−3s−1) and dynamic strain rates (1000 - 4000s−1) are used to calibrate and validate the
constitutive model. Rate-dependency of the flow stress is investigated at both single and polycrystalline levels.
An elastic overshoot followed by a stress relaxation is observed at very high strain rates in single crystals. In
the polycrystalline level, the model is observed to effectively capture the increase in the rate sensitivity at high
strain rates. Under adiabatic conditions, the decrease in the hardening rate due to the promotion of slip-driven
plasticity is observed to be significant. The effect of degradation of elastic constants on the macroscopic be-
havior seems to become noticeable only at the later stages ofdeformation. A careful study on adiabatic heating
revealed that unexpectedly the grains undergoing severe plastic deformation do not necessarily endure higher
temperatures. In other words, temperature increase in severely plastically deformed grains could be lower than
the temperature increase in grains which have undergone a small amount plastic strain.
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Huskins and their group at ARL. In this collaboration, we areprovided with important experimental observations and
deformation characteristics which are being used for modeldevelopment, calibration and validation. We have one joint
paper submitted and another one in progress. As an additional component, Dr. Schuster and our team are collaborating
with Dr. Adam Pilchak of AFRL for material microstructure characterization of Ti alloys. The PI has also been in
discussion with Dr. Rich Becker on the computational modelsbeing developed. Some of these codes will possibly be
transitioned to the ARL platforms upon completion.
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Chapter 2

Introduction

The research in this project has developed a powerful crystal plasticity based computational modeling tool for predict-
ing mechanical response and localization, eventually leading to failure in polycrystalline titanium alloys, e.g. Ti-6Al-
4V and Ti-7AL under extreme loading conditions. Utilization of Ti alloys in different army applications requires the
model to be applicable to a wide range of strain rates and temperatures. Given the fact that Ti alloys possess a very
complicated heterogeneous microstructure due to non-uniform grain size distribution and strong anisotropy arising
from dislocation glide on different slip systems, the model aims at enhancing the predictive capabilities, accounting
for the effects of morphological and crystallographic features of 3D microstructures and loading characteristics on the
deformation and failure mechanisms.

2.1 Relevance to the Army

Due to increasing anti-armor threats, more armor protection has been added to ground combat vehicles, resulting in
increasing their weight which consequently affects their transportability and maneuverability. There isan increasing
interest in using materials with lighter weight and yet higher strength for armor applications. Titanium alloys are very
good candidates for armor applications due to their high strength to weight ratio and good corrosion resistance which
lowers the maintenance costs. Application of low-cost titanium alloys brings about a lot of benefits for army applica-
tions in terms of performance and life of components and economics. As an example, replacing forged aluminum with
titanium in commanders hatch of M2 Bradley fighting vehicle has resulted in 35% of weight saving with increased
ballistic protection.

2.2 Approach

The research project had launched an integrated computational-experimental research program in collaboration with
Army Research Laboratory for developing micromechanical crystal plasticity finite element (CPFE) models of Ti
alloys that can predict deformation mechanisms leading to failure. Collaboration has been pursued with Dr. Brian
Schuster and his team at ARL on material data and experiments. Various modules pursued are:

1. Microstructural Characterization and Image-Based Virtual Model Generation: High fidelity 3D representation
of polycrystalline microstructures from metallographic observations to the finite element model is essential for
reliable prediction of deformation and damage. In collaboration with Dr. Schusters team at ARL, we have
developed robust 3D models virtual polycrystalline microstructures of Ti-7Al that represent both morphological
and crystallographic statistics observed in OIM scans.

2. Physics-Based Micromechanical Modeling: This task has developed image-based crystal plasticity finite ele-
ment models (CPFEM), incorporating experimentally measured morphological and crystallographic details and
deformation/failure mechanisms. Three subtasks have been successfullyexecuted in this category.
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i. Crystal plasticity finite element predictions are highlydependent on the local material state. Convention-
ally used tetrahedral element suffers from volumetric locking as the (near-) incompressible limit approaches,
resulting in spurious high hydrostatic stresses and underestimation of displacements. A stabilized tetrahedral
element has been developed in this task to provide robust analysis capabilities for large and localized formation
in CPFEM.
ii. A novel dislocation density based flow rule has been developed in this work for dislocation glide for Ti alloys
at a range of strain rates. The model is based on experimentalobservations on dislocation kinetics. Unlike other
flow rules in the literature, application of this flow rule is not confined to a certain range of strain rates. It is
applicable to a wide range of strain rates, making it possible to use the same modeling framework for simulating
deformation and failure in low and high strain rates.
iii. Adiabatic heating is essential for modeling high ratesof deformation due to conversion of plastic work
into heat. To address the effects of thermal expansion due to temperature increase in thecourse of plastic de-
formation, a thermally-deformed configuration is considered besides the well-known reference, intermediate
plastically deformed and current configurations.

2.3 Accomplishments

We have developed a novel image-based crystal plasticity finite element (CPFE) model for high strain rate deforma-
tion behavior of Ti alloys, e.g. Ti-7Al. The experimentallyvalidated models are expected to predict finite deformation
behavior both at micro and macro-scales in comparison with experiments at a range of strain rates and temperatures.
Eventually the models should be able to predict deformationinduced localization and microcracking in microstruc-
tures of polycrystalline metals. Important mechanisms that are incorporated in the crystal plasticity model include:
dislocation glide mechanisms, size dependence in polycrystalline models through geometrically necessary dislocations
(GNDs), and formation of adiabatic shear banding. The following tasks have been achieved in this project.

1. Microstructural Characterization and Image-Based Virtual Model Generation
3D microstructures are generated using electron back-scattered diffraction (EBSD) data of sections of the ma-
terial microstructure. The work employs a method of estimating 3D statistics from extrapolation of 2D surface
measurements and data on polycrystalline specimens. A codeDREAM.3D is used for this reconstruction. The
reconstruction algorithm is based on stereology, a method of creating statistically equivalent 3D morphologies
from 2D measurements. 2D EBSD maps are studied and the relevant statistical distributions such as grain size,
orientation and etc. are extracted and fed into DREAM3D to generate different microstructures based on the
same set of distributions.

2. Stabilized 3D Tetrahedral Elements for Locking-free Crystal Plasticity Modeling
Linear tetrahedral elements are favorable for the discretization process due to their inherent simplicity in for-
mulations, tortuosity and complex geometry of grains in themicrostructure and the necessity of conformity of
the mesh to the geometry. However, these elements suffer from volumetric locking as the material deforma-
tion approaches (near-) incompressibility leading to underestimation of displacement field and overestimation
of pressure field accompanied with checker-board oscillation of pressure in the computational domain. As
plasticity is inherently volume-conserving, utilizing tetrahedral elements for crystal plasticity FE simulations
is accompanied with errors due to locking. In order to relieve volumetric locking, the F-bar-patch method is
developed for crystal plasticity simulations, where the deformation gradient for stress calculation is modified
such that incompressibility is satisfied in a weak sense rather than a point-wise strong sense. Elements in the
mesh are assigned to different non-overlapping patches.

3. Novel Dislocation Density based CPFEM for Modeling at a Rangeof Strain-Rates
The crystal plasticity model is developed to overcome the limitations of phenomenological formulations by
incorporating underlying physics of mechanisms. It adoptsa dislocation density-based formulation where the
effect of strain rate is addressed through the evolution of dislocation densities and velocity of dislocations. In this
model, density of mobile dislocations is responsible for plastic deformation, and strain hardening is primarily

4



due to the entanglement of mobile dislocations with barriers. To have a unified flow rule for a wide range of strain
rates and temperatures, it is necessary to adopt a proper flowrule which is explicitly temperature-dependent and
reflects the rate sensitivity of dislocation glide correctly. The commonly used flow rules in the literature are
either not explicitly temperature dependent or they are applicable to a certain range of strain rates. Experimental
observations show that screw dislocations are responsiblefor plastic flow in Ti alloys. Screw dislocations glide
on slip plane through a double-kink mechanism which is a thermally activated process. Once a kink is formed,
it will broaden sideways under drag-dominated regime. At time , kink has broadened completely and the whole
dislocation line is brought to the next Peierls valley. At lower strain rates, the waiting time is larger than running
time, i.e. the dislocation motion is thermally-activated.However in higher rates of deformation, the running time
gets larger than the waiting time and renders the dislocation motion drag-dominated. At lower levels of stress the
new velocity profile matches the velocity due to only thermalactivation, whereas at higher stresses it matches
the one due to only drag forces and it does a smooth transitionfrom thermally-activated to drag-dominated
regime in between. A unified constitutive relation is developed in this work to reflect this effect.

4. Incorporating Adiabatic Heating at Di fferent Strain-Rates in CPFEM
Under high rate of deformation, the plastic work is converted into heat. The time scale for thermal conduction is
larger in comparison with the time scale for dynamic deformation; therefore, it is a fair assumption that heating
is adiabatic. The rate of plastic work is calculated in the crystal plasticity model and localized temperature
evolution is predicted. It is observed that adiabatic heating softens the response by promoting plasticity through
thermal activation. To address the thermal expansion due totemperature increase, the deformation kinematics
is modified to include a thermally-deformed configuration.
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Chapter 3

Dislocation density-based multi-rate crystal
plasticity finite element model forhcp
metals

3.1 Introduction

Titanium alloys are widely used in manufacturing components for automotive and aerospace industries due to their
high strength to weight ratio, high fracture toughness and good corrosion resistance at elevated temperatures. Extensive
use of these alloys in critical industrial and military applications, such as compressor blades of jet engines and armor
of ground combat vehicles [58], has motivated researchers to understand, measure and tailor the mechanical properties
of these alloys over a wide range of strain rates and temperatures. Of special interest has been the mechanical response
of these alloys under high rates of deformation [20, 70, 46, 45, 47] and failure under cyclic/dwell fatigue [10, 75, 68].
Over the years, these experimental observations have provided modelers with enlightening insight to develop new
constitutive models and methodologies to explain many of the observations from a computational mechanics point of
view and hopefully help designers design components with a better understanding of the failure modes and expected
lifetime of the components.

One of the most powerful methods developed in the past two decades for modeling material behavior is crys-
tal plasticity finite element method (CPFEM). Its advantages inhere within its capability to describe the mechanical
anisotropy and material heterogeneity via micro-mechanism-based constitutive laws, which could be informed from
multiple length-scales ranging from sub-grain level to thepolycrystalline level [44]. The accuracy of CPFE models
and their capability in prediction of material response in polycrystalline level are dependent on majorly three factors,
including creation of a virtual realistic polycrystallineaggregate model, utilization of a robust element formulation for
finite element calculations and description of material response with a proper constitutive law.

Accuracy of CPFE models have significantly improved over thepast few years due to the advances in image-
based modeling and reconstructing statistically equivalent polycrystalline aggregates using the collected 2D or 3D
data [34, 35, 36]. This is a crucial step toward understanding the macroscopic behavior of the material in terms of its
morphological and crystallographic properties. Development of meshing codes and software products [74] which can
discretize the complex polycrystalline microstructures into simple finite elements has been also instrumental in paving
the way towards realistic CPFE simulations.

In order to carry out a finite element analysis, it is requiredthat the elements conform to the geometry of the
computational domain. This requirement has an implicationfor CPFE analysis of polycrystalline aggregates. Linear
constant strain tetrahedral elements are used to discretize the polycrystalline aggregates due to the complex morphol-
ogy of grains and the magnificent capability of these elements to conform to tortuous geometries. However, these
elements suffer from severe volumetric locking when simulating the deformation of (nearly-) incompressible materi-
als. Various methods have been proposed to relieve volumetric locking in tetrahedral elements, for instance node-based
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uniform strain formulation [27, 69],F-bar-patch method [25] and mixed enhanced formulation [54]. Since plasticity
is inherently isochoric, volumetric locking of tetrahedral elements is highly relevant to the CPFE simulation; however,
its detrimental effect on the solution has been generally overlooked by the materials modeling community. The ad-
verse effects of volumetric locking on predicting the response of microstructures in 2D [83] and 3D [19] have been
shown recently. In this work, the model proposed in Cheng et al [19] is used to relieve volumetric locking in CPFE
simulations.

Describing the material response with a proper constitutive law plays a key role in the success of the CPFE models
to represent the behavior of the material. The most criticalpart of a CP constitutive law is the flow rule which
interrelates the the local material state (e.g. dislocation density) and local stress state with the kinematics (e.g. slip
rates). Suitability of a constitutive law for a certain application inheres in how rigorously the flow rule can capture the
governing deformation mechanism(s). Selection of the proper type of flow rule is largely problem-dependent since
flow rules are developed on the premise of certain assumptions and pose some limitations with respect to their use. The
most commonly used expressions for the flow rule are the phenomenological power-law model [67], Arrhenius-type
activation energy-based model [48] and linear model [48].

• Thepower-law modelis a simple and yet effective flow rule for modeling materials deforming under low strain
rates. This flow rule could be also used for modeling moderately high strain deformations, provided that the
effects of temperature increase on the plastic flow are taken into account.

• Arrhenius-typeactivation energy-based model[43, 28] is applicable as long as the dislocation glide is gov-
erned by the thermally-activated processes, e.g. deformations under low up to moderately high strain rates
(104 ∼ 105s−1). Since this flow rule has explicit dependence on the temperature, it can be effectively used for
simulating phenomena which are highly temperature-dependent such as dwell fatigue in Ti alloys [84, 65].

• The linear flow rule is suitable for modeling metals deforming under strain rates exceeding 105s−1 where the
dislocation motion is administered by the drag-dominated processes.

Deriving a rate-dependent physics-based flow rule whose application is not limited to a certain range of strain rates
is desired. Using such a flow rule is encouraged in simulationof polycrystalline aggregates where the local stress
and strain rates might be lower or higher than the applied macroscopic stress or strain rate. For instance, in Ti alloys
under applied creep loadσapp, stress redistribution happens locally in the microstructure due to the grain-level load
shedding from thesoft grains to the adjacenthard grains [39]. This is known asload-shedding mechanism which
induces stresses higher thanσapp in the hard grains while the stress in the adjacentsoft grain could be lower than
σapp. Similarly, a polycrystalline microstructure which is macroscopically deforming under a very high strain rate
(in the range of applicability of linear flow rule) could locally undergo a lower rate of deformation (in the range of
applicability of activation energy-based flow rule). A new unified flow rule is sought which could be used for both
low and high rates of deformation. This unified flow rule should automatically adjusts its functional form based on the
local deformation rate , local stress state and internal state variables. Such a flow rule can be obtained based on some
physical considerations via combining the thermally-activated and drag-dominated stages of dislocation motion.

Valuable works have been done towards deriving a unified flow rule by formulating new formulations for average
velocity of dislocations. Frost and Ashby [32] were the firstto propose a dislocation velocity formulation based on
combining the thermal activation and drag mechanisms. Dislocation inertial models were later developed to model
plasticity in superconducters [49, 42]. Hiratani and Nadgorny [40] developed a unified model to study dislocation
motion in 2D through an array of obstacles in a prototypefcc metal. A similar unified model was implemented
in a discrete dislocation dynamics code to model dislocation behavior infcc metals under creep conditions [41].
Unified flow rules were developed in the context of macroscaleJ2 plasticity for modeling deformation behavior ofbcc
vanadium and tantalum [11, 12]. Recently, Austin and McDowell [9] developed a unified flow rule to model visco-
plastic deformation off cc aluminum alloys under shock loading using a dislocation density-based crystal plasticity
framework. Most of the works on the development of a unified flow rule have been in the realm of analytical models or
modeling motion of discrete dislocations in a 2D array of obstacles. There are very few works that have investigated
the capability of these unified flow rules in modeling deformation of polycrystalline aggregates within the framework
of CPFE analysis. In this work, we build upon the existing formulations in the literature and extend the idea of unified
flow rules to the CPFE simulation ofhcp metals, Ti alloys in particular.
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In this work, the mechanical response of anα Ti alloy with two different microstructures (due to different methods
of material processing) is investigated under low and high rates of deformation. Section 3.2 discusses the materials and
explains the procedure of reconstructing statistically equivalent microstructures from collected 2D data. This section
concludes with a FE mesh convergence study. Section 3.3 provides the details of the quasi-static and dynamic tests.
Section 3.4 discusses the constitutive model in details. Stabilization of the linear tetrahedral elements will be briefly
explained in Section 3.5. Section 3.6 discusses the procedure of calibration and validation of the constitutive models.
Numerical results are provided which highlight the rate-dependency of flow stress and importance of temperature in
the context of isothermal and adiabatic simulations.

3.2 Materials, reconstruction of statistically-equivalent microstructure and
mesh convergence study

To predict mechanical response of crystalline metals, it isimportant to represent relevant morphological and crys-
tallographic features of the microstructure, such as grainsize distribution, orientation distribution and misorientation
distribution, in the 3D reconstructed virtual microstructures. There are different methods to generate 3D virtual mi-
crostructures based on experimental measurements. Electron back-scattered diffraction (EBSD) data collected from
focused ion beam (FIB)-based serial sectioning of polycrystalline samples could be utilized to obtain 3D statistics
and generate realistic microstructures [13, 33]. Alternatively if data for serial sectioning of the microstructure isnot
available, it is possible to reconstruct virtual microstructures based on the 3D statistical distributions estimatedfrom
the 2D measurements.

In this section, the material used in this study is briefly introduced and reconstruction of 3D virtual microstructures
from 2D measurements is then explained in details. A mesh convergence study is then conducted for the CPFE
simulations of statistically-equivalent microstructures.

3.2.1 Material description

The material studied is Ti-7.02Al-0.11O-0.015Fe (wt%) alloy with a predominanthcp microstructure [14]. The com-
position of this alloy is very close to theα phase of many commercially important titanium alloys [68].Mechanical
testing is done on two variants of this alloy in this study, referred to as the AR (as-rolled) and RA (rolled-annealed)
samples. The AR sample corresponds to the one which has been only rolled whereas the RA sample corresponds to a
sample manufactured by first rolling and subsequently annealing it to improve its ductility and increase the grain size,
followed by a cooling process. Scanning electron microscopy (SEM) based electron back-scattered diffraction (EBSD)
is done under supervision of Dr. Adam Pilchak in the Air ForceResearch Laboratory (AFRL) to quantify the texture
of large-area EBSD scans. The surface EBSD scans for the AR and RA samples are respectively 5425× 2190µm2

and 5175× 2135µm2, collected at 5µm step size. Figure 3.1 shows a part of surface EBSD scans collected for both
samples after being processed to removenoise from the data. Average diameter for equivalent projected circle in 2D
is calculated to be 34.12µm and 83.4µm for the AR and RA samples, respectively.

3.2.2 Reconstruction of virtual microstructures

2D surface EBSD images for both samples are characterized and crystallographic distributions, viz. orientation and
misorientation distributions, and morphological distribution, i.e. distribution of equivalent projected circle diameters
(ECD), are obtained. 2D crystallographic distributions could be directly used for generating 3D crystallographic
statistics; however, it is necessary to employ stereology [72] to estimate 3D morphological distributions from 2D
measurements. Using the principles of stereology, the average equivalent sphere diameter (ES D) could be expressed
in terms ofECD as

ES D =
4
π

ECD (3.1)
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Figure 3.1: processed EBSD scans and pole figures for the (a) RA and (b) AR samples

It has been observed that a log-normal distribution function can adequately represent the grain size distribution
in Ti alloys [79]. Method of maximum-likelihood is used to estimate the average and standard deviation parameters
for the grain size distribution function. Eventually both morphological and crystallographic distributions are fed into
DREAM.3D software [36] to create 3D statistically-equivalent virtual microstructures using the methods described in
[34, 35].

Following the aforementioned steps, several statistically-equivalent microstructures, with different numbers of
grains, are reconstructed for each sample. Figure 3.2 showsthe convergence of orientation, misorientation, and grain
size distributions as the number of grains increases in the RA microstructure. Comparing the statistical distributions
of virtual microstructures with the ones from 2D EBSD data, it is observed that the distributions for the 529-grain RA
microstructure generally show a good agreement; hence, it will be used for the CPFE simulations. Following the same
strategy, a convergence study on the distributions is conducted for the AR sample and a 515-grain microstructure is
deemed suitable and used for the CPFE simulations. The reconstructed AR and RA microstructures are depicted in
Figure 3.3.

3.2.3 Mesh convergence study

It is necessary to conduct a mesh convergence study with respect to both macroscopic and microscopic quantities in
CPFE simulations. Simmetrixr software [74] is used to discretize the computational domain into linear constant strain
tetrahedral (TET4) elements. Deformation of the microstructure under constant rate of deformation ˙ǫ = 1.1× 103s−1

along[100] is modeled using CPFE simulation. Figure 3.4 shows the results for two mesh densities with 536090 and
754916 elements in terms of macroscopic volumetric-averaged stress-strain response and von Mises stress along an X-
directed line passing through the centroid of the RA microstructure. It is inferred from the mesh convergence study that
the 536090-element mesh provides sufficient resolution for the CPFE simulations. Similar mesh convergence study
is conducted for the AR microstructure where a 517023-element mesh is observed to provide satisfactory convergent
results.

3.3 Mechanical testing of polycrystalline samples

The mechanical response of the material was evaluated through room temperature compression tests at quasi-static
(10−3s−1) and dynamic strain rates (1000 - 4000s−1). Tests were conducted along the three orthogonal directions
(normal, rolled, and transverse) for both the as-rolled androlled-annealed materials. To minimize the frictional effects
in all tests, the ends of the specimens were polished and lubricated.
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Figure 3.3: Statistically-equivalent microstructures for (a) 960× 960× 960µm3 RA polycrystalline volume with 529
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515 grains discretized into 517023 linear tetrahedral elements
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Figure 3.4: mesh convergence study for the RA microstructure with respect to (a) volumetric-averaged loading direc-
tion stress-strain response and (b) von Mises stress at 2% strain along an X-directed line passing through the centroid

Quasi-static (QS) tests were conducted on a screw-driven Instron load frame under displacement control condi-
tions. The specimens were rectangular with dimensions 3.5× 3.5× 7mm (aspect ratio of 2). A compression subpress
fixture ensured proper axial alignment during loading. Displacement was measured using a stereoscopic digital image
correlation (DIC) system consisting of two 2.3 MP cameras. The choice of a two-camera system was made to elim-
inate the effect of out of plane motion on the strain measurements. DIC speckle pattern was applied to the surface
of the specimen using a fine airbrush. VicSnap and Vic3D were used to acquire the images and perform the correla-
tion (subset 29, step 10). Uniaxial strain was calculated using a digital extensometer. None of the specimens failed
during testing. Unloading was initiated either after sufficient data was obtained or the specimen began to deform in a
non-uniform manner upon which the data became invalid. The response of the material along rolling and transverse
directions was observed to be very similar. Compared to the response along the rolling and transverse directions, over
26% increase is observed in the 0.2% yield strength along the normal direction. Strain hardening is observed for all
orientations and is slightly higher along the normal direction. The hardening does not change significantly at dynamic
strain rates.

Dynamic strain rate tests were conducted on a compression Kolsky (Split-Hopkinson) bar. The specimens were
rectangular with dimensions 3.5 × 3.5 × 2.5mm (aspect ratio of 0.7). The Kolsky bar consists of two 3/8in (9.5mm)
maraging steel bars, referred to as the input and output bars, with the specimen sandwiched between them. A gas gun
accelerates a projectile, which strikes the input bar, creating a compressive stress pulse that travels down the input bar
and loads the specimen. The foil strain gages located on the input and output bars record the reflected and transmitted
stress pulses, respectively. These data are used to calculate the stress and strain rate history of the specimen once it
has reached stress equilibrium. The strain rate history is integrated over time to obtain the strain history, which is
correlated with the stress history to form stress-strain curves. A complete description of the Kolsky bar experimental
technique is provided by Chen and Song [17].

3.4 Crystal plasticity constitutive model

Microstructure of commercial titanium alloys is composed of either a hexagonal close packed (hcp) α or body-centered
cubic (bcc) β phase or a combination of these two phases. The microstructure phase is highly dependent on the alloying
elements and the material processing [22]. We focus on modeling deformation mechanisms inα Ti alloys. Dislocation
activity is considered to be the main deformation mechanismfor plasticity in these alloys. Dislocation slip was
observed to be distributed inhomogeneously into planar arrays due to short range ordering of Ti and Al atoms [59].
Plastic deformation is accommodated by dislocation slip on30 possible slip systems, categorized into five different
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families of slip system as shown in Figure 3.5. The〈a〉 - basal and prism slip families have the lowest critical resolved
shear stress (CRSS), making them the most active slip families inα Ti alloys. The〈c + a〉 - pyramidal slip families
have the largest CRSS, 2∼3 times the one for the basal or prism slip systems [51].
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Figure 3.5: Schematic of non-orthogonal base vectors{a1, a2, a3, c} and slip system families inhcp metals

Twinning is another deformation mechanism, contributing to plasticity inhcp metals. Deformation twinning is
observed in Ti alloys deforming either under high rates or atlow temperatures. Deformation twinning has been
observed in unalloyed Ti at all temperatures below 500◦C [20]. However, alloying Ti with Al inhibits twinning such
that titanium alloyed with %6 Al does not twin even at temperatures as low as 100K [66, 82]. Due to the high level of
Al content in the alloy of interest, deformation twinning isnot considered in the constitutive model.

In this section, the constitutive model is first described and the flow rule is explained in details. Evolution laws
for dislocation densities and adiabatic heating are then introduced. This section concludes with the time integration
scheme used for updating the CP constitutive law.

3.4.1 The constitutive model

Crystal plasticity FE models describe deformation of polycrystalline aggregates in terms of micro-mechanisms and
crystallographic orientations at individual material points. The CP constitutive model presented here is developed for
finite deformation of crystalline metals under general non-isothermal conditions. As illustrated in Figure 3.6, the total
deformation gradientF could be multiplicatively decomposed into elasticFe, thermalFθ and plasticFp components
as

F = Fe Fθ Fp (3.2)

Fe accounts for the elastic stretch and rigid body rotations.Fθ represents the deformation of the crystal lattice due to
thermal loading and evolves as [50]

Ḟθ = ṪαFθ (3.3)

whereT is the temperature and the overdot represents differentiation with respect to time.α is a diagonal tensor
containing thermal expansion coefficients along the principal crystallographic directions expressed with respect to the
principal crystallographic coordinate system.Ab initio calculations [61, 76] and experimental observations [62] have
shown the anisotropic thermal expansion ofα titanium over a wide range of temperatures. The thermal expansion
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coefficients along〈a〉 (in the basal plane) and〈c〉 (normal to the basal plane) are respectively taken as 1.8× 10−5K−1

and 1.1× 10−5K−1 [76].
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Figure 3.6: Multiplicative decomposition of the total deformation gradientF into elasticFe, thermalFθ and plasticFp

components

Fp corresponds to the isochoric plastic deformation due to dislocation slip, i.e. detFp = 1. TheFp mapping neither
distorts nor rotates the crystal lattice. Using the kinematics of dislocation glide, the plastic velocity gradient tensorL p

in the intermediate configuration is obtained as [7]

L p = ḞpFp−1
=

nslip
∑

α=1

γ̇αmα0 ⊗ nα0 (3.4)

whereγ̇α is the slip rate on slip systemα. The summation is done over all slip systemsnslip in the crystal,nslip = 30
for thehcp crystalline structure.mα0 andnα0 denote respectively the slip direction and slip plane normal for slip system
α in the reference configuration.

The constitutive law is written in the thermally-expanded configuration as

S= det(Fe) Fe−1
σFe−T

= C : Ee (3.5)

C corresponds to the fourth order anisotropic elasticity tensor. S denotes the second Piola-Kirchhoff stress in the
thermally-expanded configuration which is work conjugate to the elastic Green-Lagrange strainEe = 1

2

(

FeT Fe − I
)

.
σ is the Cauchy stress. The time integration scheme used for the constitutive updates will be explained later in Section
3.4.5.

3.4.2 The Flow rule

Slip-driven plasticity is interpreted in terms of dislocation glide on specific plane and quantified in terms of slip rates
on individual slip systems. In the CP framework, this is achieved by adopting a proper flow rule which expresses the
slip rates in terms of the stress state and relevant internalstate variables. In the following, first the phenomenological
power-law flow rule is briefly introduced. Then the new physics-based flow rule would be derived and explained in
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details. Both of these flow rules will be used to model deformation of Ti alloys under various conditions in Section
3.6 where their limitations and capabilities will be highlighted.

Phenomenological power-law flow rule

Phenomenological power-law flow rule, referred to as PL flow rule hereafter, is a simple and yet effective flow rule
which has been used for modeling plastic deformation in metals with different crystalline structures. In this section,
the PL flow rule developed in [39, 26, 80, 81] for modeling deformation of Ti alloys under low strain rates, creep and
dwell fatigue conditions is briefly introduced. The rate-dependent PL flow rule reads as

γ̇α = γ̇α0

(

|τα| − sαGND,P

sα

)

1
m

sign(τα) (3.6)

Herem and γ̇α0 are respectively the material rate sensitivity parameter and reference plastic shearing rate.τα is the
resolved shear stress on slip systemα calculated as

τα = det
(

Fθ
)

CeS :
(

Fθmα0 ⊗ nα0Fθ
−1

)

(3.7)

sαGND,P denotes the long-range stresses due to the geometrically necessary dislocations (GNDs).Ce = FeT Fe is the
right elastic Cauchy-Green deformation tensor.sα stands for the resistance to dislocation glide on slip systemα due to
the interaction with other dislocations through self and latent hardening mechanisms.sαGND,P andsα are formulated as

sαGND,P = c1µ
αbα

√

ραGND,P (3.8a)

sα = sα0 +
∫ t′=t

t′=0

nslip
∑

β=1

hαβ
∣

∣

∣γ̇β
∣

∣

∣ dt′ +
Qα

c2c3bα2

√

ραGND,F (3.8b)

whereµα andbα are respectively the shear modulus and magnitude of Burgersvector for slip systemα. c1 is the
fitting constant for the long-range impeding stresses arising due to GNDs.c2 andc3 are respectively the jump and
obstacle width constants [53].c1, c2 andc3 are calibrated forhcp crystals as 0.1, 0.2 and 1.0, respectively [18].Qα is
the activation energy to overcome forest GND dislocation population, approximated asQα = 10µαbα for hcp crystals
[18]. hαβ is the hardening matrix which accounts for the self and latent hardening of slip systems.hαβ is calculated as

hαβ = χαβhβre f
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(3.9)

r, n and hβre f are fitting constants. ˜sβ denotes the saturation stress on slip systemβ. χαβ is the interaction factor,

defining the strengthening effect of slip systemβ on slip systemα. χαβ is taken as 1 in this work.sα0 corresponds to
the grain-size dependent initial slip system resistance which follows a Hall-Petch type relationship as [80]

sα0 = sα0∗ +
Kα
√

Dg

(3.10)

where sα0∗ and Dg are the inherent initial slip system resistance and equivalent grain diameter, respectively.Kα =
√

(2−ν)πτ∗Gbα

2(1−ν) is the Hall-Petch coefficient. Hereν, G andτ∗ are respectively the Poisson’s ratio, shear modulus of
material and barrier strength for the grain boundary taken asτ∗ = 0.01G [80].
ραGND,P in Eq. 3.8a is the parallel GND density, defined as total GND density projected onto the slip planeα. ραGND,F

in Eq. 3.8b corresponds to the forest GND density, defined as total GND density projected along the normal to slip
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planeα. The Parallel and forest GND dislocation densities for slipsystemα could be calculated as
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ρ
β

GNDs, ρ
β

GNDen andρβGNDet are the vectorial components of GND density on slip systemβ with Burgers vector along

mβ0 and line tangent vector parallel tomβ0, nβ0 andtβ0 = mβ0 × nβ0 [53]. Augmenting the slip resistances in Eqs. 3.8 with
GND-related resistances renders the model non-local as calculation of GNDs involves some non-local calculations on
Fp mapping. The procedure for calculation of GNDs will be elaborated in details in Section 3.4.3.

Unified flow rule

Dislocation motion in the glide plane is controlled by both thermal activation and drag mechanisms. The strength of
these mechanisms changes with the stress level and rate of deformation such that the thermally-activated processes
are the main rate controlling mechanism up to strain rates of104 ∼ 105s−1 while the drag processes take over the
dislocation glide at strain rates beyond 105s−1. Motivated by this fact, generally flow rules have been developed either
in a thermal activation framework or a drag-dominated one. Unifying the two classes of flow rules and formulating one
physics-based unified flow rule, whose application is not limited to a specific range of strain rates, is desired. Using
such a flow rule is encouraged as it ensures the mechanism of local dislocation-induced plasticity in consistent with
the local stresses and strain rates. It becomes important insimulation of polycrystalline aggregates where the local
stress and strain rates might be lower or higher than the applied macroscopic stress or strain rate. The unified flow rule
is obtained by combining thermal activation and drag-dominated (CTD) processes. This type of flow rule is referred
to an CTD flow rule hereafter.

We use Orowan equation which expresses the slip rate on slip systemα in terms of dislocation densityρα and
average dislocation velocityvα as

γ̇α = ραbαvαsign(τα) (3.12)

Experimental observations [82, 14] have shown that dislocations of screw character are responsible for plastic
deformation in Ti alloys. Screw dislocations move over the Peierls hills in the glide plane through the well-known
double-kink mechanism. This mechanism involves thermally-activated nucleation of kink pairs. Considering some
simplifying assumptions such as nucleation of one kink pairper dislocation line, dislocation motion by this mechanism
could be thought to take place in two stages. In the first stage, the dislocation lies in a Peierls valley and waits for some
time, referred to as thewaiting time tαw, until a successful local thermal activation takes place and a pair of kinks with
a separation distance oflαkink nucleates and moves to the next Peierls valley [37]. Figure 3.7 illustrates nucleation of a
pair of kinks. The second stage is a drag-dominated stage where the kinks move apart and bring the whole dislocation
line to the next Peierls valley [48]. The time spent in this stage is called therunning time tαr . The average dislocation
velocity could be formulated as [41]

vα =
λα

tαw + tαr
(3.13)

whereλα is the spacing between two consecutive Peierls valleys, approximated asbα here.

15



0

α
n

0

α
m

kinkl
α

αλ

Peierls valley

Dislocation line

glide plane for 

 slip system α

Figure 3.7: Illustration of screw dislocation motion over Peierls hills in the glide plane via a double-kink mechanism

Waiting time corresponds to the thermally-activated nucleation of a kink pair. Hence, an Arrhenius-type relation-
ship can be invoked to formulatetαw in terms of temperature as [78]

tαw =













2
νDbα

lαkink

lα

lαkink

exp













−
Qαslip

KBT













sinh

(

|τα| − ταath

ταth

)











−1

(3.14)

in which lα is the average length of a straight dislocation line which isinversely proportional to the square root of the
forest dislocation populationραF; that is,lα = cαl /

√

ραF wherecαl is a fitting constant [3].KB is the Boltzmann constant
andνD is the Debye frequency (9.13× 1013s−1 for titanium). Qαslip is the effective activation energy for dislocation

slip. The termνDbα

lαkink
corresponds to the attempt frequency for nucleation of a kink pair and the termlα

lαkink
is the number

of competing sites for the nucleation on the dislocation line. ταath andταth are respectively the athermal and thermal
resistances to dislocation motion on slip systemα, given by [53]

ταath =cαathµ
αbα

√

ραP + sα0 (3.15a)

ταth =
KBT

cαactl
α
kinkbα2

(3.15b)

cath andcact are fitting parameters. The termcαactl
α
kinkbα2 corresponds to the activation volume. As described earlierin

Eq. 3.10,sα0 is the grain size-dependent initial resistance which contributes to the athermal resistance [60]. Similar to
Eq. 3.11, the total parallel and forest dislocation populations on slip systemα could be calculated as

ραP =

nslip
∑

β=1

χαβ
[
∣

∣

∣

∣

ρ
β

GNDs sin
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nα0 ,m
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0

)

∣

∣

∣

∣
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∣

∣

∣

ρ
β

GNDet sin
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β

0

)

∣

∣

∣

∣
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∣

∣

ρ
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GNDen sin
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β

0

)

∣
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∣

∣

∣

ρβ sin
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nα0 ,m
β

0

)

∣

∣

∣

∣

]

(3.16a)

ραF =

nslip
∑

β=1

χαβ
[
∣

∣

∣

∣

ρ
β

GNDs cos
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nα0 ,m
β

0

)

∣

∣

∣
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∣
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β

GNDet cos
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∣
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∣

]

(3.16b)
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In the last term on RHS of Eqs. 3.16a and 3.16b, the angle between nα0 andmβ0 is used to projectρβ onto the slip

systemα. mβ0 is used here since the tangent line is parallel to the Burgersvector for the screw dislocations.
Running time corresponds to the stage where dislocation motion is governed by the retarding drag forces due to

the phonon-dislocation interactions. Running time can be written in terms of viscous drag velocityvαd as [41, 40]

tαr =
λα

vαd
(3.17)

Depending on the temperature, several types of phonon-dislocation interaction are possible such as flutter, scattering,
radiation mechanisms and etc [48, 40]. These interactions yield a temperature-dependent drag coefficient B0 of the
form [48]

B0 =
cdKBT

vsbα
2

(3.18)

Herevs is the shear wave speed.cd is the drag constant, taken as 45. Solving the equation of motion for a unit length
of dislocation line and recognizing that the effective dislocation line mass density is negligible compared to the drag
coefficientB0, viscous drag velocity is obtained as [38]

vαd =

(

|τα| − ταath

)

bα

B0
(3.19)

In order to ensure that the dislocation drag velocity does not exceed the shear wave speed, relativistic effects should
be implemented, i.e. the drag coefficient needs to be modified as [9]

B =
B0

1−
(

vαd
vs

)2
(3.20)

This modification basically implies that as the dislocationdrag velocityvαd approaches the shear wave speed, the drag
coefficientB grows very large and consequently very large resolved shearstresses would be required. ReplacingB0 in
Eq. 3.19 withB and solving forvαd , the modified dislocation drag velocity is obtained as [9]

vαd = vs






















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1+


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2
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




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2
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B0vs

2
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|τα| − ταath

)

bα

























(3.21)

Substituting Eqs. 3.17 and 3.14 into Eq. 3.13, the expression for the unified average dislocation velocity , informed
by both thermally-activated and drag-dominated processes, is obtained as

vα =
vαd

vαd
λα

[

2 νDbα

lαkink

lα
lαkink

exp
(

−
Qαslip

KBT

)

sinh
(

|τα |−ταath

ταth

)]−1
+ 1

(3.22)

The unified average dislocation velocity profile is plotted in Figure 3.8 and compared with the velocity profile for a
purely thermally-activated and purely drag-dominated dislocation motion. In this plot, only the resolved shear stress is
varied to obtain a schematic of the average dislocation velocity for a given dislocation density and temperature. It is ob-
served that at low stresses the unified velocity profile is following the average velocity of a purely thermally-activated
motion. As stress increases, the rate of successful thermalactivations boosts up andtαw decreases exponentially, there-
fore diminishing the rate controlling effect of thermally-activated processes. At higher stress levels, the unified average
velocity follows the average velocity of a purely drag-dominated dislocation motion. Note the transition of the unified
velocity from a thermally-activated regime to a mixed regime at about an average velocity of 90m/s. This transition
point is close to that of the screw dislocations in tantulum [11]. The multi-scale strength model developed by Barton et
al. [11] suggested that the average velocity of screw dislocations departs from a thermally-activated regime at roughly
100m/s.
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Figure 3.8: Comparison of the unified average dislocation velocity profile with purely thermally-activated and purely
drag-dominated average velocities

Having derived the average dislocation velocity, one can evaluate the slip rate on different slip systems using Eq.
3.12, provided that the dislocation density is known. Section 3.4.3 discusses the evolution of dislocation density on
different slip systems during the course of plastic deformation.

3.4.3 Evolution of dislocation densities

Dislocation population could be divided into two distinct classes, namely statistically stored dislocations (SSDs) and
geometrically necessary dislocations (GNDs). SSDs are characterized by a vanishing net Burgers vector. They evolve
during deformation through numerous mechanisms such as multiplication, thermal and athermal annihilation and etc
[53]. GNDs, on the other hand, correspond to the storage of polarized dislocation densities and are characterized by
a non-zero net Burgers vector [6]. GNDs account for the crystal lattice curvatures which become prominent in single
crystal bending and near the polycrystalline grain boundaries.

The overall slip resistance is assumed to be due to both the SSDs and GNDs. The SSD density, unlike the GND
density, is not an internal state variable for the PL flow rule. Therefore, as shown in Eqs. 3.8, the effect of GND
densities on the slip system resistances is explicitly taken into account, whereas the contribution of SSDs to the
evolution of slip system resistances are considered in a phenomenological form via Eq. 3.9. In contrast with the PL
flow rule, the CTD flow rule considers both the SSD and GND densities as internal state variables. This enables us to
explicitly formulate and explain the slip system hardeningis terms of both SSD and GND densities, as shown in Eqs.
3.15. In the following, the evolution of SSDs (applicable only to the CTD flow rule) and GNDs (applicable to both PL
and CTD flow rules) are explained in details.

Evolution of statistically stored dislocations

A dislocation density-based CP framework gives the modelers the opportunity to track material hardening more tan-
gibly in terms of the interaction and entanglement of dislocations on different slip systems. Dislocation population
is controlled by a competition between dislocation multiplication and annihilation mechanisms. Multiplication corre-
sponds to the introduction of new dislocations from a pre-existing population of dislocations. The multiplication rate
is proportional to the square root of dislocation density [29] and could be written as

ρ̇αmult = cαmulti

√

ρα |γ̇α| (3.23)
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wherecαmulti is a fitting constant. Two dislocations of opposite sign can annihilate each other athermally if they come
within a critical distance. The rate of athermal annihilation could be formulated as [3]

ρ̇αanni = cαannihρ
α |γ̇α| (3.24)

cαannih is a fitting constant. The rate of dislocation evolution could then be written as

ρ̇α = ρ̇αmult − ρ̇
α
anni (3.25)

This equation is basically a simplified Kocks-Mecking type relationship [55]. Note that multiplication and athermal
annihilation are only two of the many possible mechanisms that could contribute to the evolution of dislocation pop-
ulation. Considering other dislocation evolution mechanisms is absolutely possible; however, it is at the expense of
adding to the complexity of the model and introducing more fitting constants.

Calculation of geometrically necessary dislocations

Presence of GNDs in the microstructure are attributed to theincompatibility in the plastic strain field. Due to plastic
anisotropy ofhcp crystal, plastic response is highly dependent on the crystallographic orientation of grains. This strong
orientation-dependent plastic response leads to the accumulation of GNDs majorly near the grain boundaries where
high gradients in plastic strain take place due to the distinct crystallographic orientation across the grain boundary.

From a continuum mechanics viewpoint, the Nye dislocation tensorΛ which measures the incompatibility in the
intermediate configuration could be derived in terms ofFp mapping as

Λ = −(∇X × FpT
)T (3.26)

where∇X is the gradient operator with respect to the reference coordinates. The Nye dislocation tensor could be
equivalently expressed in terms of GNDs from a dislocation mechanics viewpoint as [24]

Λ =

nslip
∑

α=1

bα
(

ραGNDsm
α
0 ⊗mα0 + ρ

α
GNDetm

α
0 ⊗ tα0 + ρ

α
GNDenm

α
0 ⊗ nα0

)

(3.27)

There are in general 3× nslip unknown GND densities; 90 forhcp crystals. However, one could observe that there are
only 9 independentραGNDs, 24 independentραGNDet and 30 independentραGNDen. Hence, the number of unknown GND
densities reduces to 63 forhcp crystals. Equating Eqs. 3.26 and 3.27, yields

Λ̂ = AρGND (3.28)

in which Λ̂ is the 9× 1 vectorial form ofΛ, A is a 9× 36 matrix containing the basis vectorsmα0 ⊗mα0, mα0 ⊗ tα0 and
mα0⊗nα0 andρGND is the 63×1 column vector of unknown independent GND components. It isclear that Eq. 3.28 is an
under-determined system of linear equation and may not havea unique solution. Based on geometric considerations,
Arsenlis and Parks [6] set up a functional of the form

F (ρGND,λ) = ρGND
TρGND + λ

T
(

AρGND − Λ̂
)

(3.29)

whose minimization yields the GND densities. Hereλ is the vector of Lagrange multipliers. Minimizing the functional
F , the GND densities are obtained as

ρGND = AT
(

AAT
)−1

Λ̂ (3.30)

Incorporating GNDs in the CP framework renders the model size-dependent and non-local since the Nye dislo-
cation tensor is derived in terms of the gradient ofFp field in Eq. 3.26. In this work, the constitutive updates are
performed at the integration points of the elements. Therefore, all the internal state variables and kinematic quantities
such asFp are known only at the the integration points of the elements.In order to calculate the gradient ofFp field
over an element, one could interpolateFp field using the shape functionsNi asFp(X) =

∑nnode

i=1 Ni(X)Fp
nodali

wherennode

is number of nodal points per element andFp
nodali

is the value ofFp at the nodal points. It is clear that the nodal values
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of Fp should be determined from the known values ofFp at the integration points. The super-convergent patch recov-
ery method (SPR) developed by Zienkiewicz and Zhu [85] is deemed to be an appropriate method for this purpose. A
detailed discussion on the derivation of nodal value ofFp using SPR technique is given in Cheng and Ghosh [18].

3.4.4 Adiabatic heating

Plastic deformation generates heat in the material. The energy dissipated due to the plasticity converts into thermo-
plastic heating, thermo-elastic heating and defect energy[21]. At low strain rates, the generated heat conducts out of
the microstructure; however, if the deformation process israpid, there is not enough time to conduct heat away and
temperature increases locally in an adiabatic fashion. Even deformations at moderate strain rates could be treated as
essentially adiabatic [70]. Temperature increase due to adiabatic heating is very important since it promotes plasticity
by boosting up the rate of thermal activation.

The rate of temperature increase due to adiabatic heating could be formulated as

Ṫ =
βt

ρĉ
Ẇp (3.31)

in whichρ is the material mass density, 4428kg/m3 for typical Ti alloys.ĉ is the specific heat capacity which changes
with temperature as ˆc = 559.77 − 0.1473T + 0.00042949T 2JKg−1K−1 for 278 < T < 1144K [1]. Ẇp = σ :
dp is the plastic power per unit deformed volume.dp is the symmetric part of the plastic velocity gradient in the
current configurationl p = FeFθḞpFp−1

Fθ
−1

Fe−1
. βt corresponds to the fraction of plastic work which converts into heat.

Ignoring the thermo-elastic heating, 1− βt denotes the fraction of plastic work which is stored in the material in the
form of defects, referred to as the stored energy of cold work. Most of the plastic work has been observed to convert
into heat for metals. In this work,βt is taken as 1.

3.4.5 Time integration algorithm for crystal plasticity constitutive model

Several time integration algorithms have been proposed in the literature for updating CP constitutive models. An
excellent summary of various time integration schemes is provided by Ling et al [52]. In this work, a set of six
nonlinear algebraic equations, corresponding to each component of the second Piola-Kirchhoff stress, is derived.
Then, a semi-implicit algorithm is used to solve the set of equations. In an increment fromt to t + △t, the following
quantities are known/prescribed:

• known values of kinematic quantities, viz.F(t), Fθ(t), Fp(t)

• known values of internal state variables (ISV), viz.T (t), Ẇp(t), sα(t) (only for PL flow rule) andρα(t) (only for
CTD flow rule)

• prescribedF(t + △t)

For the constitutive updates in the time interval(t, t + △t], the GND densities are calculated usingFp(t). Furthermore,
it is necessary to update temperature and thermal deformation gradient for simulation of high rate deformations. For

adiabatic simulations, thermal deformation gradient att + △t is obtained asFθ(t + △t) = exp
(

α
βtẆp(t)△t
ρĉ

)

Fθ(t) and

temperature is found explicitly using the information at timet asT (t + △t) = T (t) + βtẆp(t)△t
ρĉ .

Integrating Eq. 3.4 with respect to time,Fp at timet + △t is obtained as

Fp(t + △t) =


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

Fp(t) (3.32)

where△γα = γ̇α△t. Using Eqs. 3.32 and 3.2, the elastic deformation gradient is derived as

Fe(t + △t) = F(t + △t)Fp−1
(t)















I −
nslip
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













Fθ
−1

(t + △t) (3.33)
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SubstitutingFe(t + △t) into Eq. 3.5, a set of nonlinear equations in terms of the updated second Piola-Kirchhoff stress
is obtained as

S(t + △t) = Str −

nslip
∑

α=1

△γα (S(t + △t), ISV) Bα (3.34)

where

Ã =Fp−T
(t)FT (t + △t)F(t + △t)Fp−1

(t) (3.35a)

Str =C :

[

1
2

(

Fθ
−T

(t + △t)ÃFθ
−1

(t + △t) − I
)

]

(3.35b)

Bα =
1
2
C :

[

Fθ
−T

(t + △t)
(

Ã
(

mα0 ⊗ nα0
)

+
(

nα0 ⊗mα0
)

Ã
)

Fθ
−1

(t + △t)
]

(3.35c)

Newton-Raphson iterative solver is used to solve the nonlinear equation 3.34 in two stages. In the first stage, Eq. 3.34
is solved forS(t + △t) while the slip system resistance-related quantities, i.e. sα(t + △t) for PL flow rule orρα(t + △t)
for CTD flow rule, are held fixed. Thei-th iteration of the Newton-Raphson algorithm reads as

Si+1(t + △t) = Si(t + △t) − J−1 : Ri (3.36)

where the residualR and JacobianJ are computed

Ri =Si(t + △t) − Str +

nslip
∑

α=1

△γαBα (3.37a)

J =
∂R
∂Si
= Isym +

nslip
∑

α=1

Bα ⊗
∂△γα

∂Si
(3.37b)

whereIsym in the symmetric fourth order identity tensor. OnceS(t+△t) is determined, the slip system resistance-related
quantities are evolved in the second stage. Next the first stage is repeated again with the evolved resistances and so on.
The sequence of computational operation needed for CP constitutive update in given in Table 3.1.

3.5 Stabilization of linear tetrahedral elements for CPFE modeling

Modeling material response and predictions of localized phenomenon such as fatigue crack nucleation [5, 4] and
twinning [18] in the framework of CP are highly dependent on the ability of the model (both material constitutive
model and numerical method) to accurately calculate the local state of the material, viz. local stress state and kinematic
variables. This calls for the development of appropriate constitutive models and robust numerical schemes. In this
section, we focus on improving the conventional finite element for the CP modeling of microstructures.

Linear constant strain tetrahedral elements (TET4) are preferred for CPFE simulations due to their inherent sim-
plicity, high efficiency and their excellent capability to conform to the complex geometry of polycrystalline aggregates
with tortuous grains. However, these elements have been observed to suffer from volumetric locking for modeling
(nearly-) incompressible materials. Volumetric locking of TET4 elements can adversely affect the accuracy of CPFE
simulations in both local and global levels due to the presence of isochoric plastic deformation. The locking-induced
instability is manifested in the simulation results in the form of over-predicted stress levels, checker-board pattern of
pressure field and under-predicted displacement field.

In this paper, the methodology proposed in a recent paper by the authors [19] is used to relieve volumetric locking
for efficient and accurate CPFE simulations. In this model, theF-bar-patch method [25] is implemented into the CPFE
framework. The basic idea behindF-bar-patch method is to modify deformation gradient for constitutive calculations
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StepA Purpose: determining second Piola-Kirchhoff stress and slip rates
1 Initialization of relevant quantities for Newton-Raphson algorithm:

S0(t + △t) = S(t)
sα(t + △t) = sα(t) (for PL flow rule)
ρα(t + △t) = ρα(t) (for CTD flow rule)

2 for the i-th iteration in the Newton-Raphson algorithm:
(a) Calculate the resolved shear stress using Eq. 3.7
(b) Evaluate the slip rate using Eq. 3.6 for PL flow rule or Eq. 3.12

for CTD flow rule
(c) Update the second Piola-Kirchhoff stress using Eq. 3.36
(d) Check for convergence: if no, return to step (a); if yes, proceed to

step 3

3 calculate the resolved shear stress and slip rate based on the converged
second Piola-Kirchhoff stress

StepB Purpose: updating slip system resistances
4 Compute hardening-related quantities:

Calculate the hardening matrix using Eq. 3.9 for PL flow rule
Evolve dislocation densities using Eq. 3.25 for CTD flow rule

5 Update slip system resistances:
Use Eq.3.8b for PL flow rule
Use Eq.3.15a for CTD flow rule

6 Check for convergence of slip system resistances: if no, return to step
2; if yes, proceed to step 7

7 Evaluate elastic deformation gradient using Eq. 3.2 and Cauchy stress
using Eq. 3.5

Table 3.1: Sequence of computational operations for constitutive update procedure

22



such that the incompressibility is enforced over a patch of elements, rather than on individual elements. In order to
applyF-bar-patch method for CPFE simulations, it is required to divide the entire mesh into non-overlapping patches
of elements. Consider a set of elements forming a patchP. The modified deformation gradient for elementK ∈ P at
time t is calculated as

F̄K =















Ωt
P

Ω0
P

detFK















1
3

FK (3.38)

whereΩt+△t
P

andΩ0
P

are respectively the volume of the patch in the current and undeformed configurations. The
modified deformation gradient̄FK is then passed on to the material routine for constitutive calculations.

F-bar-patch method could be used for any type of material constitutive law. It does not require addition of new
degrees of freedom to the system, and the constitutive updates are performed at the quadrature points of the element.
Implementation ofF-bar-patch method into any standard displacement-based FEcode is straightforward.

3.6 Numerical results

In this section, the PL and CTD flow rules are first calibrated and validated using the results of quasi-static and dynamic
experiments. The models are then used to investigate the effect of deformation rate on the flow stress. The section
concludes with an investigation on the effect of temperature on the material behavior in the context ofisothermal and
adiabatic conditions.

3.6.1 Calibration and validation of constitutive models with experiments

Calibration and validation of material constitutive models against experiments are critical to meaningful simulation of
deformation processes of metals. The material parameters are calibrated using quasi-static and dynamic experiments.
For the sake of brevity, the experiments are referred to in anXX-YY-ZZ format. XX corresponds to the type of
microstructure, either AR or RA microstructure. YY corresponds to the rate of deformation, either quasi-static (QS)
or dynamic (DY). ZZ refers to the loading direction which could be either normal (ND), rolling (RD) or transverse
(TD) direction. It is worthy to mention that ND, RD and TD correspond respectively to the global [100], [010] and
[001] directions in our simulations. There are in total eight experiments where four of them are used for the calibration
of parameters and the other four are used for the validation of the models. Table 3.2 reports the types of experiments
used in this study along with their role in either calibration or validation of the models. A high-fidelity calibration is
expected since various experiments with different rates and loading directions are employed.

microstructure strain rate
(

s−1
)

loading direction experiment title role

RA

1.0× 10−3 ND RA-QS-ND calibration
1.1× 10+3 ND RA-DY-ND calibration
2.0× 10−3 RD RA-QS-RD calibration
2.6× 10+3 RD RA-DY-RD calibration
1.0× 10−3 TD RA-QS-TD validation
2.7× 10+3 TD RA-DY-TD validation

AR
1.1× 10+3 ND AR-DY-ND validation
2.6× 10+3 RD AR-DY-RD validation

Table 3.2: details of experiments used for calibration and validation purposes

The material parameters to be calibrated are generally the anisotropic elastic constants and slip system-dependent
crystal plasticity parameters.α titanium with anhcp lattice-parameter ratioc/a = 1.59 shows a transversely isotropic
elastic response. Consider a material coordinate system defined by the orthonormal basis

(

ec
1,e

c
2,e

c
3

)

where 1, 2 and 3
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directions correspond respectively to
[

1̄21̄0
]

,
[

1̄010
]

and[0001] directions of thehcp crystal lattice. The anisotropic
elasticity tensor in this coordinate system could be expressed in Voigt notation as
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(3.39)

Due to the transverse isotropic property, there are only 5 independent elastic constants, viz.C11 = C22, C12, C13 =

C23, C33, C55 = C66 andC44 = (C11 −C12) /2. The elastic constants are measured via resonant ultrasound spec-
troscopy experiments on Ti-7 single crystal samples at roomtemperature [73] and tabulated in Table 3.3. Experimental
measurements for elastic constants ofα Ti show that they decrease almost linearly with increasing the temperature,
but with different slopes. The experimental results of Ogi et al. [63] areused to obtain the linear slopes for different
elastic constants. Figure 3.9 depicts the variation of different principal elastic constants with temperature. The linear
slopes corresponding to the reduction of elastic constantswith temperature are given in Table 3.3.

C11 C12 C13 C33 C55

[CIJ] (GPa) 164.7 82.5 61.8 175.2 48.5
Linear slope (MPa/K) 48 8.9 21 21 21.9

Table 3.3: anisotropic elastic constants obtained from resonant ultrasound spectroscopy measurements at room tem-
perature and linear slopes for reduction of elastic constants with temperature

33C
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13C
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Figure 3.9: Variation of principal elastic constants with temperature

PL model has been previously calibrated for Ti-6Al alloy [39] with a chemical composition relatively close to that
of Ti-7Al alloy. Hence, we start with the calibration of the PL model since the bounds of fitting parameters are fairly
known. Performing a sensitivity analysis, it is realized that γ̇α0 , sα0∗ andm are the parameters controlling the onset
of plasticity, i.e. yield point, andhαre f , s̃α, rα andnα are the ones controlling the hardening rate. It is also observed
that m is the main rate-controlling parameter. The general idea isto use quasi-static tests done at room temperature
to calibrate parameters controlling the onset of plasticity and hardening-related parameters. Dynamic tests are then
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utilized to calibrate the rate-controlling parameter. This process is clearly iterative as the rate-controlling parameterm
has an impact on the yield stress, as well.

Using the four calibration tests mentioned earlier in Table3.2, the PL model is calibrated and stress-strain plots
comparing simulation results with experiments are shown inFigure 3.10. The calibrated parameters for the PL model
are given in Table 3.4. It is observed that the response to ND loading is stiffer than the RD one. This is due to
the rolling process done on the material which aligns the〈c〉 - axis of grains along ND; therefore, loading along ND
direction will favor activation of〈c + a〉 - pyramidal slip systems whose critical resolved shear stress is 2∼ 3 times
larger than the〈a〉 - basal or prismatic slip systems [51].
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Figure 3.10: Calibration of the PL model using (a) quasi-static and (b) dynamic experiments

parameters unit 〈a〉 - basal 〈a〉 - prismatic 〈a〉 - pyramidal 〈c + a〉 - pyramidal

sα0∗ MPa 230 205 500 610
γ̇α0 s−1 0.003 0.003 0.003 0.003

hαre f MPa 250 250 1200 2000
m - 0.019 0.019 0.019 0.019
rα - 0.02 0.02 0.02 0.02
nα - 0.3 0.3 0.3 0.3
s̃α MPa 1600 1600 1600 1800

Table 3.4: Calibrated parameters of the PL model for different slip systems

It is necessary to take into account the effect of temperature increase on plasticity in high strain rate simulations
due to adiabatic heating. As temperature increases, the rate of successful thermal activation attempts is boosted up
and consequently plastic flow is enhanced. In other words, the resistance to plastic flow reduces as temperature rises.
This is automatically captured in the CTD model where temperature is explicitly considered. In the PL model, this
is phenomenologically accounted for by scaling the slip system resistances with temperature assα∗ = sαre f ∗

(

T/Tre f

)p

wheresαre f ∗ is the slip system resistance at reference temperatureTre f and p is a fitting parameter [21]. In this work,
Tre f is set to room temperature andsαre f ∗ will consequently correspond tosα0∗. The p exponent is set to -1 using the
experimental results of Williams et al. [82] onα Ti alloys in which they measured the variation of yield stress and
critical resolved shear stresses for different slip systems in a wide range of temperatures. The results reported in [82]
are shifted such that yield stress at room temperature matches the one using the calibrated parameters in Table 3.4.
Figure 3.11 shows the variation of 0.2% yield stress with temperature for single crystal samples oriented for activation
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of 〈a〉 -basal and〈c + a〉 - pyramidal slip systems. For the sake of clarity of the plot,the results for〈a〉 - prism slip is
not shown since it is very close to the response of〈a〉 - basal slip system.
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Figure 3.11: Variation of yield stress with temperature forsingle crystals oriented for activation of different slip
systems

In order to validate the PL model and check the fidelity of calibrated parameters, the four validation tests are
simulated and compared with experiments in Figure 3.12 where a good agreement is observed. It is worth noting that
the model predicts the deformation of AR microstructure very well although the parameters were calibrated using the
RA tests. This indicates that the grain size-dependence mechanisms in the model, i.e. GND hardening and Hall-Petch
effect, are properly developed since the major difference between the AR and RA microstructures is the average grain
size.
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Figure 3.12: Validation of PL model using quasi-static and dynamic experiments on (a) RA and (b) AR microstructures

Similar to the calibration of the PL model, it is possible to calibrate the CTD model following the same steps.
However since CPFE simulation of single crystals takes considerably less time compared to that of the polycrystalline
microstructures, it is desirable to calibrate parameters using single crystal tests. Unfortunately single crystal exper-
imental tests are not available for this alloy; nevertheless this is possible to reproduce such tests using the validated
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PL model. A single crystal model shown in Figure 3.13 is set upwhere the crystal is oriented differently to favor
activation of different slip systems. PL constitutive model is first used to simulate deformation of this model under
different strain rates ranging from 10−3 to 10+3s−1. The stress-strain plots are then used to calibrate parameters in the
CTD model. The stress-strain plots comparing the two constitutive models are shown in Figure 3.14. Experimental
observations [2, 77] suggest that the effective activation energy is generally temperature-dependent. In this study,

effective activation energy is expressed in terms of temperature asQαslip(T ) = Qαre f + cαQ
(

T/Tre f − 1
)pαQ and is being

calibrated using Williams et al. [82] data. The complete list of calibrated parameters for the CTD model is given in
Table 3.5.
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Figure 3.13: Single crystal model oriented for activation of (a) 〈a〉 - basal, (b)〈a〉 - prismatic and (c)〈c + a〉 - pyramidal
slip systems
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Figure 3.14: Calibration of CTD model using the validated PLmodel for (a)〈a〉 - basal (b)〈a〉 - prismatic and (c)
〈c + a〉 - pyramidal slip systems

CPFE simulations are carried out using the calibrated CTD model and the simulation results are compared with
the experiments in Figure 3.15 for validation purposes. A good agreement is observed between the simulation results
and experiments for all the eight tests, indicating the competency of the proposed constitutive model for modeling
deformation processes under both low and high rates of deformation.
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parameters unit 〈a〉 - basal 〈a〉 - prismatic 〈a〉 - pyramidal 〈c + a〉 - pyramidal

Qαre f J 2.1× 10−19 2.2× 10−19 3.0× 10−19 2.6× 10−19

lαkink bα 20 20 20 20
sα0∗ MPa 5.0 5.0 5.0 5.0
cαath - 0.8 0.62 0.7 0.5
cαact - 0.7 0.7 0.1 0.04
cαl - 8.0 8.0 8.0 8.0

cαmulti µm−1 150 230 500 500
cαannih - 10 10 10 10

cαQ J 2.3× 10−20 3.7× 10−20 1.8× 10−20 0.9× 10−20

pαQ - 1.6 1.6 1.6 1.6

Table 3.5: Calibrated parameters of CTD model for different slip systems
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Figure 3.15: Validation of CTD constitutive model using quasi-static and dynamic experiments on (a-c) RA and (d)
AR microstructures
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3.6.2 Rate dependence of flow stress

CPFE simulation of single crystals under uniaxial deformation is informative and provides insight into deformation
processes in complex polycrystalline aggregates. Deformation of single crystal models illustrated earlier in Figure3.13
is revisited in this section to understand how underlying dislocation glide mechanisms change under a wide range of
strain rates. Figure 3.16 shows the dependence of flow stressat 8% true strain predicted by the PL and CTD models for
different strain rates ranging from 10−4 to 10+7s−1. It is observed that the two models are generally in good agreement
in terms of flow stress before they start to deviate for strainrates higher than 105s−1. The CTD model predicts that
the flow stress increases linearly with the logarithm of strain rate up to a critical strain rate, here 105s−1. Beyond this
critical strain rate, the flow stress still varies linearly with the logarithm of strain rate, but with a higher slope. Similar
observations were made for single crystal model favorable for prism slip which is not shown in Figure 3.16 for the
sake of clarity of the plot. This trend is observed to be the case for different orientations. This change in rate sensitivity
is not unusual and has been observed to be the case for many metals [31]. The results in Figure 3.16 suggest that the
PL model can decently model deformation up to strain rates ashigh as 105s−1.
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Figure 3.16: rate dependence of flow stress of single crystalmodel at 8% strain

Studying the response of the single crystal model oriented favorably for〈a〉 - basal slip under high rate of deforma-
tion reveals some salient features of the CTD model. Figure 3.17 depicts the loading direction stress-strain response
for the single crystal model oriented favorably for〈a〉 - basal slip at different strain rates. An elastic overshoot oc-
curs in the stress response st strain rates beyond 106s−1, and it becomes more pronounced as the applied strain rate
increases. Elastic overshoot has been also reported in the simulations of copper [38] and vanadium [11] under high
rates of deformation.

The initial peak in the stress can be explained in terms of dislocation activity on individual slip systems. Schmid
factor analysis can provide some insight regarding the activity of slip systems. The Schmid factor analysis given in
Table 3.6 indicates that

[

2110
]

basal slip system has the highest Schmid factor, leading to aprevailing single-slip
mode. The Schmid factor is not provided in Table 3.6 for〈a〉 - pyramidal and〈c + a〉 - pyramidal slip system families
due to their inactivity in this particular loading case. In order to measure the importance of the effects of thermally-
activated and drag-dominated processes on dislocation glide, a quantity, referred to asdrag proportion, is introduced
and defined as the ratio of the time spent on the drag-dominated stage over the total travel time, i.e.fd = tr/ (tw + tr).
fd is only defined for active slip systems and falls in the range (0,1], where fd → 0 corresponds to predominantly
thermally-activated dislocation glide andfd = 1 denotes purely drag-dominated glide. Figure 3.18 shows the evolution
of temperature, plastic shearing rate and drag proportion on the basal and prism slip system families at the strain rate
of 107s−1. All slip systems in the basal and prism families become active at some point during deformation except
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Figure 3.17: the loading direction stress-strain responsefor the single crystal model oriented favorably for〈a〉 - basal
slip

for P2; therefore, it is not included in the plots in Figure 3.18. The course of deformation could be generally divided
into multiple stages, enumerated in Figure 3.18. Stage 1 corresponds to a purely elastic regime where the resolved
shear stress on all slip systems is smaller than the long-range stress, viz. passing stress. In stage 2, dislocation slip
starts to occur on B2; however, the initial dislocation density is not sufficient to accommodate the applied strain rate
with plastic deformation. Therefore, the material needs todeform elastically until a sufficient amount of dislocations
becomes available. This translates into an increase in the stress level and consequently provides enough resolved shear
stress to activate the other basal and prism slip systems with lower Schmid factors, as shown in Figure 3.18(b). Figure
3.18(d) shows the transition of dislocation glide from a thermally-activated mechanism into a drag-dominated one in
this stage. In stage 3, there is collectively sufficient dislocation content to accommodate the applied strain rate with
plastic shearing rate, and therefore the macroscopic stress-strain response deviates clearly from a predominant elastic
response. During this stage, dislocation glide remains in the drag-dominated regime, and plastic shearing rate on active
slip systems, specifically on B2, increases, causing the self and latent hardening to become more pronounced. Figure
3.18(c) shows the evolution of temperature in this stage dueto the significant amount of plastic work. During stage 4,
dislocation glide on B2 remains in the drag-dominated regime, and sufficient dislocation density accumulates on B2
to accommodate further plastic deformation. Hence a drop inthe stress level is observed in this stage. As the stress
decreases, the plastic contribution of slip systems with lower Schmid factor, namely B1, B3, P1 and P3, progressively
reduces until these slip systems eventually become inactive at the end of this stage. In Stage 5, B2 is the sole active
slip system, and self hardening through the evolution of theparallel dislocation population is the main source of strain
hardening observed in Figure 3.18(a). During this step, thethermally-activated processes become more significant,
and the mechanism governing dislocation glide transitionsfrom a drag-dominated mode to a mixed mode.

The high stresses induced by the elastic overshoot at very high strain rates could be relieved in real materials
by either nucleating new dislocations (in addition to the dislocation multiplication considered) [9] or deformation
twinning [30, 20]. Considering the contribution of homogeneous and heterogeneous dislocation nucleation to the
evolution of dislocation population could be of benefit in simulation of polycrystals subject to very high strain rate and
shock loading [57, 15].

The model presented considers dislocation slip as the majordeformation mechanism based on the experimental
results in [66, 82] where twinning was not reported for Ti alloys with high Al concentration. Nevertheless, augmenting
the model with deformation twinning mechanism could be advantageous for simulating deformation of (un-)alloyed
titanium at very low temperatures or high strain rates.

Experiments on polycrystalline Ti samples have shown an increasing rate sensitivity with logarithm of strain rate
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slip system family Miller-Bravais index label Schmid factor

basal
(0001)

[

1210
]

B1 -0.25

(0001)
[

2110
]

B2 0.50

(0001)
[

1120
]

B3 -0.25

prism

(

1010
) [

1210
]

P1 0.22
(

0110
) [

2110
]

P2 0.00
(

1100
) [

1120
]

P3 -0.22

Table 3.6: List of Schmid factors for basal and prism slip families for the single crystal model oriented favorably for
〈a〉 - basal slip
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Figure 3.18: CPFE simulation of the single crystal model oriented favorably for〈a〉 - basal slip at strain rate of 107s−1,
(a) the loading direction stress-strain response, evolution of (b) plastic shearing rate, (c) temperature and (d) drag
proportion. (the Roman numerals denote different stages of deformation)
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[20]. Based on the rate sensitivity study conducted on the single crystal models, it is expected that the CTD model
could show the change in the rate sensitivity of polycrystalline microstructures, as well. Compression of the RA
sample along ND is simulated under different rates of deformation. Flow stress at 6% strain is extracted and compared
with the available experimental results on rate sensitivity of some Ti polycrystals in Figure 3.19. It is observed that
the PL model exhibits a constant rate sensitivity across different strain rates whereas the CTD model shows a change
in the rate sensitivity for strain rates higher than 105s−1. This is in good agreement with the experimental results of
Casem [16] where an enhanced hardening effect is observed beyond strain rates of 104s−1.
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Figure 3.19: rate dependence of flow stress in Ti polycrystals at 6% strain

3.6.3 Temperature-dependence of flow stress

Ti alloys are used in military and aerospace components which experience different thermal environments during
service. Changes in temperature influence both the elastic and plastic responses of the material. As temperature
increases, the elastic constants reduce which indirectly affect the slip-driven plasticity by reducing the shear modulus-
dependent strength of slip systems [8], represented by the athermal stress. Increasing temperature would also directly
promote plasticity by boosting up the rate of successful thermal activation attempts. In this section, the effects of
temperature on deformation is studied in the context of deformations under isothermal conditions. All subsequent
simulations are done using the CTD model.

Compression of the AR microstructure along ND and RD at strain rate of 10−3s−1 is simulated under isothermal
conditions, but at different initial temperatures. The loading direction stress-strain responses are plotted in Figure
3.20(a). As the temperature increases, it is seen that the yield stress decreases significantly while the elastic stiffness
reduces negligibly. Figure 3.20(b) shows the variation of the yield stress with temperature within a temperature range
of 300K to 700K. It is observed that the yield stress decreases almost linearly with temperature within the specified
temperature range, consistent with the experimental results of Khan et al. [46] on another Ti alloy, Ti-6Al-4V. It is
worthy to note that the yield stress corresponding to the AR-ND simulations decreases more rapidly with temperature
in comparison with the one for the AR-RD simulations. This isowing to the crystallographic orientation of the
grains and dissimilar variation of critical resolved shearstress (CRSS) on different slip systems with temperature. The
crystallographic orientations of the grains in the AR sample are such that the〈a〉 - basal and prism slip systems are
the favorable modes of slip when the sample is loaded along RD, whereas〈c + a〉 - pyramidal slip is the favorable one
for the case of loading along ND. As shown earlier in Figure 3.11, the CRSS for the〈c + a〉 - pyramidal slip system
reduces at a higher rate with respect to temperature, compared to the one for the〈a〉 - basal and prism slip systems.
This explains why the yield stress corresponding to the AR-ND simulations decreases more rapidly with temperature
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in Figure 3.20(b).
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Figure 3.20: CPFE simulation of the AR microstructure at different initial temperatures subject to strain rate of
10−3s−1, (a) the loading direction stress-strain response, (b) variation of yield stress with temperature

3.6.4 Adiabatic heating

The effects of temperature on the high-rate deformation of metals could be investigated in the context of adiabatic
thermal conditions. In order to perceive the effects of adiabatic heating on the elasticity and plasticity,compression of
the AR microstructure along ND is simulated at strain rate of104s−1. Different cases are considered in the simulations.
Case 1 corresponds to a simulation in which adiabatic heating is ignored, i.e. isothermal condition is assumed. Case
2 refers to a simulation where adiabatic heating is taken into account; however, the reduction of elastic constants
with temperature is neglected. Case 3 denotes a simulation in which both adiabatic heating and reduction of elastic
constants with temperature are considered. The macroscopic stress-strain response for the three different cases are
given in Figure 3.21. Comparing the macroscopic stress-strain curves, it is observed that the pre-yield part of the
stress-strain response is barely affected by the adiabatic heating since the amount of plastic work is limited and the
local temperature slightly increases in this stage of deformation. With the evolution of temperature during the course
of deformation, the effect of adiabatic heating becomes more evident at higher strains where a lower strain hardening
is obtained for case 3, compared to case 1 where the temperature evolution was suppressed. Moreover, based on the
the macroscopic response for cases 2 and 3 in Figure 3.21, it is inferred that the effect of reduction of elastic constants
with temperature becomes noticeable only at strains beyond0.15. In other words, considering elastic softening is of
secondary importance if the failure processes of the material due to nucleation and evolution of microstructural defects
start at early stages of deformation. This is consistent with the results in [64] where the effect of temperature evolution
on the failure of Ti alloys were investigated.

Failure of Ti alloys under high rates of deformation is attributed to formation of adiabatic shear bands (ASBs)
which could in turn be related to the emergence of hot spots due to adiabatic heating. In order to inspect the temperature
evolution at the grain level for case 3, the granular temperature increase, denoted by∆T g, is calculated for each grain,
and its distribution over the entire microstructure at fourdifferent stages of deformation is plotted in Figure 3.22(a).

The granular temperature increase for an arbitrary grain, say g, is evaluated as∆T g =
∑N(g)

e

i=1 Ωi ∆T i/
∑N(g)

e

i=1 Ωi where

N(g)
e is the number of elements in graing andΩi and∆T i are respectively the volume and temperature increase in

the i-th element in graing. Evolution of∆T g distribution clearly indicates that not only the average temperature in
individual grains, but also the standard deviation increases during the course of deformation. Similar trend in observed
for the distribution of the granular effective plastic strain, shown in Figure 3.22(b). The increase in the heterogeneity
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Figure 3.21: the loading direction stress-strain responsefor compression of the AR microstructure along ND at strain
rate of 104s−1

of plastic strain field implies that the micro-plasticity distribution transitions from a nearly uniform state in the early
stages of deformation to a non-uniform one in the later stages. The tendency of the deformation towards non-uniform
distribution of the plastic strain indicates the development of severely plastically-deformed grains. If the grains happen
to be located adjacent to each other, a large region of localized deformation is created, as shown in Figure 3.23. In this
region, both plastic deformation and temperature are high.Formation of these regions may facilitate nucleation of the
adiabatic shear bands and therefore expedite activation ofthe failure processes.
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Figure 3.22: CPFE simulation of the AR microstructure alongND at strain rate of 104s−1, evolution of probability
distribution function of (a)∆T g and (b)ǫ p

g at different stages of deformation

Since the adiabatic heating is inter-related with the plastic deformation, one might think that the distributions
shown in Figure 3.22 are consistent with each other; that is,as plasticity gets localized in certain grains, the temper-
ature also adiabatically increases in those grains and causes the increase in the standard deviation in Figure 3.22(a).
However, further inspection of the microstructure revealed some unexpected behavior in the contours of plastic strain
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Figure 3.23: Development of a region of plastic localization in the AR microstructure under compression along ND at
strain rate of 104s−1. The contours are drawn in the undeformed configuration.
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and temperature. It was observed that the regions with high value of plastic strain does not necessarily correspond to
the hot spots in the contour plot of temperature field and viceversa. For example, the contour plot of effective plastic
strain in Figure 3.24(a) shows that grainA is highly plastically deformed, however the contour plot oftemperature
field in Figure 3.24(b) does not suggest an elevated temperature in this grain. On the other hand, grainsB, C andD are
experiencing an elevated thermal field although they are undergoing moderate plastic deformation. In order to realize
the reason behind this unexpected behavior, the formulation of plastic power density is recalled,̇Wp = σ : dp. The rate
of plastic work is dependent on the stress level and the rate of plastic deformation in a multiplicative form. Hence, a
high value of plastic strain by itself does not constitute a high value of plastic work and consequently adiabatic heating.
Temperature may increase more at a material point with high level of stress but low plastic strain, compared to another
material point with higher plastic strain and lower stress.In light of this point, the temperature trends in grainsA, B,
C andD sound more reasonable by considering the contour plot of vonMises stress, as a measure of stress tensor,
shown in Figure 3.24(c).
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Figure 3.24: CPFE simulation of the AR microstructure alongND at strain rate of 104s−1, contour plots of (a) effective
plastic strain, (b) temperature and (c) von Mises stress at 20% strain

The observation that the grains with severe plastic deformation do not necessarily endure high rates of adiabatic
heating is not a coincidence. A bi-crystal model consistingof a hard andsoft grain is generated, as shown in Figure
3.25(a). The orientations of thesoft andhard grains are identical to the ones shown in Figures 3.13(a) and3.13(c),
respectively. Figure 3.25(b) shows the macroscopic loading direction stress-strain response of the bi-crystal model
under compression along [001] at strain rate of 104s−1. Three stages of deformation are selected as indicated in Figure
3.25(b). The evolution of relevant micro-mechanical variables are investigated at these stages along an X-directed line
passing through the centroid of the bi-crystal model. At stage 1, the plastic flow has already started in the soft grain
whereas the hard grain has barely deformed plastically. Thus, as shown in Figure 3.26(a), the temperature in the soft
grain is higher than the one in the hard grain, but slightly. In the next stages of deformation, it is observed that the
temperature in the hard grain becomes much higher in comparison with the soft grain. It is instructive to remember
that it is the soft grain which undergoes a higher level of plastic strain during the entire deformation. Here again the
rate of adiabatic heating is governed by the stress state. The temperature difference between the two grains grows
larger in the course of deformation as shown in Figures 3.26(b) and 3.26(c).

This bi-crystal problem is a simple but yet enlightening problem. The importance of the results in Figure 3.26
goes beyond the determination of thehot grain and impacts the predictions of models for formation ofadiabatic
shear bands under high rates of deformation. Given the formation and propagation of ASBs are beyond the scope,
we content with a brief introduction to different criteria for formation of ASBs and simply state their implication on
nucleation site of ASBs in the bi-crystal problem. Different criteria have been proposed in the literature for estimating
the formation of adiabatic shear bands. These criteria are based on selecting a specific thermo-mechanical quantity,
such as plastic shear strain [23], temperature [56] and stored energy of cold work [64, 71]. These criteria predict
formation of ASBs in the material once the specified thermo-mechanical quantity exceeds a critical value. In light of
the results shown in Figure 3.26, these criteria do not predict the same grain as the nucleation site for ASBs in the
bi-crystal problem. Using the critical plastic shear strain criterion, ASBs nucleate in the soft grain since it undergoes
higher levels of plasticity, whereas both the critical temperature and critical stored energy of cold work criteria suggest
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stress-strain response for compression at strain rate of 104s−1 along [001]

that the nucleation site for ASBs is the hard grain due to the higher level of plastic work. If the experimental apparatus
allows for the experimentation on a bi-crystal sample, the observations in terms of nucleating site for ASBs could
provide some insight and be used to test validity of the nucleation models.

3.7 Concluding remarks

A crystal plasticity constitutive model is proposed which could be used for a wide range of strain rates. Flow rule in
the proposed constitutive model is the Orowan equation which expresses the slip rate on a given slip system in terms
of the dislocation density and average dislocation velocity. Capability of the model in simulating deformations across
decades of strain rate inheres in formulating the average dislocation velocity in terms of both the thermally-activated
and drag-dominated stages of screw dislocation motion in the glide plane. The proposed constitutive model is explicitly
temperature dependent which makes it suitable for modelinghigh strain rate deformations where temperature increase
adiabatically due to the conversion of plastic work into heat. Effects of temperature on elasticity and plasticity are
carefully calibrated using the experimental results.

Simulation results demonstrate the competency of the modelin predicting material response in quasi-static and
dynamic rates. The model can effectively capture the increase in the rate sensitivity of flowstress at higher rates of
deformation due to the transition in the rate controlling mechanism of dislocation motion. The model predicts an
elastic overshoot in the single crystal level under very high strain rates due to the insufficient dislocation content to
accommodate the applied strain rate. Consistent with experiments, isothermal quasi-static simulations show that the
0.2% yield stress decreases almost linearly with temperature in the temperature range of interest. The rate of decrease
is observed to be higher along ND since the CRSS for〈c + a〉 - drops faster with temperature compared to the one
for the 〈a〉 - type slip systems. Adiabatic simulations show that the effect of temperature on enhancing plasticity
is more pronounced than its effect on degradation of the elastic constants. Analysis of high strain rate simulations
showed the tendency of the microstructure towards localizing plastic deformation as the material straining progresses.
Unexpectedly careful analysis of adiabatic heating revealed that the grains with severe plastic deformation do not
necessarily endure high temperatures as a result of conversion of plastic work into heat.

The work presented focused on modeling the deformation under different strain rates. This is the first step towards
modeling failure in Ti alloys. The next step of the research is to develop proper physics-based criterion for nucleation
of adiabatic shear bands, a precursor to the material failure. The propensity of the material for twinning and its
relationship with the local temperature increase need to beinvestigated as well.

37



0 0.2 0.4 0.6 0.8 1
300

320

340

360

380

400

0 0.2 0.4 0.6 0.8 1
0

0.03

0.06

0.09

0.12

600

1200

1800

2400

0 0.2 0.4 0.6 0.8 1
300

320

340

360

380

400

0 0.2 0.4 0.6 0.8 1
0

0.03

0.06

0.09

0.12

600

1200

1800

2400

0 0.2 0.4 0.6 0.8 1
300

320

340

360

380

400

0 0.2 0.4 0.6 0.8 1
0

0.03

0.06

0.09

0.12

600

1200

1800

2400

(a)

(b)

(c)

Soft grain Hard grain Soft grain Hard grain

pε

pε

pε

VMσ

VMσ

VMσ

Figure 3.26: Profile of temperature, effective plastic strain and von Mises stress along a line at (a)1.5% strain (stage
1), (a) 5% strain (stage 2) and (a) 10% strain (stage 3)

38



Bibliography

[1] Metallic Materials and Elements for Aerospace Vehicle Structures. U.S. Department of Defense, 1998.

[2] A. Akhtar and E. Teghtsoonian. prismatic slip inα-titanium single crystals.Metall Mater Trans A, 6:2201–2208,
1975.

[3] Alankar Alankar, Philip Eisenlohr, and Dierk Raabe. A dislocation density-based crystal plasticity constitutive
model for prismatic slip inα-titanium. Acta Mater, 59(18):7003 – 7009, 2011.

[4] Masoud Anahid and Somnath Ghosh. Homogenized constitutive and fatigue nucleation models from crystal
plasticity{FE} simulations of Ti alloys, part 2: Macroscopic probabilistic crack nucleation model.Int J Plasticity,
48:111 – 124, 2013.

[5] Masoud Anahid, Mahendra K. Samal, and Somnath Ghosh. Dwell fatigue crack nucleation model based on
crystal plasticity finite element simulations of polycrystalline titanium alloys.J Mech Physics Solids, 59(10):2157
– 2176, 2011.

[6] A. Arsenlis and D. M. Parks. Crystallographic aspects ofgeometrically-necessary and statistically-stored dislo-
cation density.Acta Mater, 47:1597–1611, 1998.

[7] R.J. Asaro and J.R. Rice. Strain localization in ductilesingle crystals.J Mech Physics Solids, 25(5):309 – 338,
1977.

[8] M.F. Ashby. The deformation of plastically non-homogeneous materials.Phil Magazine, 21(170):399–424,
1970.

[9] R.A. Austin and D.L. McDowell. A dislocation-based constitutive model for viscoplastic deformation of fcc
metals at very high strain rates.Int J Plasticity, 27(1):1 – 24, 2011.

[10] M.R Bache. A review of dwell sensitive fatigue in titanium alloys: the role of microstructure, texture and
operating conditions.Int J Fatigue, 25(911):1079 – 1087, 2003.

[11] N.R. Barton, J.V. Bernier, R. Becker, A. Arsenlis, R. Cavallo, J. Marian, M. Rhee, H.S. Park, B.A. Remington,
and R.T. Olson. A multiscale strength model for extreme loading conditions.J Appl Physics, 109(7), 2011.

[12] R. Becker, A. Arsenlis, J. Marian, M. Rhee, M. Tang, and L. Yang. Continuum level formulation and imple-
mentation of a multi-scale model for vanadium. Technical report, Lawrence Livermore National Laboratory,
2009.

[13] Y. Bhandari, S. Sarkar, M. Groeber, M.D. Uchic, D.M. Dimiduk, and S. Ghosh. 3D polycrystalline microstructure
reconstruction from FIB generated serial sections for FE analysis.Comput Mater Sci, 41(2):222 – 235, 2007.

[14] M. Brandes.Creep, fatigue, and deformation of alpha and alpha-beta titanium alloys at ambient temperature.
PhD thesis, Materials science and engineering, Ohio State University,USA, 2008.

39



[15] L. Capolungo, D.E. Spearot, M. Cherkaoui, D.L. McDowell, J. Qu, and K.I. Jacob. Dislocation nucleation from
bicrystal interfaces and grain boundary ledges: Relationship to nanocrystalline deformation.J Mech Phys Solids,
55(11):2300 – 2327, 2007.

[16] D.T. Casem, Private communication.

[17] W. Chen and B. Song. Split Hopkinson (Kolsky) Bar: Design, Testing and Applications. Springer Sci-
ence+Business Media, LLC, Boston, MA, 2011.

[18] J. Cheng and S. Ghosh. A crystal plasticity{FE} model for deformation with twin nucleation in magnesium
alloys. Int J Plasticity, 67:148 – 170, 2015.

[19] J. Cheng, A. Shahba, and S. Ghosh. Stabilized tetrahedral elements for crystal plasticity finite element analysis
overcoming volumetric locking.Comput Mech, page in press, 2016.

[20] D.R. Chichili, K.T. Ramesh, and K.J. Hemker. The high-strain-rate response of alpha-titanium: experiments,
deformation mechanisms and modeling.Acta Mater, 46(3):1025 – 1043, 1998.

[21] J.D. Clayton. Dynamic plasticity and fracture in high density polycrystals: constitutive modeling and numerical
simulation.J Mech Phys solids, 53:261301, 2005.

[22] H. Conrad, M. Doner, and B. de Meester.Titanium science and technology. Plenum press, 1973.

[23] R.S. Culver.Thermal instability strain in dynamic plastic deformation. Metallurgical efects at high strain rates.
Plenum press, 1973.

[24] H. Dai. Geometrically-necessary dislocation density in continuum plasticity theory, FEM implementation and
applications. PhD thesis, Department of Mechanical Engineering, Massachusetts Institute of Technology, USA,
1997.

[25] E. A. de Souza Neto, F. M. Andrade Pires, and D. R. J. Owen.F-bar-based linear triangles and tetrahedra for
finite strain analysis of nearly incompressible solids. part I: formulation and benchmarking.Int J Numer Meth
Eng, 62(3):353–383, 2005.

[26] D. Deka, D. S. Joseph, S. Ghosh, and M. J. Mills. Crystal plasticity modeling of deformation and creep in
polycrystalline Ti-6242.Metall Trans A, 37A(5):1371–1388, 2006.

[27] C.R. Dohrmann, M. W. Heinstein, J. Jung, S. W. Key, and W.R. Witkowski. Node-based uniform strain elements
for three-node triangular and four-node tetrahedral meshes. Int J Numer Meth Eng, 47(9):1549–1568, 2000.

[28] F.P.E. Dunne, D. Rugg, and A. Walker. Lengthscale-dependent, elastically anisotropic, physically-based hcp
crystal plasticity: Application to cold-dwell fatigue in Ti alloys. Int J Plasticity, 23(6):1061 – 1083, 2007.

[29] U. Essmann and H. Mughrabi. Annihilation of dislocations during tensile and cyclic deformation and limits of
dislocation densities.Phil Mag A, 40(6):731–756, 1979.

[30] P.S. Follansbee and G.T. Gray. An analysis of the low temperature, low and high strain-rate deformation of
Ti-6Al-4V. Metall Trans A, 20:863 – 874, 1989.

[31] P.S. Follansbee, G. Regazzoni, and U.F. Kocks.Mechanical Properties at High Rates of Strain, Proceedings of
the Third Conference on the Mechanical Properties of Materials at High Rates of Strain Held in Oxford, 9-12
April 1984. Conference series. Inst. of Physics, 1984.

[32] H. J. Frost and M. F. Ashby. Motion of a dislocation actedon by a viscous drag through an array of discrete
obstacles.J Appl Physics, 42(13):5273–5279, 1971.

[33] S. Ghosh, Y. Bhandari, and M. Groeber. CAD-based reconstruction of 3D polycrystalline alloy microstructures
from FIB generated serial sections.Computer-Aided Design, 40(3):293 – 310, 2008.

40



[34] M. Groeber, S. Ghosh, M.D. Uchic, and D.M. Dimiduk. A framework for automated analysis and simulation of
3D polycrystalline microstructures: Part 1: statistical characterization.Acta Mater, 56(6):1257–1273, 2008.

[35] M. Groeber, S. Ghosh, M.D. Uchic, and D.M. Dimiduk. A framework for automated analysis and simulation of
3D polycrystalline microstructures. part 2: Synthetic structure generation.Acta Mater, 56(6):12741287, 2008.

[36] M.A. Groeber and M.A. Jackson. DREAM.3D: A digital representation environment for the analysis of mi-
crostructure in 3D.Integr Mater Manuf Innov, 3(5), 2014.

[37] P. Guyot and J.E. Dorn. a critical review of the Peierls mechanism.Canadian J Physics, 45(2):983–1016, 1967.

[38] B.L. Hansen, I.J. Beyerlein, C.A. Bronkhorst, E.K. Cerreta, and D. Dennis-Koller. A dislocation-based multi-rate
single crystal plasticity model.Int J Plasticity, 44:129 – 146, 2013.

[39] V. Hasija, S. Ghosh, M. J. Mills, and D. S. Joseph. Deformation and creep modeling in polycrystalline Ti6Al
alloys. Acta Mater, 51:4533–4549, 2003.

[40] M. Hiratani and E.M. Nadgorny. Combined model of dislocation motion with thermally activated and drag-
dependent stages.Acta Mater, 49(20):4337 – 4346, 2001.

[41] M. Hiratani, H.M. Zbib, and M.A. Khaleel. Modeling of thermally activated dislocation glide and plastic flow
through local obstacles.Int J Plasticity, 19(9):1271 – 1296, 2003.

[42] R. D. Isaac and A. V. Granato. Rate theory of dislocationmotion: Thermal activation and inertial effects.Phys
Rev B, 37:9278–9285, 1988.

[43] Shahriyar Keshavarz and Somnath Ghosh. Multi-scale crystal plasticity finite element model approach to mod-
eling nickel-based superalloys.Acta Mater, 61(17):6549 – 6561, 2013.

[44] Shahriyar Keshavarz and Somnath Ghosh. Hierarchical crystal plasticity{FE} model for nickel-based superal-
loys: Sub-grain microstructures to polycrystalline aggregates.Int J Solids Struct, 55:17 – 31, 2015.

[45] Akhtar S. Khan, Rehan Kazmi, and Babak Farrokh. Multiaxial and non-proportional loading responses,
anisotropy and modeling of Ti6Al4V titanium alloy over wideranges of strain rates and temperatures.Int J
Plasticity, 23(6):931 – 950, 2007.

[46] Akhtar S. Khan, Yeong Sung Suh, and Rehan Kazmi. Quasi-static and dynamic loading responses and constitu-
tive modeling of titanium alloys.Int J Plasticity, 20(12):2233 – 2248, 2004.

[47] Akhtar S. Khan and Shaojuan Yu. Deformation induced anisotropic responses of Ti6Al4V alloy. part i: Experi-
ments.Int J Plasticity, 38:1 – 13, 2012.

[48] U.F. Kocks, A.S. Argon, and M.F. Ashby. Thermodynamicsand kinetics of slip.Prog Mater Sci, 19, 1975.

[49] A. I. Landau. The effect of dislocation inertia on the thermally activated low-temperature plasticity of materials.
i. theory. Physica Status Solidi A, 61(2):555–563, 1980.

[50] Bing-Jean Lee, KennethS. Vecchio, Said Ahzi, and ScottSchoenfeld. Modeling the mechanical behavior of
tantalum.Metal Mater Trans A, 28(1):113–122, 1997.

[51] H. Li, D.E. Mason, T.R. Bieler, C.J. Boehlert, and M.A. Crimp. Methodology for estimating the critical resolved
shear stress ratios ofα-phase ti using ebsd-based trace analysis.Acta Mater, 61(20):7555 – 7567, 2013.

[52] X. Ling, M. F. Horstemeyer, and G. P. Potirniche. On the numerical implementation of 3d rate-dependent single
crystal plasticity formulations.Int J Numer Meth Eng, 63(4):548–568, 2005.

[53] A. Ma, F. Roters, and D. Raabe. A dislocation density based constitutive model for crystal plasticity{FEM}
including geometrically necessary dislocations.Acta Mater, 54(8):2169 – 2179, 2006.

41



[54] K. MatouÅ and A.M. Maniatty. Finite element formulation for modelling large deformations in elasto-
viscoplastic polycrystals.Int. J. Numer. Meth. Eng., 60:2313 – 2333, 2004.

[55] H. Mecking and U.F. Kocks. Kinetics of flow and strain-hardening.Acta Metal, 29(11):1865 – 1875, 1981.

[56] Sergey N. Medyanik, Wing Kam Liu, and Shaofan Li. On criteria for dynamic adiabatic shear band propagation.
J Mech Phys Solids, 55(7):1439 – 1461, 2007.

[57] M.A. Meyers, F. Gregori, B.K. Kad, M.S. Schneider, D.H.Kalantar, B.A. Remington, G. Ravichandran,
T. Boehly, and J.S. Wark. Laser-induced shock compression of monocrystalline copper: characterization and
analysis.Acta Mater, 51(5):1211 – 1228, 2003.

[58] JonathanS. Montgomery, MartinG.H. Wells, Brij Roopchand, and JamesW. Ogilvy. Low-cost titanium armors
for combat vehicles.JOM, 49(5), 1997.

[59] T. Neeraj and M.J. Mills. Short-range order (sro) and its effect on the primary creep behavior of a Ti6wt. % Al
alloy. Mater Sci Eng A, 319321:415 – 419, 2001.

[60] S. Nemat-Nasser, W.G. Guo, and J.Y. Cheng. Mechanical properties and deformation mechanisms of a commer-
cially pure titanium.Acta Mater, 47(13):3705 – 3720, 1999.

[61] Yaozhuang Nie and Youqing Xie.Ab initio thermodynamics of the hcp metals Mg, Ti, and Zr.Phys Rev B,
75:174117, May 2007.

[62] V.I. Nizhankovskii, M.I. Katsnelson, G.V. Peschanskikh, and A.V. Trefilov. Anisotropy of the thermal-expansion
of titanium due to proximity to an electronic topological transition.JETP lett, 59:733–737, 1994.

[63] H. Ogi, S. Kai, H. Ledbetter, R. Tarumi, M. Hirao, and K. Takashima. Titaniums high-temperature elastic
constants through the hcpbcc phase transformation.Acta Mater, 52(7):2075–2080, 2004.

[64] S. Osovski, D. Rittel, and A. Venkert. The respective influence of microstructural and thermal softening on
adiabatic shear localization.Mech Mater, 56:11 – 22, 2013.

[65] D. Ozturk, A. Shahba, and S. Ghosh. Crystal plasticity FE study of the effect of thermo-mechanical loading on
fatigue crack nucleation in titanium alloys.Fatigue Fract Eng Mater Struct, page in press, 2016.

[66] N.E. Paton, R.G. Baggerly, and J.C. Williams. Deformation and solid solution strengthening of titanium-
aluminum single crystals. Technical report, Rockwell Int.Report, 1976.

[67] D. Peirce, R.J. Asaro, and A. Needleman. An analysis of nonuniform and localized deformation in ductile single
crystals.Acta Metal, 30(6):1087 – 1119, 1982.

[68] Adam L. Pilchak. Fatigue crack growth rates in alpha titanium: Faceted vs. striation growth.Scripta Mater,
68(5):277 – 280, 2013.

[69] M. A. Puso and J. Solberg. A stabilized nodally integrated tetrahedral.Int. J. Numer. Meth. Eng., 67:841 – 867,
2006.

[70] G. Ravichandran, A. J. Rosakis, J. Hodowany, and P. Rosakis. On the conversion of plastic work into heat during
high-strain-rate deformation. InShock Compression of Condensed Matter, volume 620 ofAmerican Institute of
Physics Conference Series, pages 557–562, 2002.

[71] D. Rittel, Z. G. Wang, and M. Merzer. Adiabatic shear failure and dynamic stored energy of cold work.Phys
Rev Lett, 96:075502, 2006.

[72] J.C. Russ and R.T. Dehoff. Practical streology, 2nd edition. Plenum press, 1999.

[73] P. Shade, Private communication.

42



[74] Simulation Modeling Suite. Simmetrix Inc.http://www.simmetrix.com, 2015.

[75] V. Sinha, M.J. Mills, and J.C. Williams. Determinationof crystallographic orientation of dwell-fatigue fracture
facets in Ti-6242 alloy.J Mater Sci, 42(19):8334–8341, 2007.

[76] P. Souvatzis, O. Eriksson, and M. I. Katsnelson. Anomalous thermal expansion inα-titanium. Phys Rev Lett,
99:015901, Jul 2007.

[77] T. Tanaka and H. Conrad. Deformation kinetics for 10101120 slip in titanium single crystals below 0.4tm. Acta
Metal, 20(8):1019 – 1029, 1972.

[78] M. Tang, L.P. Kubin, and G.R. Canova. Dislocation mobility and the mechanical response of b.c.c. single crystals:
A mesoscopic approach.Acta Mater, 46(9):3221 – 3235, 1998.

[79] J. Thomas, M.A. Groeber, and S. Ghosh. Image-based crystal plasticity FE framework for microstructure depen-
dent properties of Ti6Al4V alloys.Mater Sci Eng A, 553(15):164–175, 2012.

[80] G. Venkataramani, S. Ghosh, and M. J. Mills. A size dependent crystal plasticity finite element model for creep
and load-shedding in polycrystalline Titanium alloys.Acta Mater, 55:3971–3986, 2007.

[81] G. Venkataramani, K. Kirane, and S. Ghosh. Microstructural parameters affecting creep induced load shedding
in Ti-6242 by a size dependent crystal plasticity FE model.Int J Plasticity, 24:428–454, 2008.

[82] J.C. Williams, R.G. Baggerly, and N.E. Paton. Deformation behavior of HCP Ti-Al alloy single crystals.Metall
Mater Trans A, 33:837850, 2002.

[83] W. Zeng, J.M. Larsen, and G.R. Liu. Smoothing techniquebased crystal plasticity finite element modeling of
crystalline materials.Int J Plasticity, 65:250 – 268, 2015.

[84] Zhen Zhang, M. A. Cuddihy, and F. P. E. Dunne. On rate-dependent polycrystal deformation: the temperature
sensitivity of cold dwell fatigue.Proc Royal Soc London A, 471(2181), 2015.

[85] O.C. Zienkiewicz and J.Z. Zhu. The superconvergent patch recovery (SPR) and adaptive finite element refine-
ment.Comput Meth Appl Mech Eng, 101(13):207 – 224, 1992.

43

http://www.simmetrix.com


Crystal Plasticity FE Study of the Effect of Thermo-Mechanical Loading on 

Fatigue Crack Nucleation in Titanium Alloys  

 

Deniz Ozturk, Ahmad Shahba, Somnath Ghosh*     

 

Department of Civil Engineering, Johns Hopkins University, Baltimore, MD 

21218 

 

* Corresponding author. Tel: +1-410-516-7833, Fax: +1-410-516-7473 

Email: sghosh20@jhu.edu 

 

 

 

 

 

 

Abstract 

In this paper, crystal plasticity simulations are conducted with a stabilized finite deformation finite 

element model to study the effects of microstructure as well as thermal and mechanical loading 

conditions on fatigue crack nucleation of Ti alloys. The crystal plasticity model includes a non-

local crack nucleation model. Results of simulations are used to understand the effects of dwell 

loading periods and micro-texture on fatigue nucleation life in polycrystalline microstructures in 

comparison with experiments. From the thermo-mechanical studies of these alloys, it is found that 

anisotropic thermal expansion under thermal loading can induce stresses normal to the basal plane 

which can help opening up micro-cracks. Moreover, in agreement with experimental results, the 

simulations show diminished load shedding at elevated temperature due to weakening of plastic 

anisotropy. 
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Nomenclature 

iA     Surface area of grain i  

ijA    Common surface area between grains i  and j  

B  , B    Crack opening displacement vector and magnitude 

b
   Burgers vector 

CFB    Closure failure of Burgers circuit 

c     Equilibrium crack length 

C , [ ]ijC    Fourth order and Voigt representation of elasticity tensor 

e
E    Elastic Green-Lagrange strain tensor 

F     Total deformation gradient 
e

F , 
F , p

F   Elastic, thermal and inelastic components of deformation gradient 

g    Slip system resistance 

G
   Shear modulus 

cK , mixK , nK , tK   Critical, mixed, normal and shear intensity factors 

m     Material rate sensitivity 

MI    c  axis misorientation index 

0

m    Slip direction 

nuclN    Number of cycles to crack nucleation 

slipn    Total number of slip systems 

b
n     Normal to crack surface 

0

n    Slip plane normal 

Q    Activation energy 

R     Crack nucleation parameter 

S     Second Piola-Kirchhoff stress tensor 

α     Tensor containing thermal expansion coefficients 

     Ratio of shear to normal fracture toughness 
    Plastic slip rate on slip system   

s     Surface energy 

     Temperature 

Λ ,  Λ    Tensorial and vectorial representation of Nye dislocation tensor 

v     Poisson’s ratio 

σ     Cauchy stress tensor 

GF

 , GP

    Forest and parallel GND densities 

GNDen

 , GNDs

 , GNDet

  Vectorial components of GND 

    Resolved shear stress on slip system   

GF

 , GP

    Short and long range impeding stresses due to GNDs 

    Back-stress 
    Slip system interaction matrix 



1. Introduction 
Titanium alloys with an hcp crystalline structure are used in components in automotive and 

aerospace industries due to their high strength to weight ratio, high fracture toughness and good 

corrosion resistance at elevated temperatures. Despite these attractive properties, these alloys 

suffer from time-dependent plastic deformation at temperatures lower than those at which 

diffusion-mediated processes occur. The accumulation of creep strain has been reported for applied 

stresses as low as 60% of macroscopic yield stress1. In addition to their sensitivity to room-

temperature creep, Ti alloys are prone to early fatigue failure at cold temperatures. Experiments 

showed that dwell loading with finite hold times reduces the fatigue life compared to cyclic loading 

with no hold time2. It has also been observed that dwell debit, defined as the ratio of life under 

regular cyclic loading to that under dwell loading, increases with increasing applied macroscopic 

stress. 

Sensitivity of dwell debit to dwell time and applied stress indicates that underlying time-

dependent mechanisms contribute to the cyclic fatigue damage. Experimental evidence2–5, as well 

as micro-mechanical modeling efforts6–8, suggests that accumulation of creep strain at the grain 

level is a major time-dependent contributor to dwell fatigue. Dwell fatigue crack initiation sites 

are typically sub-surface and characterized by faceted cracks within the   grains, indicating a 

quasi-brittle crack initiation of the grains. Electron Backscattered Diffraction (EBSD) imaging 

combined with quantitative tilt fractography method have revealed that facet surfaces lie within 5-

10 degrees off the crystallographic basal planes of primary α-grains9–12. These fractured α grains 

at the initiation sites tend to be oriented such that the crystallographic c  axis lies within 10-25 

degrees of the loading direction10,13; in other words, the basal plane is almost perpendicular to the 

loading direction, and are subjected to a large normal stress component under dwell loading. 

 On account of the hcp crystalline structure, α-Titanium alloys exhibit elastic and plastic 

anisotropy, with  0001  direction showing high resistance to plastic deformation and also higher 

elastic stiffness. The aforementioned observations on relative orientation of the basal planes, facets 

and load direction suggest that the quasi-brittle fracture of the basal planes is driven by the large 

normal stresses incident on the basal planes of these hard grains. In addition, EBSD imaging has 

shown that these faceted α grains are typically surrounded by grains that are suitably oriented for 

plastic deformation, with a high Schmid factor for basal and/or prismatic slip9. This combination 

of neighboring soft and hard grains has been hypothesized to trigger a time-dependent stress 

redistribution mechanism4,12. This load-shedding phenomenon, arising out of the elastic and plastic 

anisotropy of hcp crystals, is deemed to be a major cause of the premature crack initiation under 

dwell fatigue.  

Grain-scale micromechanical modeling has also provided supporting evidence and insight 

on the mechanisms of heterogeneous grain-scale time-dependent creep in dwell fatigue. Rate-

dependent crystal plasticity finite element (CPFE) models for Ti-6Al and Ti-6242 have been 

developed by Hasija et al.6 and Deka et al. 7 to show the effect of time-dependent stress relaxation 

on the soft grains leading to stress concentration on the hard grain. Time-dependent creep occurs 

on the soft grain during each dwell cycle, while the response of the neighboring hard grain has 

more of an elastic character. Due to the compatibility requirement, this local creep is accompanied 

by stress redistribution, resulting in a time-dependent stress concentration on the hard grain with 

large normal tensile components on the basal plane. This stress component progressively increases 

with dwell cycles. An experimentally validated rate- and size-dependent CPFE model for Ti-6242 

has been proposed by Venkatramani et al.14,15, where the effects of grain and colony size and also 



microstructural parameters such as Schmid factor, misorientation, and fraction of the primary   

phase on the load shedding behavior were studied under creep and dwell fatigue loading. It has 

been shown that stress concentration on the hard grain increases with accumulating time-

dependent plastic strain. The larger soft grain size and higher fraction of   phase have also been 

found to have detrimental effects, consistent with experimental observations3. The influence of the 

grain boundary morphology, and relaxation time-scales have been studied by Dunne et al.8,16 using 

a rate-dependent crystal plasticity model, which incorporates geometrically necessary dislocations 

(GNDs) that provides a physical length scale for plasticity. It was also shown that load-shedding 

on the hard grain is more pronounced under stress controlled rather than strain-controlled loading, 

suggesting the necessity for a stress-dependent criterion for dwell crack initiation. In a recent 

paper, Zhang et al.17 have investigated the effect of temperature on the time scale associated with 

the load shedding during the dwell cycles. They argued that the rapid stress relaxation at elevated 

temperatures leads to the loss of load shedding behavior above 200C. In this paper, it is argued 

that the reduction of plastic anisotropy of -Titanium might be the underlying cause of the loss of 

dwell effect at temperatures above 200C. 

Motivated by the observation that fatigue crack nucleation is considerably influenced by the 

crystallographic and morphological features of the microstructure, an experimentally-validated 

microstructure-dependent crack nucleation model has been developed by Anahid et al.18,19 to 

predict the microstructural location and cycles to crack nucleation for Ti alloys under dwell 

loading. The criterion is based on the development of stresses in the hard grain and the 

accumulation of dislocations in the soft grain near the grain boundary adjacent to the hard grain. 

Hierarchical models of deformation and crack nucleation have been initiated by Ghosh and 

Anahid20,21, taking into account the effects of the microstructural features such as grain size, 

crystallographic orientation,  misorientation and micro-texture. 

In the present work, the crack nucleation model described in Refs. [18,19] is employed to 

study three important aspects controlling the dwell fatigue nucleation of Ti alloys. These include: 

 (i)  investigation of the effect of mechanical loading profile, viz. dwell time on crack nucleation; 

(ii) investigation of microstructure crystallographic features, e.g. grain-to-grain crystallographic 

misorientation on fatigue life; and  

(iii) investigation of thermal loading on the fatigue life of components.  

 

Two Ti alloys, viz. Ti-7Al (Ti-7) and Ti-6Al-2Sn-4Zr-2Mo (Ti-6242), are modeled in this paper 

under dwell fatigue loading. The predictive capability of the model is compared with established 

experimental observations. Parametric studies provide new insights into the role of thermo-

mechanical environment on dwell fatigue crack nucleation. In section 2, the crystal plasticity 

constitutive model along with some considerations for capturing thermal effects in the framework 

of CP is explained. This section concludes with an introduction to a stabilized locking-free crystal 

plasticity element formulation. The crack nucleation model is outlined in section 3. The predictive 

capability of this model is demonstrated in section 4 followed by concluding remarks in section 5. 

2. Crystal Plasticity Finite Element (CPFE) Model 
The alloy Ti-7  is a near-  alloy with an hcp crystalline structure, whereas Ti-6242 has a 

biphasic microstructure consisting of equiaxed primary   grains of hcp structure and transformed-

  grains with alternating laths of   (hcp) and  (bcc) structures. The microstructure of Ti-6242 



has been described in an earlier work 7. This microstructure consists of 70% primary   grains and 

30% transformed   grains. Within the transformed   grains,   and    laths are observed to 

have volume fractions of 88% and 12% respectively. To predict material response, it is important 

to represent relevant morphological and crystallographic features of the microstructure, such as 

grain size distribution, orientation distribution and misorientation distribution, in the 3D 

reconstructed virtual microstructures. The DREAM.3D software 22, based on methods described 

in Refs. [23,24] has been used to reconstruct statistically equivalent 3D microstructures for both 

Ti-7 and Ti-6242 alloys as shown in Fig 1. These microstructures are discretized linear constant 

strain tetrahedral (TET4) elements using Simmetrix® software25.  

 

 

Plasticity in Ti alloys is primarily attributed to dislocation slip, where dislocations are 

inhomogeneously distributed into planar arrays due to short range ordering of Ti and Al atoms 26. 

Twinning is another deformation mechanism contributing to plasticity in hcp metals which is 

observed at low temperatures and high strain rate loading. Deformation twinning has been 

observed in unalloyed Ti at all temperatures below 500C 27. However, alloying Ti with Al inhibits 

twinning such that titanium alloyed with %6 Al does not twin even at temperatures as low as 100 

K 28,29. These data show that twinning is not a major deformation mechanism for the problem of 

interest and need not be accounted for in the constitutive model. In this section, the experimentally-

validated size-dependent rate sensitive crystal plasticity constitutive model developed in Refs. 

[6,7,14,15,30] is briefly introduced. This is followed by a short discussion on temperature effects.   

2.1. Crystal plasticity constitutive model  
A crystal plasticity constitutive model for finite strain deformation of Ti alloys under general 

non-isothermal conditions is presented in this section. This model is non-local due to the 

incorporation of geometrically necessary dislocations (GNDs) which renders the model size-

dependent. As illustrated in Fig 2, the total deformation gradient F  is multiplicatively decomposed 

of into elastic e
F , thermal 

F  and inelastic p
F  components as 

e pF F F F                     (1) 

where 
e

F  accounts for elastic stretching and rigid body rotations. 


F  denotes the deformation of 

crystal lattice due to thermal changes and evolves as 31, 

 F αF                     (2) 

where   is the temperature and α  is a diagonal tensor with respect to principal crystallographic 

coordinate system containing thermal expansion coefficients along the principal crystallographic 

directions. 
p

F  represents isochoric plastic deformation ( det 1p F ) where crystal lattice is neither 

distorted nor rotated. Using the kinematics of dislocation glide, the rate of evolution of 
p

F  could 

be expressed in terms of slip rate 
  as 32: 

1

0 0
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slipn
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

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in which p
L  is the plastic velocity gradient in the intermediate configuration, slipn  corresponds to 

number of slip systems and 0

m  and 0

n  are respectively slip direction and slip plane normal for 

slip system   in the reference configuration.  

The constitutive equation in terms of second Piola-Kirchhoff stress S  and elastic Green-

Lagrange strain tensor  1

2

Te e e E F F I  in the thermally-expanded configuration is expressed 

as: 

  : eS C E                     (4) 

C  is the temperature-dependent fourth order anisotropic elasticity tensor.   

The plastic slip rate has a power-law dependence on resolved shear stress  , given as 

 
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sign
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               (5) 

Here m  and 
  are respectively the material rate sensitivity parameter and reference plastic 

shearing rate. 
  is the back-stress which accounts for kinematic hardening in cyclic deformation 

and g
 is the slip system resistance due to evolution of statistically stored dislocations (SSDs) 

which correspond to homogeneous plastic deformation. Effect of grain size on initial slip system 

resistance has been considered and incorporated through a Hall-Petch type relationship 14,15. 

Besides SSDs, geometrically necessary dislocations (GNDs), which have a non-zero cumulative 

Burgers vector are also present due to incompatibility of plastic strain near grain boundaries. GNDs 

contribute to the slip system resistances by providing short and long range stresses 33, given as: 

2 1

2

,GF GF GP GP

Q
c G b

c b


      

 
                     (6) 

in which 1c   and 2c  are material constants, G , Q
 and b  are respectively shear modulus, 

activation energy and Burgers vector for slip system  . GP

   are GF

  respectively GND 

components parallel and normal to slip plane  , calculated as: 

     0 0 0 0 0 0

1
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slipn
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where 0 0 0

   t m n  . GNDs

 , GNDen


 
and GNDet


 
are the vectorial components of GND density with 

Burgers vector parallel to 0

m . GNDet

  and GNDen

  are the edge components of GND density on slip 

system   with dislocation tangent line parallel to 0

n  and 0

t , respectively. GNDs

  is the screw 

counterpart with dislocation tangent line parallel to 0

m . 
  is the interaction matrix between slip 

systems   and  , taken as unity in this study.  In order to calculate GND densities on different 

slip systems, it is necessary to evaluate Nye’s dislocation tensor 

 0 0 0 0 0 0

1

slipn

T p

GNDs GNDen GNDetb         



  


       Λ m m m n m t F                  (8) 

There are in general 3 slipn  unknown GND densities, which corresponds to 90 for hcp crystals. 

Of these, however, there exist only 63 independent densities including 9 GNDs

 s, 24 GNDet

 s and 

30 GNDen

 s. Eq. (8) could be rewritten as 

   GNDΛ A                    (9) 

where  Λ  is 9 1  vectorial representation of the Nye tensor, A  is a 9 63  matrix containing the 

basis vectors and  GND  is a 63 1  vector containing unknown GND densities. Eq. (9) is an 

underdetermined system of equations. An L2 minimization approach has been proposed by 

Arsenlis and Parks 34 to solve Eq. (9) to obtain dislocation densities as: 

     
1

T T

GND


 A A A Λ                 (10) 

Considering GNDs renders the constitutive model non-local and size-dependent. The material 

CP constants for each constituent phase and individual slip systems in this model have been 

experimentally calibrated and validated by Deka et al.7 and Venkatramani et al. 14,30 against a 

large set of experiments including different constant strain-rate tests and creep tests under 

different load levels.  

 

2.2. Temperature effects        
Temperature changes play a critical role in mechanical behavior of Ti alloys by affecting 

both elastic and plastic properties. In order to capture the effects of temperature changes in the 

framework of crystal plasticity, it is required to consider variation of both elasticity and plasticity-

related constants with temperature. In Ti-6242,  titanium with an hcp lattice-parameter ratio 

1.59c a   shows transverse isotropic elastic response, whereas   Ti shows cubic symmetry due 

to the bcc crystalline lattice. The anisotropic elasticity tensor in the Voigt notation may be written 

as 
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For   Ti, there are only five independent elastic constants, viz. 11 22C C , 12C , 13 23C C , 33C , 

55 66C C  and  44 11 12 2C C C  . In order to represent anisotropy for   Ti, only three 

independent elastic constants are required, viz. 11 22 33C C C  , 12 13 23C C C  and 

44 55 66C C C  . Elastic constants for   and   phases have been calibrated at room temperature 

by Deka et al. 7. Experimental measurements for elastic constants of   Ti show that they decrease 

almost linearly with increasing the temperature, but with different slopes. The experimental results 

by Ogi et al. 35 are used to obtain the linear slopes for different elastic constants. Fig 3 depicts the 

variation of different principal elastic constants with temperature. The temperature dependence of 

Young’s modulus for polycrystals is also plotted in this figure, which also varies linearly with 

temperature. The linear slopes corresponding to the reduction of elastic constants with temperature 

increase are given in Table 1. Due to lack of experimental results on variation of elastic constants 

for  -Ti in the temperature range of interest, the values of slopes are approximated by averaging 

the  -Ti slopes separately for the volumetric ( 11 22 33, ,C C C ), normal-dilatational ( 13 23 12, ,C C C ) and 

shear ( 44 55 66, ,C C C ) elasticity coefficients, yielding respectively 39 MPa/K, 8.9 MPa/K and 21.9 

MPa/K for the β phase. The error introduced to the grain-scale variation of the stress fields, due to 

this uncertainty, is expected to be small, since the overall volume fraction of the β phase within 

the polycrystal is about 4%. The decrease in the Young’s modulus of the simulated polycrystalline 

Ti-6242 model is 18 GPa over the temperature range of 300 K – 650 K (Epoly shown in Figure 3), 

which is in good agreement with the experimentally measured decrease (~20 GPa over 300K – 

650K) for polycrystalline Ti-6242 in the same (bi-modal) microstructural condition36. 

Temperature changes also significantly influence the plastic behavior due to thermally-

activated glide of dislocations. As temperature increases, the rate of successful thermal activation 

attempts is boosted up and consequently plastic flow is enhanced. In other words, the resistance to 

plastic flow reduces as temperature rises. In the crystal plasticity framework, each slip system has 

a slip resistance assigned to it. The experimental results reported by Williams et al. 29 for   Ti 

alloys are used here to derive the initial slip resistances for different hcp slip systems as a function 

temperature. The resistances reported by Williams et al. 29  are shifted such that at room 

temperature they match the slip resistances reported in Deka et al. 7. Fig 4 shows the variation of 

slip resistances with temperature. The initial resistances are expressed in terms of temperature as 

  0
ˆ 1 exp

ˆ
ref

g g g
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              (12) 



where 0g  is the initial grain size-dependent slip system resistances calibrated at room temperature 

in Deka et al.7 and ĝ , ref

 and ˆ  are calibrated constants, given in Table 2. In this form, ĝ  

represents the part of the slip resistance that can be overcome with thermal activation. The test 

data of Williams et al.29  for c a  slip shows a transition to a steep softening response above 

400K. To represent this transition, a linear variation is assumed from room temperature up to 400K 

given by    0 300 0.95g g MPa       and an exponential decrease above 400K given by 
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 with 400ref K  . The difference in slip system 

resistances decrease as temperature increases. This implies that the material becomes more 

plastically isotropic with increasing temperature. Due to lack of experimental observation on 

temperature dependence of  -Ti slip system resistances in the literature, it is assumed that their 

dependence on temperature is similar to those of hcp basal systems.     

 

2.3. Stabilization of constant strain tetrahedral elements for CPFE modeling 
Modeling material behavior and predicting localized phenomenon such as fatigue crack 

nucleation requires accurate calculation of local material state variables like stresses and kinematic 

variables. This can only be achieved by using an appropriate material constitutive law and a robust 

computational framework that provided adequate resolution with accuracy. Given the requirement 

of mesh conformity to the computational domain, the complexity of polycrystalline 

microstructures often requires discretization of polycrystalline aggregates into tetrahedral 

elements. Linear constant strain tetrahedral elements (TET4) are preferred for CPFE simulations 

due to their capability in conforming to the complex geometries in the microstructure and inherent 

simplicity in the element formulation. However, these elements have been shown to suffer from 

volumetric locking resulting in spuriously increased stresses as the material approaches the 

incompressibility limit 37,38. This locking induced instability can adversely affect the results of 

CPFE simulations in the presence of isochoric plastic deformation. The effect of volumetric 

locking on local stress field in a CPFE simulation of polycrystalline Ti-7 alloy is shown in Fig. 5. 

The simulation is conducted for a constant strain-rate tensile test with 5 19 10 s     along the 

global z-axis. The instability on the form of spurious elemental hydrostatic stress on the YZ face 

of the microstructure after 500 s are shown in Fig 5, resulting in a checker-board pattern.  

A method of stabilizing TET4 elements and relieving volumetric locking for efficient and 

accurate CPFE simulations has been proposed in a recent paper by the authors 39. In this model, 

the F-bar-patch method 40 has been incorporated into the CPFE framework. The F-bar patch 

method modifies the deformation gradient for stress tensor calculations, such that 

incompressibility is enforced over a patch of elements rather than on individual elements. This 

requires that elements in the mesh be assigned to non-overlapping patches. If   denotes a set of 

elements forming a patch, the modified deformation gradient for element K   at time t  is 



calculated as 

1

3

0 det
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K K

patch K
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 where KF  is deformation gradient of element K  and  
t

patch  

and 
0

patch  are respectively the current and undeformed volumes of the patch . The modified 

deformation gradient KF  is then used to solve constitutive law at the integration point of the 

element.  

 

 

3.  Microstructural Crack Nucleation Model 
Dislocation slip in hcp materials is highly orientation-dependent, as the critical resolved 

shear stress (CRSS) for hard slip mode, c a   type slip on pyramidal planes, is approximately

3 6  times higher than the CRSS for easy slip modes, a   type slip on basal and prism planes 

41. During the hold period in dwell loading, grains which are properly oriented for a  type slip, 

soft grains undergo significant time-dependent plastic deformation, whereas the contiguous hard 

grains, which are less favorably oriented for a  type slip, experience large local stress 

concentrations near the shared coherent grain boundaries from considerations of compatibility 

across the grain boundaries 18,19. This phenomenon leads to stress re-distribution or load shedding 

that is considered to be responsible for early crack nucleation for dwell loading. Figs 6a and 6b 

show a soft grain 1 with a high basal Schmid factor (SF) and a moderate prism SF and a 

neighboring hard grain 2 with low basal and prism SFs. As grain 1 is favorably oriented for 

dislocation slip on basal plane, it plastically deforms and causes load shedding on the neighboring 

grain 2 as shown in Fig 6c. The distribution of norm of Nye tensor, which is a measure for 

dislocation activity in the microstructure, is depicted in Fig 6d.  A higher value is observed in the 

soft grains close to neighboring hard grain. Thus the fatigue crack nucleation process in this case 

is dependent on both morphological and crystallographic features of the microstructure such as 

grain size distribution, grain orientation distribution, misorientation distribution and microtexture.  

A microstructure-based crack nucleation model for polycrystalline Ti alloys under dwell 

fatigue loading has been proposed and experimentally validated by Anahid et al. 18,19. This model 

introduces crack nucleation in the hard grain due to plasticity in the adjacent soft grain. It 

encompasses the following characteristics: 

(i) Wedge micro-crack nucleates in the hard grain due to dislocation pileup in soft grain at the 

shared grain boundary; 

(ii) Crack opening displacement corresponds to the closure failure along a Burger’s circuit 

surrounding the piled-up dislocations; 

(iii) Traction across the micro-crack tip in hard grain opens up the crack. 

The edge dislocation, defined as an extra half plane of atoms wedged between two perfect lattice 

planes, is equivalent to a micro-crack with an opening displacement of one lattice constant. The 

opening displacement increases as deformation continues and more dislocations pile up at the grain 

boundary. In this section, this model is briefly introduced with some improvements.  

 



Consider a soft-hard grain combination as illustrated in Fig 7. The Nye dislocation tensor is 

used to measure the dislocation pile-up in the soft grain near the grain boundary. At point P, the 

closure failure of a Burgers circuit due to dislocations piercing an arbitrary plane with normal n  

in the soft grain could be calculated as: 

CF dA B Λ n                  (13) 

Since dislocations are distributed throughout the grain, the integration in Eq. (13) is calculated 

over the entire grain. For a grain discretized into elements, this integration is effectively calculated 

over the soft grain as: 

1

cut
eN

CF e e e

e

w A


 B Λ n                  (14) 

Here cut

eN  is the total number of elements in the grain, which are cut by a plane with normal n  

containing point P. eA  is the surface area of the element cut by the plane and approximated as 

2

e eA R  in which eR  is the radius of a sphere which has the same volume as the element. 

 2 2

maxexp 4e ew r r   is a weighting parameter signifying that the effects of dislocations on the 

crack opening displacement diminishes as the distance of the element centroid to point P, er , 

increases. maxr  is distance of the furthest element centroid cut by the plane to point P. 

Depending on the type of dislocations piercing the surface, the Burger’s circuit closure 

failure can make any arbitrary angle with respect to the surface. For wedge-like cracks, the closure 

failure component lying in the surface contributes to crack opening displacement. The crack 

opening displacement vector is hence calculated as: 

 CF CF  B B B n n             (15) 

The crack opening displacement and crack surface normal are respectively given as: 

, bB
B

 
B

B n            (16) 

The equilibrium length of crack may be calculated as  2 8 1 sc GB v    where v  and s  

correspond respectively to Poisson’s ratio and surface energy 42. The stress state in the hard grain 

helps the crack to open up. It is assumed18,19 that cracks nucleate when the mixed-mode intensity 

factor 
2 2

mix n tK K K   is larger than a critical value cK , i.e. 

mix cK K        (17) 

  is the ratio of shear to normal fracture toughness and is set to 0.7071 in this study. Normal and 

shear intensity factors are respectively calculated as: 

,n n t tK T c K T c           (18) 

in which  b b

nT   n σ n  and tT  are respectively the normal and in-plane components of traction 

vector on the crack surface. The McCauley bracket is used for normal traction to signify that only 

tensile normal stress component aids the crack growth. The crack nucleation relation is derived 

from Eq. (17) as:      

cR R    where  2 2

nR c T T   and c cR K     (19) 



This model is non-local in the sense that crack nucleates in the hard grain due to local stress field 

in the hard grain, and the dislocation pile-up in the adjacent soft grain at the hard-soft boundary. 

 

 

3.1. Implementation of the crack nucleation model 
 

In order to determine the number of cycles to the first crack nucleation event nuclN , every 

grain pair is examined in the post-processing stage of FE analysis. The maximum value R  in the 

microstructure is obtained as follows: 

i. Each grain-pair in the microstructure is probed, and the two constituent grains are labeled 

as hard-soft grain pair based on the effective plastic strain. 

ii. The TET4 elements in the hard grain, which have a triangular face on the shared boundary 

are determined. The nodes of these elements are the common nodes between the pair. The 

crack nucleation criterion in Eq. (19) is checked for these common nodes. 

iii. The highest stress intensity factor is calculated for each common node by the following 

steps. 

a. Sample the orientation space for n  and determine the elements in the soft grain cut by 

a plane with normal n . 

b. Using Eqs. (14-16), calculate the normal to the crack surface b
n  and crack opening 

displacement B . Normal and in-plane components of traction are then easily obtained.  

c. Stress intensity factor is calculated for every samplen . The highest mixK  value 

corresponds to the critical n  and b
n . 

iv. As cracks nucleate over a finite area, the calculated nodal stress intensity factors at common 

nodes in the pair are spatially regularized using a simple Gaussian function introduced for 

damage by Bažant and Pijaudier-Cabot 43. This will lead to a much better convergence of 

stress intensity factor on mesh refinement.   

 

Following the above-mentioned steps, the maximum value maxR  in the entire microstructure is 

obtained. The cycles/time-to-crack nucleation corresponds to the time when maxR  exceeds the 

critical value, cR . Following steps delineated in the earlier study19, the critical value is obtained to 

be 731.4 MPa μmcR  . This determination involves an improved method of calculating non-

local closure failure in the Burgers circuit CFB  using the stabilized locking-free elements.  

 

 

4. Numerical Results 
Numerical examples are discussed in this section to study the effects of three aspects on 

crack nucleation of Ti alloys, viz. (i) dwell time in a dwell loading cycle, (ii) temperature in 

thermo-mechanical loading microtexture in polycrystalline aggregates and (iii) microtexture in 

polycrystalline aggregates. The dwell time analysis signifies the effects of loading profile on 

fatigue life, whereas the study on the effects of microtexture aims at understanding the importance 

of underlying microstructure on life. For dwell fatigue loading simulations, the tractions are 

applied along the global z-axis and minimum displacement boundary conditions are applied to 



suppress rigid body translation and rotation. Each dwell loading cycle consists of 1 second of 

loading/unloading and 120 seconds of dwell hold, unless mentioned otherwise. The ratio of 

minimum to maximum applied traction in each cycle is 0.1.  

 

4.1. Dependence of nuclN  on dwell time 

To study the effect of dwell time on the number of cycles to crack nucleation, simulations 

are conducted for the Ti-7 polycrystals under different dwell loading cycles with hold periods of  

15, 30, 60 and 120 seconds. Each loading cycle has a maximum applied traction of 572 MPa 

corresponding to ~95% of the macroscopic yield stress. The number of cycles to crack nucleation 

is plotted in Fig 8 for different dwell periods. It is observed that nuclN  decreases dramatically as 

dwell time is increased due to the accumulation of time-dependent local strain during dwell periods 

and thus stronger load shedding mechanism. The simulated dependence of nuclN  on dwell time is 

in good agreement with the experimental data on IMI834 reported by Bache12, also shown in Fig 

8 for comparison. The results are also consistent with other experimental observations on the 

adverse effect of dwell period on fatigue life of Ti alloys, reported by Bache2 and Sinha et al.44. 

The ratio of nuclN  for 15 seconds of dwell period to the one for 120 second of dwell period is 

approximately 9. Results in Fig 8 suggest that this ratio would even get larger with further 

reduction of dwell period, i.e. approaching perfect cyclic loading conditions. This is qualitatively 

in agreement with experimental results reported by Sinha et al. 44, where dwell debit is reported to 

be 18 for applied stress of 95.5% yield stress.  

 

4.2. Effect of temperature in thermal loading on crack nucleation  
Titanium alloys are often exposed to both thermal and mechanical loading in their 

applications. In this section, the influence of temperature on load shedding and dwell crack 

nucleation is investigated to identify the thermo-mechanical conditions that adversely influence 

fatigue behavior. 

4.2.1. Loss of load shedding at elevated temperatures 

Experimental observations have indicated the significance of dwell debit at temperatures 

below 200C 2,12,44. However, it has been reported44,45 that dwell debit diminishes at temperatures 

above 200C. The loss of dwell sensitivity at elevated temperatures has yet remained elusive. To 

study the micro-mechanical basis of this dwell sensitivity transition, several isothermal dwell 

fatigue loading simulations are conducted for the Ti-6242 alloy at temperatures ranging from 300 

K (room temperature, 23C) up to 600 K (327C) in 100 K increments. As the yield stress drops 

with higher temperatures, the dwell load for each test temperature is set to 90% of the respective 

macroscopic yield stress for the sake of coherency in comparisons. The evolution of local stress 

component zz  after 1, 250 and 500 dwell load cycles is compared for ambient temperatures of 

300 K and 600 K in Fig 9b and c. Local stresses are extracted along the line AB shown in Fig 9a. 

Defining c  as the angle between the crystal c  axis and the loading direction, grains with 

 cos c  close to 1 correspond to the hard grains with negligible slip activity on basal and/or 

prismatic systems. Time-dependent concentration of stress in the hard grains, shown in Fig 9, 



manifests that the load shedding mechanism is in effect at 300 K, while it clearly diminishes at 

600 K. 

 

To quantitatively evaluate the effect of the load shedding phenomenon at different 

temperatures, a load shedding factor is defined as the maximum local stress in a hard grain 

normalized by the applied external stress during the dwell period. Load shedding factors in the 

critical hard grain is plotted in Fig 10 for the different temperatures between 300 K and 600 K. At 

and beyond 600 K, the level of time-dependent load shedding becomes insignificant due to the 

substantial decrease in plastic strength of the hcp crystal along the [0001] direction (hard 

direction). In essence, plastic anisotropy of the hcp titanium, responsible for heterogeneous local 

creep and load shedding, is significantly reduced at elevated temperatures. This is evident from 

single crystal experiments conducted on Ti-Al alloys by Williams et al. 29, as shown in Fig 4. Slip 

resistances of the c a  pyramidal slip systems are marked by a dramatic decrease above 400 

K. The ratio of the critical resolved shear stress for the c a  slip systems to the one for a 

basal system decreases from ~1.8 to ~1.2 from room temperature to 600 K. Results in the present 

simulations suggest that the diminution of load shedding as the time-dependent component of the 

fatigue damage accumulation might be responsible for the loss of dwell debit observed at elevated 

temperatures.  

 

4.2.2. Effect of anisotropic thermal expansion on normal basal stresses 

Several studies based on ab-initio calculations and experimental observations have reported 

that hcp Ti crystals exhibit anisotropic thermal expansion over a wide range of temperatures 46,47. 

In this work for Ti-6242, the thermal expansion coefficients for   phase along the principal 

crystallographic coordinate system are taken as 5 11.8 10
a

K     and 5 11.1 10
c

K     47. 

The thermal expansion for   phase is isotropic with a thermal coefficient expansion of 
5 10.9 10 K     48. 

For a wide range of loading conditions, experimental observations suggest that both crack 

nucleation and short crack propagation in Ti alloys predominantly occur along the basal plane 11,49–

51. Therefore, the stress component normal to the crystallographic basal plane is highly relevant to 

its fatigue response. Since the thermal expansion along [0001] direction is lower than the in-plane 

basal expansion, the tensile normal stresses are induced on the basal plane due to thermal loading. 

This may play an important role for crack nucleation and propagation in Ti alloys.  

For an otherwise thermally-isotropic material, which is free of external constraints, no 

thermo-elastic stresses would develop under a spatially uniform increase of temperature. However, 

due to the anisotropic thermal expansion of hcp titanium, a uniform increase of temperature within 

the polycrystalline aggregate induces thermal stresses due to the incompatibility of anisotropic 

thermal strains. To study the potential impact of grain-scale anisotropy-induced thermal stresses 

due to temperature variations, thermo-elasto-plastic simulations are carried out for both Ti-7 and 

Ti-6242 alloys under a thermal loading profile. The load profile is made to approximately 

correspond to flight conditions for an aircraft. The thermal cycle has a spatially-uniform increase 



of temperature from 300 K to 750 K over 10 minutes, followed by a 1 hour temperature hold at 

750K and eventually a 10 minute long cool-down to room temperature. The minimum boundary 

conditions are applied to the polycrystalline model to suppress rigid body motions. Fig 11 shows 

the tensile normal traction developed on the basal planes after 50 minutes on representative cross-

sections. Only tensile tractions are of interest in this paper as they may facilitate mode I crack 

opening on basal planes. For both Ti-7 and Ti-6242 microstructures, the maximum local values of 

tensile normal stress on basal planes are observed to be as high as 700 MPa for this temperature 

increase of 450 K. Resolved shear stresses for basal and prismatic slip are negligibly small, and do 

not induce considerable micro-plasticity. The stress concentrations typically occurred at the grain 

boundaries with high misorientation. Grain-averaged normal basal stresses are as high as 350 MPa 

and they vary with the degree of misorientation of each individual grain with its neighbors. The 

range and distribution of the magnitudes of tensile normal stresses on the basal planes are very 

similar for both materials, suggesting that both - and near- classes of Ti alloys may be affected 

by this mechanism, as long as the thermal expansion anisotropy of the -phase is significant. 

A parametric study is conducted to quantify the effects of c   axis misorientation of 

neighboring grains, on the basal normal stresses developed due to thermal loading. The two-grain 

system illustrated in Fig 12a is modeled for a 200 second period, over which the temperature 

linearly rises from 300 K to 750 K. The c   axis of the inner grain is rotated with respect to 

the outer grain to generate a range of misorientations. A c   axis misorientation index of grain 

a  with its neighboring grains is defined as 1 ab
a b

b a

A
MI

A
   c c  where ac  and aA  respectively 

denote c   axis and surface area of grain a  and abA  is the common surface area between 

grains a  and b . The summation is done over all grains neighboring grain a . It is evident that MI  

is zero if the c   axis of the two neighboring grains are aligned parallel to each other. The 

maximum and grain-averaged normal basal stresses induced in the inner grain as a function MI  

are plotted in Fig 12b. It is observed that the system will not experience any stress if c   axes 

of the two grains are parallel to one another. However as MI  increases, higher stresses develop 

on the basal plane of the inner grain, which can potentially assist crack opening on these planes. 

To evaluate the effect of the crystallographic texture on normal basal stresses within a 

polycrystalline sample, the response for a strong basal texture, typically seen in rolled titanium, is 

compared to the reference case of the Ti-6242 sample whose texture is based on a forged Ti-6242 

specimen7. The rolled basal texture is synthetically generated and its pole figure is shown in Fig 

13a, in addition to that of the forged Ti-6242. The same polycrystalline grain structure is used for 

both textures. The grain-averaged normal basal stresses after 50 minutes during thermal hold is 

plotted in Fig 13b for the two textures. It is seen that grains with high MI  experience higher basal 

stresses. Since the misorientation is less on the rolled texture, anisotropy-induced thermal stresses 

are smaller. These results suggest that rolled Ti alloys will experience lower thermal stresses in 

comparison with the forged one in environments prone to temperature changes. 

 

4.3. Influence of microtexture on dwell crack initiation 
Many studies have been conducted for understanding the dependence of fatigue life on 

microstructural properties such as the grain-size, micro- and macro-texture, -grain volume 



fraction, lamellae-size and prior-β grain size in multiphase near   and    alloys 11,52. This 

section is aimed at illuminating the effects of microtexture on micro-plasticity, load shedding, 

dwell crack nucleation and fatigue life. The   grains that nucleate from the same prior   grain 

during cool-down obtain similar crystallographic orientations and form microtextured regions. The 

size and extent of these microtextured regions are effectively controlled by the size of the prior  

grains and the thermo-mechanical processing above the  -transus temperature. It is documented 

in the literature that large microtextured regions, favorably oriented for easy basal or prismatic 

plastic slip, lead to early dwell fatigue failure by acting as a large soft grain. Representing 

microtextured regions as a single soft grain, it was shown by Venktaramani et al. 14 that the amount 

of stress concentration due to load shedding increases with the size of the soft region.  

To study the effect of microtexture on dwell fatigue response, two polycrystalline models 

with the same morphology and orientations but different levels of microtexture are studied. The 

overall texture corresponding to the forged Ti-6242 microstructure, shown in Fig 1b, is adopted as 

starting data. Using an iterative algorithm the grain orientations are swapped between grain pairs 

to generate two misorientation distributions with low and high average misorientations. These two 

limiting cases of misorientation distribution, referred to as texMS  and misMS , are shown in Fig 14a. 
texMS  corresponds to a microstructure in which grains with similar orientations are clustered 

together to form microtextured regions. On the other hand, misMS  corresponds to a microstructure 

in which grains with disparate orientations tend to neighbor each other, resulting in a 

microstructure devoid of microtexture. These two microstructures are depicted in Fig 14b.  

 

Dwell fatigue simulations are conducted under 750 MPa corresponding to 90% macroscopic 

yield stress of the microstructure shown in Fig 1b. Investigation of both microtextured and highly 

misoriented microstructures reveal significant differences in their micro-plastic responses. Fig 15 

shows the distribution of the local stress component zz  and the local plastic strain after 500 dwell 

cycles at representative cross-sections in both microstructures, along with the predicted location 

of the crack nucleation and crack plane in texMS . The response of texMS  is characterized by: (i) 

significant plastic strain accumulation within the clusters of similarly oriented grains that are 

favorably oriented for plastic slip, (ii) confinement of plastic deformation to these microtextured 

regions and ending abruptly at the boundaries adjacent to hard grain clusters, and (iii) stress 

concentration due to load shedding occurring predominantly at boundaries of the hard 

microtextured regions. These features result in a dwell crack nucleation at the boundary of a hard 

microtextured region, neighboring a soft region as shown in Fig 15a. The highly misoriented 

microstructure misMS  exhibits milder and less variable response of local plasticity and stress 

compared to the response of texMS . The lack of clustered soft grains and grain-scale alternation of 

plastic anisotropy results in a fiber-like strengthening effect, suppressing plastic strain 

accumulation in the grains as shown in Fig 16. Consequently, load shedding is less pronounced in 

this microstructure. Micro-plasticity accumulation are consistent with the experimental 

observations that microtextured regions facilitate plastic strain accumulation 11. Such a difference 

in micro-plasticity between these two microstructures is interesting given that both misMS  and 
texMS  have the same grain morphology and texture.  



The evolution of the crack nucleation parameter R  for texMS  and misMS is plotted in Fig 17 

along with the pole figures of the forged Ti-6242 texture. The dwell crack nucleation model 

predicts an earlier crack nucleation for texMS . The soft grain predicted by the model as the initiation 

site for dwell fatigue crack is located at the boundary of a microtextured region with high prismatic 

Schmid factor adjacent to a hard grain, which is lies within a cluster of grains with low basal and 

prismatic Schmid factors. 

A new set of orientations are generated synthetically, as shown in Fig 18a, to verify these 

results and confirm that the predicted effects of microtexture persist over different over different 

textures. The grain orientations are then re-assigned using the aforementioned iterative algorithm 

to obtain the two limiting cases. The same observations are made on the distribution of micro-

plasticity and stress concentrations and the microtextured model was observed to be more critical 

in terms of crack nucleation as shown in Fig 18b.  

 

5. Summary ad Conclusions 

 

This paper develops a stabilized crystal plasticity finite element model, incorporating a rate 

sensitive size-dependent crystal plasticity constitutive law, to perform thermo-mechanical 

simulations for studying crack nucleation in polycrystalline Ti alloys. The simulations are used to 

comprehend factors that are responsible dwell fatigue crack nucleation in polycrystalline 

microstructures of these alloys. A crack nucleation model that has been developed by Anahid et 

al. 18,19 is employed to predict crack nucleation in the polycrystalline microstructures.  

Three important aspects regarding dwell fatigue crack nucleation are studied. These are 

respectively the cyclic load profile, temperature in thermo-mechanical loading, and local 

microstructural features. For the study on the cyclic loading profile, the effect of hold or dwell 

time on the number of cycles to crack nucleation is studied. The model predicts that as dwell time 

reduces and fatigue loading approaches a regular cyclic loading profile, the number of cycles to 

the first crack nucleation event increases. This is in agreement with experimental observations and 

signifies the adverse effects of dwell fatigue loading on the life of components. In the second study, 

the effect of temperature and thermo-mechanical loading on stress redistribution is studied, in light 

of the anisotropic thermal properties of Ti alloys. It is shown that thermal loading can induce 

tensile stresses on basal planes even under free expansion conditions due to the anisotropy of 

thermal expansion coefficients. These thermally-induced stresses are larger for grains with high 

misorientation with respect to their neighbors. Orientation-sensitive basal normal stresses can 

facilitate crack nucleation and early crack propagation in Ti alloys, and are important variables in 

a fatigue analysis. Moreover, the CPFE simulation results are able to reproduce the experimentally 

observed diminution of dwell effects at elevated temperatures. Within the framework of this 

model, this phenomenon is explained by the weakening of plastic anisotropy and correspondingly, 

suppression of time-dependent load shedding mechanism. To highlight the effects of 

microstructure on the life of Ti alloys under dwell fatigue loading, the influence of microtexture 

is investigated by simulating two models with high and low levels of microtexture. In agreement 

with experiments, the simulations predict that the microtextured regions are more critical in dwell 

fatigue. This is due to higher rate of accumulation of plastic strains and a stronger load shedding 

mechanism. 
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Figure 1. Statistically equivalent 3D microstructures for (a) 
3680 680 680 m   Ti-7 

polycrystalline volume with 540 grains discretized into 583432 TET4 elements and (b) 
329 29 29 m   Ti-6242 polycrystalline volume with 503 grains discretized into 492733 TET4 

elements 

 

 



 
Figure 2.Multiplicative decomposition of total deformation gradient F  into elastic 

e
F , thermal 


F  and inelastic p

F  components 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 
Figure 3. Variations of elastic constants of  Ti, and the simulated Young’s modulus of the 

polycrystalline Ti-6242 with temperature  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 
 

 
Figure 4.Variation of initial slip system resistance with temperature for -Titanium. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 
Figure 5.Distribution of hydrostatic stress in the Ti-7 microstructure at 4.5% strain   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
Figure 6. Load shedding on hard grain (2) due to plasticity in adjacent soft grain (1) in 

polycrystalline Ti-6242 microstructure after 250 dwell cycles. Distribution of (a) basal Schmid 

factor, (b) prism Schmid factor, (c) zz  along the loading direction and (d) norm of the Nye tensor, 

indicating dislocation accumulation within the soft grains and at soft-hard grain boundaries. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 
Figure 7. Illustration of wedge-crack opening in the hard grain due to dislocation pile up in the 

adjacent soft grain 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 
Figure 8. Effect of dwell time on number of cycles to crack nucleation in Ti-7 polycrystalline 

model, compared with the experimental data for IMI834 reported by Bache (1997). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 
Figure 9. Evolution of local stress zz  in Ti-6242 polycrystal under dwell fatigue loading at (b) 

300 K and (c) 600 K along the line AB shown in (a). 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 10. Variation of load shedding concentration factor at different temperatures signifying 

the diminution of time-dependent load shedding at elevated temperatures in Ti-6242. 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11.Tensile normal tractions developed on basal planes in (a) Ti-7 and (b) Ti-6242 

polycrystals, due to the anisotropic thermal expansion of hcp Ti 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12.(a) two-grain model discretized into 4374 TET4 elements, (b) effect of c  axis 

misorientation on normal basal stresses induced in the inner grain due to anisotropic thermal 

expansion  

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 
 
Figure 13. (a) {0001} pole figures for rolled and forged textures assigned to the Ti-6242 

polycrystalline model, (b) distributions of grain-averaged normal basal stresses versus the grain 

c  axis misorientation index, for the two textures  

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 14. (a) The two limiting cases of misorientation distributions applied to the Ti-6242, texMS  

(microtextured) and misMS  (high-misorientation), (b) plots of the prismatic Schmid factors, 

visualizing the resulting clustering of the grain orientations as microtextured regions in texMS  

(left), in comparison to misMS  (right).  

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 15. Distribution of  cos c , plastic strain and local stress zz  after 500 dwell cycles for 

(a) texMS  (microtextured) and (b) misMS  (high-misorientation) models of Ti-6242. Predicted 

location of crack initiation (arrow) and the trace of the crack plane (dashed line) are shown in 

(a). 

 

 

 



 

 

 

 

 

 

 

 

 
Figure 16. Distribution of grain-averaged plastic strain after 500 dwell cycles for texMS  and 

misMS  models of Ti-6242, showing the incidence of grains with large plastic strain accumulation, 

and high variability in plastic strain within texMS , in contrast to a lower and more uniform plastic 

strain distribution in misMS . 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
Figure 17. (a) Pole figures for forged Ti-6242 texture and (b) evolution of maximum R  for texMS  

and misMS  models   

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 
Figure 18. (a) Pole figures of the synthetically generated texture for Ti-6242 and (b) evolution of 

maximum R  for texMS  and misMS  models   

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Table 1.Linear slopes for reduction of elastic constants of  Ti with temperature 

Elastic constant  
11 22C C   

12C   
13 23C C   

33C   
55 66C C  

Linear slope ( MPa
K

)  48  8.9  21  21  21.9 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 
Table 2.Fitting constants for variation of slip system resistances with temperature 

Calibrated 

constants 
 

a 

basal 
 

a 

prism 
 

a 

pyramidal 
 

c a 

pyramidal 

(for 400K  ) 

ĝ  (MPa)  176.58  132.43  132.43  353 

ˆ (K)  400  200  200  160 

ref

 (K)  300  300  300  400 
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Abstract Image-based CPFE modeling involves computer generation of virtual
polycrystalline microstructures from experimental data, followed by discretiza-
tion into finite element meshes. Discretization is commonly accomplished using
three-dimensional four-node tetrahedral or TET4 elements, which conform to the
complex geometries. It has been commonly observed that TET4 elements suffer
from severe volumetric locking when simulating deformation of incompressible or
nearly incompressible materials. This paper develops and examines three locking-
free stabilized finite element formulations in the context of crystal plasticity finite
element analysis. They include a node-based uniform strain (NUS) element, a
locally integrated B-bar (LIB) based element and a F-bar patch (FP) based el-
ement. All three formulations are based on the partitioning the TET4 element
meshes and integrating over patches to obtain favorable incompressibility con-
straint ratios without adding large degrees of freedom. The results show that NUS
formulation introduces unstable spurious energy modes, while the LIB and FP
elements stabilize the solutions and are preferred for reliable CPFE analysis. The
FP element is found to be computationally efficient over the LIB element.

1 Introduction

Image-based modeling and simulations of polycrystalline microstructures, using
crystal plasticity finite element or CPFE models, are effective methods for deter-
mining microstructure-property relationships. The CPFE models capture details of
microstructural features, e.g. crystallographic orientations, misorientations, grain
morphology and their distributions and provide a platform for understanding var-
ious deformation and failure mechanisms such as the nucleation and propagation

1 Graduate Research Associate
2 M. G. Callas Professor (Corresponding author)
Departments of Civil and Mechanical Engineering, Johns Hopkins University, Baltimore, MD
21218
Tel.: +1-410-516-7833
Fax: +1-410-516-7473
E-mail: sghosh20@jhu.edu



2 Jiahao Cheng 1 et al.

of twins and micro-cracks [1–7]. Image-based CPFE modeling commonly involves
computer generation of virtual polycrystalline microstructures from experimen-
tal data, followed by discretization into finite element meshes. The polycrystalline
microstructures of many metals and alloys are quite complex with sharp and tortu-
ous grain boundaries and multiple grain junctions. Discretization of these domains
is best accomplished using three-dimensional four-node tetrahedral or TET4 ele-
ments, which conform to the complex geometries [8]. However, it has been com-
monly observed e.g. in [9–13] that TET4 elements suffer from severe volumetric
locking when simulating deformation of incompressible or nearly incompressible
materials. A metric that is used to understand element performance for incom-
pressible or nearly incompressible deformations is termed as the incompressibility

constraint ratio. It is defined as the ratio of number of available degrees of freedom
(DOF) to the number of incompressibility constraints in a finite element mesh. Low
incompressibility constraint ratio associated with TET4 elements can lead to large
spurious hydrostatic stresses in models of plastically deforming metallic materials.
This volumetric phenomenon is commonly ignored by most CPFE modelers who
have been focused on the development of constitutive laws. This paper aims at de-
veloping stable, locking-free TET4 element formulations for efficient and accurate
crystal plasticity finite element modeling and simulations.

A variety of methods have been proposed for the stabilization and control of
volumetric locking in TET4 elements. A major idea in these methods is to as-
sociate nodal points with patches corresponding to an assembly of surrounding
sub-elements, and subsequently to integrate the weak form over these patches,
thus reducing the incompressibility constraint ratio. An average nodal pressure
technique has been proposed for dynamic explicit formulations in [14], where the
volumetric strain energy is integrated over the patch for each node. In [10], a node-
based uniform strain (NUS) formulation is introduced for four-node tetrahedral
elements associated with linear elasticity problems. The volumetric and deviatoric
strain energy components are integrated over nodal patches in this formulation.
Spurious zero energy modes were identified with this approach in [15], and con-
sequently an additional stabilization term with a modified constitutive law was
added to the potential energy functional. This approach was further extended in
[16] into a locally integrated weighted strain formulation, where numerical integra-
tion is done at local Gauss points instead of nodes. In [11], the fact that instability
is linked only to the isochoric strain energy contribution was exploited through a
stress splitting operation, to stabilize the formulation in [10]. A generalized node-
based, smoothed finite element method (NS-FEM) has been proposed in [17] that
adopts an arbitrary polygonal element domain discretization. This method pro-
vides an upper-bound solution for the strain energy and is shown to reduce to the
formulation in [10] for the special case of linear tetrahedral elements. The strain
smoothing operation in NS-FEM is later extended to edge-based smoothed finite
element method (ES-FEM) [18, 19] and face-based smoothed finite element method
(FS-FEM) [20]. The above methods are however not suitable for anisotropic crystal
plasticity finite element formulations, since the stress or the elasto-plastic tangent
stiffness tensor cannot be split into isochoric and deviatoric components. An ele-
ment formulation with a F-bar patch method has been introduced in [12, 13] to
overcome volumetric locking in TET4 elements for finite deformation problems.
The original F-bar formulation in [21] was developed for four-node quadrilateral



Locking-free formulation for CPFE simulations 3

and eight-noded hexahedral elements. This simple and effective model can be used
for any constitutive law and is easily implemented in any standard displacement-
based finite element code. Other competing strategies in developing locking-free
linear tetrahedral elements include stabilizing NUS formulation with additional
higher order support function [22], and mixed enhanced elements [9] in which
additional augmentation strain fields are used in conjunction with a linearly in-
terpolated pressure field to treat the incompressible constraints. Volume and area
bubble functions have been added to mixed tetrahedral elements in [23, 24] to
stabilize the displacement and strain fields.

The present paper develops and examines three locking-free stabilized finite
element formulations in the context of crystal plasticity finite element or CPFE
analysis. They include a node-based uniform strain (NUS) element, a locally in-
tegrated B-bar (LIB) based element and a F-bar patch (FP) based element. The
locally integrated B-bar element is based on splitting of the gradient operator
matrix B for TET4 elements. It selectively reduces the volumetric strain over a
nodal patch and keeps the deviatoric strain unchanged in each TET4 element. The
paper compares results with the different methods and provides a guideline for con-
ducting reliable CPFE analysis. The CPFE formulation in an updated Lagrangian
framework is briefly reviewed in section 2. In section 3, the three locking-free finite
element formulations are described, while their implementation for large deforma-
tion CPFE problems are detailed in section 4. Comparison of results, including
patch tests, elastic bending problems, bicrystal and polycrystal CPFE simulations,
are conducted in section 5. The computational efficiency of these formulations are
compared in section 6 and concluding remarks are made in section 7.

2 Finite Deformation Crystal Plasticity FE Formulation

The finite element weak form of equilibrium equations for a body undergoing finite
deformation is obtained by taking the product of the governing equations with a
weighting function and integrating over the volume in the current or reference
configuration. In an incremental formulation and solution process, where a typical
time step transcends discrete temporal points t and t+∆t, the principle of virtual
work for a quasi-static process at time t+△t occupying the domain Ωt+△t ⊂ R3

is written as [25] :

∫

Ωt+△t

(∇δut+△t) : σ dΩt+△t =

∫

Ωt+△t

δut+△t · b dΩt+△t

+

∫

Γ
t+△t
σ

δut+△t · t̄ dΓ t+△t
σ ∀δut+△t ∈ U (1)

where σ is the Cauchy stress tensor, u is the displacement field and b is the body
force per unit volume. The test function δu = δuiei is defined in the space U of
virtual displacements, i.e.

U =
{

δut+△t
i ei ∈ H1(Ω), δut+△t = 0 on Γu

}

(2)
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where ei, i = 1, 2, 3 are the orthogonal unit basis vectors. The time dependent
boundary conditions are:

σ · n = t̄ on Γσ and u = ū on Γu (3)

Here t̄ and ū are time-dependent prescribed quantities on the traction boundary Γσ

and displacement boundary Γu respectively, where Γ = Γσ

⋃

Γu, and n represents
the outward unit vector normal to Γσ. An updated Lagrangian formulation is
developed in this work [25], where the reference configuration for integrating the
weak form corresponds to that at the beginning of the time step, i.e. at time t. In
this formulation, the weak form in equation (1) reduces to:

∫

Ωt

δEt+△t
t : St+△t

t dΩt = Rext t+△t

(4)

where

ut+△t = ut +∆u Incremental displacement

(5a)

Et+△t
t =

1

2

(

∂△u

∂xt
+

(

∂△u

∂xt

)T

+

(

∂△u

∂xt

)T
∂△u

∂xt

)

Green-Lagrange strain tensor

(5b)

St+△t
t = Jt+△t

t

(

Ft+△t
t

)−1
σ

t+△t
(

Ft+△t
t

)−T

Second Piola-Kirchhoff stress

(5c)

Rext t+△t

=

∫

Ωt+△t

δut+△tb dΩt+△t +

∫

Γ
t+△t
σ

δut+△tt̄ dΓ t+△t
σ External virtual work

(5d)

F corresponds to the deformation gradient tensor and J is its determinant or
Jacobian. All quantities in equations (5) are at time t + △t and referred to the
configuration at time t. Equation (4) may be written in an incremental form as:

∫

Ωt

δ△E : △SdΩt +

∫

Ωt

δη : σtdΩt = Rext t+△t

−

∫

Ωt

δe : σtdΩt (6)

In the above equation, △S = St+△t
t −σt is the increment of second Piola-Kirchhoff

stress, △E = Et+△t
t −Et

t is the increment of Green-Lagrange strain. Furthermore,
e and η are respectively the linear and non-linear parts of △E, expressed as:

e =
1

2

[

(

∂△u

∂xt

)T

+
∂△u

∂xt

]

and η =
1

2

(

∂△u

∂xt

)T
∂△u

∂xt
(7)

The nonlinear equation (6) is solved using an iterative method such as the
Newton-Raphson solver. A linearized form of equation (6) is required to set up
the tangent matrix. Employing an incremental constitutive law of the form △S =
Ct : e and using approximation δ△E = δe, the linearized equation to be solved
becomes

∫

Ωt

δe : Ct : edΩt +

∫

Ωt

δη : σtdΩt = Rext t+△t

−

∫

Ωt

δe : σt dΩt (8)

where Ct is the history-dependent fourth-order tangent stiffness tensor at time t,
which should be obtained for the specific constitutive model.
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2.1 Crystal plasticity constitutive model

Polycrystalline microstructures of metals and alloys are modeled using CPFE mod-
els that describe micro-mechanisms of crystallographic plastic deformation in indi-
vidual grains and polycrystalline aggregates. Deformation mechanisms and texture
in CPFE models have been used to model creep and deformation response of met-
als and alloys in [26–29] using a power law description [30], and the thermally
activated theory of plastic flow [31]. The author’s group has developed crystal
plasticity FE models and codes for simulating deformation and failure in a variety
of metallic materials. These studies include creep and fatigue simulations for Ti
alloys [1–3, 32], dwell fatigue simulations in Ti alloys in [4, 6], cyclic deformation
in HSLA steels [33], deformation twin modeling in Mg alloys in [34] and hierar-
chical models of Ni-based superalloys in [7]. The proposed locking-free element
formulations in this paper are not limited to any specific crystal plasticity model
and are quite general in their applications to a wide class of elastic-plastic con-
stitutive laws. However a candidate crystal plasticity constitutive model for Mg
alloys is chosen for its capability to capture the strong anisotropy in plastic defor-
mation and twin induced material failure [34]. This constitutive model illustrates
the significant effect of element locking in predicting material failure.

2.1.1 Kinematic relations and flow rule

The deformation gradient Ft
0 = ∂xt

∂x0 at time t with respect to the initial reference
configuration at t = 0, is multiplicatively decomposed into elastic and plastic
components as:

Ft
0 = FeFp (9)

The component Fe describes elastic stretching and rigid-body rotation of the crys-
tal lattice, whereas the component Fp corresponds to the incompressible plastic
flow due to dislocation slip on different slip systems. The second Piola-Kirchoff
(PK2) stress S is expressed in terms of elastic Green-Lagrange strain tensor Ee

as:
S = Ce : Ee (10)

where Ce is a fourth-order anisotropic elasticity tensor. The evolution of plastic
deformation is expressed in terms of plastic velocity gradient Lp as:

Lp = ḞpFp−1 =

Nslip
∑

α=1

γ̇αsα0 (11)

where γ̇α is the slip rate on a slip system α and Nslip is the total number of slip
systems. The Schmid tensor associated with α-th slip system sα0 is expressed in
terms of the slip direction mα

0 and slip plane normal nα
0 in the reference configu-

ration, i.e. sα0 = mα
0 ⊗ nα

0 .

For Mg alloys, 12 active slip systems (of 30 possible systems in hcp materi-
als) are distributed among three different families, viz. the < a >-basal, < a >-
prismatic and < c + a > pyramidal slip system families as shown in figure 1. A
power law model in [34] is used for the slip rate on slip system α, given as:
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γ̇α = γ̇α
0

∣

∣

∣

∣

τα − sαa
sα∗

∣

∣

∣

∣

1

m

sign(τα − sαa ) (12)

where γ̇α
0 is a reference slip-rate for slip system α and m is the power law exponent

representing strain-rate sensitivity. The resolved shear stress on slip system α is
τα = FeTFeS : sα0 . Here sαa is the athermal resistance arising from the long-range
internal stress field between parallel dislocation lines or from grain boundaries,
and sα∗ is the thermal shear resistance due to local obstacles such as dislocation
jogs and forest dislocations.

Fig. 1 Schematic showing active slip systems in Mg and Mg alloys

2.1.2 Evolution of slip system resistances

The evolution of athermal (sαa ) and thermal (sα∗ ) shear resistances is controlled
by two types of dislocations, viz. statistically stored dislocations (SSDs) and ge-
ometrically necessary dislocations (GNDs) [6, 35, 36]. SSDs are responsible for
homogeneous plastic deformation and are characterized by vanishing net Burgers
vector. On the other hand, GNDs correspond to the storage of polarized dislo-
cation densities, necessary for accommodating crystal lattice curvatures in single
crystal bending or near polycrystalline grain boundaries. Accordingly, the total
athermal and thermal shear resistances are composed of three components viz.
the initial shear resistance, and contributions from the evolution of SSDs and
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GNDs respectively. At time t, these are [34]:

sαa = ŝαa,0 +

∫ t′=t

t′=0

Nslip
∑

β=1

hαβ
∣

∣

∣
γ̇α
P sin(nα

0 , t
β
0 )
∣

∣

∣
dt′ + c1Gbα

√

ραGND,P (13a)

sα∗ = ŝα∗,0 +

∫ t′=t

t′=0

Nslip
∑

β=1

hαβ
∣

∣

∣
γ̇α
F cos(nα

0 , t
β
0 )
∣

∣

∣
dt′ +

Qα
slip

c2c3bα
2

√

ραGND,F (13b)

where ŝα∗,0 and ŝαa,0 are grain size-dependent initial thermal and athermal shear
resistances, given by Hall-Petch type relation [32, 37, 38]. G is the shear modulus,
Qα

slip is the effective activation energy for dislocation slip, and c1, c2, c3 are con-
stants representing the passing stress, jump width, and obstacle width respectively.
The hardening of thermal slip resistance on slip system α is caused by the portion
of forest SSDs on slip system β whose line direction t

β
0 = m

β
0 ⊗ n

β
0 is parallel

to the slip plane normal nα
0 . Therefore, the hardening rate for thermal resistance

is projected with sin(nα
0 , t

β
0 ). On the other hand, the hardening of athermal slip

resistance is caused by the interaction of the dislocations on slip system α with
the portion of SSDs on slip system β whose line direction lies in the slip plane α
and consequently perpendicular to nα

0 . Therefore, the hardening rate for thermal
resistance is projected with cos(nα

0 , t
β
0 ) [7]. The hardening rate of slip system α is

defined in terms of a hardening matrix hαβ as:

hαβ = qαβhβ
ref

∣

∣

∣

∣

∣

1−
sβ∗

sβsat

∣

∣

∣

∣

∣

r

sign

(

1−
sβ

sβsat

)

( no sum on β) where sβsat = s̃β
(

γ̇β

γ̇β
0

)n

(14)

The introduction of non-local GND models in CPFE analysis is necessary for
accurate representation of stress concentrations near grain boundaries that are
responsible for crack and twin nucleation. Accumulation of GNDs occurs with the
incompatibility of plastic strain field especially at points of discontinuous plastic
flow, such as grain boundaries. Contribution of GNDs to the slip system hardening
are from two sources. The dislocation components ραGND,P parallel to slip plane
α and the forest dislocation components ραGND,F normal to slip plane α. ραGND,P

contributes to the athermal shear resistance sαa by providing a long-range stress,
and ραGND,F increases the thermal shear resistance sα∗ by hindering the slip of
mobile dislocations. These are given in equations (13a) and (13b) respectively. The
Nye’s dislocation density tensor is used to quantify GND densities on different slip
systems. It is expressed in terms of the curl of plastic deformation gradient as [39]:

Λ = −
(

∇x0 × FpT
)T

(15)

where ∇x0 is the gradient operator with respect to the reference configuration at
time t = 0. Nye dislocation tensor quantifies the closure failure of a circuit in the
intermediate configuration due to the presence of GNDs and can be alternatively
derived in terms of GNDs densities as[40]:
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Λ =

Nslip
∑

α=1

(ραGNDsb
α
0 ⊗mα

0 + ραGNDetb
α
0 ⊗ tα0 + ραGNDenb

α
0 ⊗ nα

0 ) (16)

where bα is the Burgers vector for a slip system α in the reference configuration.
GNDs on the slip system are decomposed into three components, viz. a screw
component ραGNDs with dislocation line parallel to bα

0 , and two edge components
ραGNDen and ραGNDet with dislocation lines parallel to nα

0 and tα0 respectively.
There are in general 3×Nslip unknown GND densities, which corresponds to 90 for
HCP crystals. Of these only 63 are independent for HCP crystals, corresponding
to 9 ραGNDss, 24 ραGNDets and 30 independent ραGNDens. Equations (15) and (16)
constitute an under-determined state of equations that are expressed in a matrix
form as:

{Λ} = [A] {ρGND} (17)

{Λ} is the 9× 1 vector representation of the Nye tensor Λ, [A] is a 9× 63 matrix
containing the basis tensors bα

0 ⊗ mα
0 , b

α
0 ⊗ tα0 and bα

0 ⊗ nα
0 , and {ρGND} is a

63× 1 vector containing the independent GND densities. Following discussions in
[40], the geometric constraints in equation (16) allow only certain dislocations to
exist on the slip planes. This constraint is taken into account through a Lagrangian
multiplier in the functional to be minimized, which is:

F ({ρGND} , {λ}) = {ρGND}T {ρGND}+ {λ}T ([A] {ρGND} − {Λ}) (18)

where {λ} is a 9 × 1 vector of Lagrange multipliers. Equation (18) implies that
GNDs correspond to the minimum amount of polarized dislocation densities neces-
sary to recover lattice compatibility. Minimizing equation (18), the GND densities
are obtained as:

{ρGND} = [A]T
(

[A] [A]T
)−1

{Λ} (19)

Using dislocation line projection [36], the parallel and forest GND components in
equation (13) are obtained as:

ραGND,P =

Nslip
∑

β=1

χαβ
[
∣

∣

∣
ρβGNDssin(n

α
0 ,m

β
0 )
∣

∣

∣
+
∣

∣

∣
ρβGNDetsin(n

α
0 , t

β
0 )
∣

∣

∣

+
∣

∣

∣
ρβGNDensin(n

α
0 ,n

β
0 )
∣

∣

∣

]

(20a)

ραGND,F =

Nslip
∑

β=1

χαβ
[ ∣

∣

∣
ρβGNDscos(n

α
0 ,m

β
0 )
∣

∣

∣
+
∣

∣

∣
ρβGNDetcos(n

α
0 , t

β
0 )
∣

∣

∣

+
∣

∣

∣
ρβGNDencos(n

α
0 ,n

β
0 )
∣

∣

∣

]

(20b)

The coefficient χαβ describes the strengthening effect due to the interaction be-
tween slip systems α and β, e.g. in the formation of dislocation locks. For HCP
crystals, χαβ is taken to be 1 in this work.
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2.2 TET4 elements in CPFE analysis and associated volumetric locking

For any element in the CPFE model, the displacement increment △u, increment
of displacement gradient ∂△u

∂xt and the linearized strain increment e in equation
(7) are respectively written as:

△u = N△q,
∂△u

∂xt
=

∂N

∂xt
△q = G△q, and e = B△q (21)

For the four-node constant strain tetrahedral or TET4 element, the shape function
N is a 3× 12 matrix, G is a 9× 12 gradient operator matrix and B is the 6× 12
strain-displacement matrix. Explicit forms of N, G and B for the TET4 element
are given in [41]. Stress and strain tensors are represented using the reduced order
Voigt vector notation. Substituting equations (21) into equation (8) and integrat-
ing using the one-point Gaussian quadrature rule, yields the discrete form of the
finite element equations as:

Ne
∑

i=1

BtT CtBtΩt,i△q+

Ne
∑

i=1

GtT
σ
∼

tGtΩi,t△q = fext
t+△t

−

Ne
∑

i=1

BtT
σΩi,t (22)

where Ωt,i is the volume of element i at time t. The matrix σ
∼

t is explicitly written
as:

σ
∼

t =





σt 0 0
0 σt 0
0 0 σt



 (23)

where σt is the 3×3 stress matrix, 0 is a 3×3 matrix of zeros and fext
t+△t

is the

external force vector corresponding to Rextt+△t

= fext
t+△t

: δ△q. The system of
equations to be solved are:

Kt△q = fext
t+△t

− f intt (24)

Kt and f intt are the global stiffness matrix and internal force vector respec-
tively. The material tangent stiffness tensor Ct is needed for the evaluation of Kt.
The formulation of Ct, which is consistent with the proposed crystal plasticity
constitutive model, is given in appendix A.

2.2.1 Volumetric locking in TET4 elements

TET4 elements are known to exhibit volumetric locking for incompressible or
nearly incompressible materials. A simple example illustrates the occurrence of
volumetric locking emanating from numerical interpolation of strains in the TET4
element. Consider a nearly-incompressible elastic bar of dimensions 4×2×2 units,
with Young’s modulus E = 1 GPa and Poisson’s ratio ν = 0.4999. The bar is
discretized into 6 TET4 elements as shown in figure 2. The nodal coordinates and
element connectivity list are tabulated in table 1. All the 8 nodes are subjected to
prescribed values corresponding to the displacement field

ux =
xy

2
, uy =

x2

4
−

ν

4(1− ν)
y2, uz = 0 (25)
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Fig. 2 Mesh of TET4 elements subject to nodal displacements for illustrating volumetric
locking.

Node ID 1 2 3 4 5 6 7 8
Coordinates -2,-1,-1 2,-1,-1 -2, 1,-1 2, 1,-1 -2,-1,1 2,-1,1 -2,1,1 2,1,1

Element ID 1 2 3 4 5 6
Connectivity 1, 3, 8, 4 1, 3, 5, 8 3, 5, 8, 7 1, 2, 4, 6 1, 6, 8, 5 1, 4, 8, 6

Table 1 Nodal coordinates and element connectivity for the FE model in figure 2

The normal components of linear strain, corresponding to the prescribed dis-
placement field, is analytically obtained as:

exx =
y

2
, eyy = −

νy

2(1− ν)
, ezz = 0 (26)

The corresponding volumetric strain is given as exx + eyy + ezz = 1−2ν
2(1−ν)y. This

is clearly dependent on the Poisson’s ratio ν and the location y. For the given
geometry y ∈ [−1, 1] and Poisson’s ratio ν = 0.4999 the volumetric strain is
nearly zero. However, for TET4 elements, the volumetric strain due to the use of
the shape functions is clearly non-zero as listed in table 2. The large volumetric
strains induce high spurious dilatational energy that results in element locking and
high stresses.

Strain Element Element Element Element Element Element
Component 1© 2© 3© 4© 5© 6©

exx 0.25 0.25 0.25 -0.25 -0.25 -0.25

eyy 0 0 0 0 0 0

Volumetric 0.25 0.25 0.25 -0.25 -0.25 -0.25

Table 2 Strain components for each TET4 element for the problem in figure 2
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Crystal plasticity constitutive models exhibit isochoric plastic flow, i.e. det Fp =
1. Since plastic strains are significantly larger than elastic strains, the use of TET4
element in CPFE simulations may result in volumetric locking under different de-
formation modes, e.g. bending.

3 Locking-Free Formulations for TET4 Elements

Stabilization of TET4 elements, through node-based uniform strain (NUS) for-
mulation was introduced in [10]. While the NUS method has been successful in
avoiding volumetric locking, spurious zero energy modes were reported in [11]. Al-
ternately, the F-bar patch (FP) formulation [12, 13] has been shown to alleviate
volumetric locking without the reintroduction of spurious zero energy modes. As
an extension to the NUS formulation, a locally integrated B-bar (LIB) element is
developed to stabilize TET4 elements in this paper. The methods are termed in
this paper as locking free stabilized or LFS-TET4 elements. These formulations
are summarized in the context of CPFE formulation in this section.

3.1 Node-based uniform strain (NUS) element formulation

In the NUS formulation, a patch of sub-elements is assigned to each nodal point in
the finite element mesh. Consider Ω̂s,t to denote such a patch assigned to a node
s at time t that is defined as:

Ω̂s,t =

Ns

∑

i=1

Ωi,t
s =

Ns

∑

i=1

αi
s Ω

i,t (27)

Ns corresponds to the number of TET4 elements attached to the node s, Ωi,t
s is

the volume contribution of the i− th TET4 element to the patch Ω̂s and αi
s is a

scalar weighting factor. For 3D meshes, αi
s = 1

4 . Figure 3a illustrates a 2D patch
construction method for a node s, while figure 3b shows the partitioning of a 3D
TET4 element to generate its contribution Ωi,t

s to the patch.

Within each patch, the linear strain increment ês is taken to be uniform and
obtained as the average value from surrounding elements, i.e. :

ês =
Ns

∑

i=1

wiei,t =
Ns

∑

i=1

wiBi,t∆qi = B̂
s,t

△q̂s (28)

where wi is a relative volume-based weight for element i and B̂
t,s

is the gradient
matrix associated with the patch s that is obtained by assembling Bi,t from sur-

rounding elements with weight wi. From equation (27) wi = 1
4

Ωi,t

Ω̂s,t
. △q̂s is the

displacement increment vector associated with the patch s, obtained by assembling
qi from surrounding elements. Nodal averaging of the gradient of displacement in-
crement ∂△u

∂xt is obtained in the same way as:

[

∂△u1

∂xt
1

∂△u1

∂xt
2

∂△u1

∂xt
3

· · · ∂△u3

∂xt
1

∂△u3

∂xt
2

∂△u3

∂xt
3

]T

patch s
=

Ns

∑

i=1

wiGi,t △qi = Ĝ
s,t

△q̂s

(29)
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(a) (b)

Fig. 3 (a) 2D patch construction for node s; (b) 3D volume partitioning Ω
i,t
s for node s, in

the NUS method .

Ĝ
s,t

is the gradient matrix associated with the patch s created by assembling Gi,t

from surrounding elements with weight wi. From equation (7), (28) and (29) it
is seen that the strain increment △E over the patch is uniform, which makes the
cumulative strain uniform as well.

The linearized weak form (8) with constant strain patches is represented for
the discrete model as:

Nnodes
∑

s=1

∫

Ω̂s,t

Cs,t : êsδês dΩ̂s,t+

Nnodes
∑

s=1

∫

Ω̂s,t

σ
s,t : δη̂sdΩ̂s,t = Rextt+△t

−

Nnodes
∑

s=1

∫

Ω̂s,t

σ
s,t : δês dΩ̂s,t

(30)
where σs,t is the Cauchy stress, obtained from the constitutive model, and Cs,t

is the crystal plasticity tangent stiffness matrix in node-based patch s. The NUS
formulation assumes that Cs,t and σs,t are also uniform and constant over the
patch s. Thus the one-point numerical integration may be used for each patch and
the crystal plasticity constitutive updates are made for the node of the patch. This
removes volumetric locking through a reduction in the number of incompressibility
constraints. The incompressibility constraint ratio approaches an optimal value of
3. Substituting equation (28) and (29) into equation (30), the tangent stiffness
matrix and internal nodal force vector are derived as:

Kt =

Nnodes
∑

s=1

B̂s,t,T Cs,t B̂s,tΩ̂s,t +

Nnodes
∑

s=1

Ĝs,t,T
σ
∼

s,t Ĝs,tΩ̂s,t (31a)

f intt =

Nnodes
∑

s=1

B̂s,t,T
σ

s,tΩ̂s,t (31b)

This node-based uniform strain (NUS) element has however been reported to ex-
hibit spurious zero or low energy modes in [15]. Such spurious energy modes can
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cause large distortion of the TET4 element and eventually lead to a negative de-
terminant of the Jacobian matrix.

3.2 Locally integrated B-bar (LIB) element

Several stabilization methods have been developed to overcome the zero-energy
modes in the original NUS formulation [11, 15]. These methods are based on split-
ting the stress or the tangent stiffness matrixC. Such decomposition is not however
possible in CPFE analysis with anisotropic elasto-plastic stiffness matrix C. To
overcome this issue, a locally integrated B-bar (LIB) based element is proposed in
this paper. Following procedures in [42], the linear strain increment is decomposed
into volumetric and deviatoric parts by splitting the gradient matrix B in this
formulation, i.e.

e = evol + edev = Bvol△q+Bdev△q (32)

Only the volumetric part of the linear strain increment evol is assumed to be
uniform inside the patch for each node to reduce constraints. For node s, the
uniform volumetric strain increment ês,vol is obtained as:

ês,vol =

Ns

∑

i=1

wiei,vol =

Ns

∑

i=1

wiBi,vol△qi = B̄s,vol△q̂s (33)

B̄
s,vol

is the volumetric part of the gradient matrix associated with patch s that is
assembled from surrounding element Bi,vol’s with weights wi. The deviatoric part
of the strain increment edev is constant over each TET4 element. This leads to
two separate distributions of the volumetric and deviatoric strain increment over
the domain, as illustrated in figure 4.
Each TET4 element is divided into 4 equal sub-domains. Within each sub-domain,
the volumetric and deviatoric parts of the strain increment are constant. The strain
increment in a sub-domain Ωi,s is thus represented as:

ēi,s = ēs,vol + ei,dev = B̄s,vol△q̂s +Bi,dev△qi = B̄i,s△q̂s (34)

B̄i,s is the modified gradient matrix associated with sub-domain Ωi,s. Note that
△qi is contained in △q̂s as shown in equation (28). Thus it allows the additive
decomposition B̄i,s = B̄s,vol+Bi,dev. Analogous to B, the 9× 12 gradient matrix
G can be split into volumetric and deviatoric parts i.e. G = Gvol + Gdev. The
explicit form of Gvol is :

Gvol =
[

Gvol
n1 ,G

vol
n2 ,G

vol
n3 ,G

vol
n4

]

(35)

where n1, ..., n4 are the local node indices in the element. For any a ∈ [n1, ..., n4],
Gvol

a is explicitly written as:

Gvol
a =





























G1 G2 G3

0 0 0
0 0 0
0 0 0
G1 G2 G3

0 0 0
0 0 0
0 0 0
G1 G2 G3





























(36)
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Fig. 4 Strain distributions in the patch, tetrahedron and sub-domain of tetrahedron in the
LIB method.

where Gi =
∂Na

∂xi
and Na is the shape function associated with node a. Substituting

Gvol and Gdev, the 9× 1 displacement gradient vector in the sub-domain Ωi,s is
expressed as:

[

∂△u1

∂xt
1

∂△u1

∂xt
2

∂△u1

∂xt
3

· · · ∂△u3

∂xt
1

∂△u3

∂xt
2

∂△u3

∂xt
3

]T

Ωi
s

= Ḡ
s,vol

△q̂s+Gi,dev △qi = Ḡ
i,s

△q̂s

(37)
Correspondingly, the linearized weak form (8) with constant strain sub-domains
reduces to:

Nsub−tet
∑

i=1

∫

Ωi,t

Ci,t : ēiδēi dΩi,t+

Nsub−tet
∑

i=1

∫

Ωi,t

σ
i,t : δη̄idΩi,t = Rextt+△t

−

Nsub−tet
∑

i=1

∫

Ωi,t

σ
i,t : δēi dΩi,t

(38)
where Nsub−tet (= 4 × Ne) is the total number of sub-domains and Ωi,t is the
sub-domain volume at time t. σi,t and Ci,t are updated using the crystal plasticity
constitutive models. Again it is assumed they are uniform and constant over the
sub-domain i and one-point numerical integration can be used.

Ci,t+△t and σi,t+△t depend on the deformation gradient Ft
0, as well as other

history-dependent state variables. In the LIB element formulation, the evaluation
of Ft+△t

0 in each sub-domain must be consistent with the interpolation of strain
with B̄. This is achieved using the following relation:

Ft+△t
0 = Ft+△t

t Ft
0 =

(

I+
∂△u

∂xt

)

∂△xt

∂x0
=
(

I+ Ḡt△q
) ∂△xt

∂x0
(39)



Locking-free formulation for CPFE simulations 15

Substituting equations (34) and (37) into (38), the tangent stiffness matrix and
internal nodal force vector in the LIB element formulation are expressed as:

Kt =

Nsub−tet
∑

i=1

B̄i,t T Ci,t B̄i,tΩi,t +

Nsub−tet
∑

i=1

Ḡi,t T
σ
∼

i,t Ḡi,tΩi,t (40a)

f intt =

Nsub−tet
∑

i=1

B̄i,t T
σ

i,tΩi,t (40b)

The LIB element selectively reduces the volumetric strain components over the
node-based patch and keeps the deviatoric strain components unchanged in each
tetrahedral element. This stabilization method effectively alleviates volumetric
locking without introducing spurious zero-energy modes.

3.3 F-bar patch-based (FP) element

The F-bar patch (FP) based stabilization method has been proposed in [12] for
relieving volumetric locking in lower order tetrahedral elements. The F-bar patch
method modifies the deformation gradient for stress tensor calculations such that
incompressibility is enforced in the element in a weak sense, rather than a point-
wise enforcement.

The Cauchy stress at the end of a time interval [t, t+△t] may be computed
in terms of the deformation gradient and state variables αt at time t as:

σ
t+△t = σ

(

αt,Ft+△t
)

(41)

The deformation gradient is decomposed into isochoric and volumetric components
as:

F = FisoFvol where Fiso = (detF)−
1

3 F and Fvol = (detF)
1

3 I (42)

In the original F-bar formulation for four-node quadrilateral and eight-node hexa-
hedral elements in [21], F is first calculated at all Gauss quadrature points, as well
as F0 at the element centroid. Subsequently, the stabilized deformation gradient
F̄ at the Gauss points are obtained by replacing the volumetric component with
its value at the centroid, i.e.

F̄ = Fiso (F0)vol =

(

detF0

detF

) 1

3

F (43)

This implies that the determinant of F̄ within the element is equal to the deter-
minant of F0. Thus, incompressibility in the constitutive model is enforced only
at the centroid of the element, rather than at all Gauss points. The constitutive
model is then solved at Gauss points using F̄, i.e.

σ
t+△t = σ

(

αt, F̄
t+△t

)

(44)

This methodology has been effective in overcoming volumetric locking for bilinear
quadrilateral and trilinear hexahedral elements in [21]. However it is not directly
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applicable to linear tetrahedral elements as they have only one Gauss point located
at the element centroid. Additionally the deformation gradient is constant in the
element and hence, F̄ in equation (43) becomes:

F̄ = F0 = F (45)

Clearly, this relation will not help in overcoming volumetric locking in TET4 el-
ements in the incompressibility limit. A modified formulation has been proposed
in [12] where constitutive incompressibility is enforced over a patch of elements,
rather than in each element. This requires that elements in the mesh be assigned
to non-overlapping patches as illustrated in figure 5 in 2D. Let P denote a set of

Fig. 5 Patch of elements in the F-bar-patch method

elements forming a patch. The modified deformation gradient for element K ∈ P,
is defined as

F̄K =

[

Ωt+△t
patch

Ω0
patch detFK

]
1

3

FK (46)

where Ωt+△t
patch and Ω0

patch are respectively the current and undeformed volumes of
the patch P, calculated as:

Ω0
patch =

∑

K∈P

ΩK,0 , Ωt+△t
patch =

∑

K∈P

ΩK,t+△t (47)

It is noteworthy that F-bar patch method reduces to the conventional tetrahedral
element formulation if each element is identified with a patch. Adding more ele-
ments to the patch relaxes the incompressibility constraint ratio and helps relieve
volumetric locking. However, the presence of too many elements in a patch may
result in spurious energy modes. Through numerical experiments, it was inferred
in [13] that 8 elements per patch is adequate for 3D problems without spurious
mechanisms.

The internal force vector in the F-bar patch method is evaluated using the
modified deformation gradient in equation (46) as:

f intK = ΩK,tBK,tT
σ

K,t (48)
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The tangent stiffness matrix has a non-conventional structure in the sense that it
not only depends on the degrees of freedom of the element, but also on the degrees
of freedom of other elements in the patch. The tangent stiffness matrix for element
K is derived as:

KKK = ΩK,t GK,tT a GK,t +

(

ΩK,t

Ωt
patch

− 1

)

ΩK,t GK,tT ℑ GK,t (49a)

KKJ =
ΩK,t2

Ωt
patch

GK,tT ℑ GJ,t, J ∈ P; J 6= K (49b)

Here KKK corresponds to stiffness components whose rows and columns are
associated with the degrees of freedom of element K, whereas KKJ corresponds to
components whose rows and columns are respectively associated with the degrees
of freedom of elements K and J in the patch, s.t. J 6= K. The fourth-order spatial
elasticity tensor a is evaluated at F = F̄ [13], as

aijkl =
1

detF
AimknFjmFln (50)

where A denotes the elasticity tensor derived from the first Piola-Kirchhoff stress
P as Aimkn = ∂Pim

∂Fkn
. ℑ in equation (49) corresponds to the fourth-order tensor

ℑ = 1
3a : (I⊗ I)− 2

3 (σ ⊗ I).

The FP method is flexible to be used for various material constitutive models.
Its implementation in any standard displacement-based FE code is quite straight-
forward as DOFs are merely nodal displacements and constitutive updates are
performed at the element quadrature points. While the calculation of internal
force vector is similar to that for TET4 elements, evaluation and assembly of the
tangent stiffness matrix in (49) requires more attention.

4 LIB and FP Stabilization Methods in Polycrystalline CPFE Models

This section examines the application of LIB and FP induced LFS-TET4 elements
to finite element models of polycrystalline microstructures, incorporating non-local
rate-dependent crystal plasticity constitutive models. A special feature of these
models is that they must account for discrete polycrystalline grain boundaries in
the construction of the FE mesh and associated sub-structures. The constitutive
update algorithms for the time increment between t and t+△t, use implicit time
integration methods [34] to evaluate the Cauchy stress σ̂t+△s,t , slip rates and all
deformation state variables, as well as evaluating the fourth-order tangent moduli
tensor Ct+△s,t. Important steps in the implementation are discussed next.

4.1 Creating stabilization patches conforming to grain boundaries

For polycrystalline microstructures, the node-based patches needed with the LIB
and the FP methods must conform to the grain structures. Consider a node s
located on the grain boundary of a 2D model as shown in figure 6. Slip systems are
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not continuous across the boundary of grains with crystallographic misorientation,
which leads to discontinuities in the plastic strains. With this consideration, the
patch assigned to the node s should not cross grain boundaries. It is not logical to
construct and smooth over a single patch for a grain boundary node that connects
multiple grains. Correspondingly sub-patches that are exclusive to a single grain
are created with representation:

Ω̂s,t = Ω̂s,t
grain1

+ Ω̂s,t
grain2

(51a)

where Ω̂s,t
grain1

=

Ns
grain1
∑

K=1

1

4
ΩK,t and Ω̂s,t

grain2
=

Ns
grain2
∑

J=1

1

4
ΩJ,t (51b)

Here Ns
grain1

and Ns
grain2

correspond to the number of TET4 elements attached
to a node s that is common to grains 1 and 2. This procedure can be generalized
for nodes at triple and quadruple points. The smoothing process, and evaluation
of constitutive variables, tangent stiffness matrix and internal forces, are carried
out separately for each sub-patch.

Fig. 6 Constructing sub-patches for nodes on grain boundary in polycrystalline microstruc-
tures.

4.2 Evaluating GNDs using a super-convergent patch recovery method

Numerical evaluation of {Λ} requires computing the derivatives of the plastic
deformation gradient. This renders the model to be non-local. Using the linear
TET4 shape functions, the Nye tensor is evaluated at any given point inside an
element as:

Λij = εjrs
∂F̂ p

ir

∂x0
s

= εjrs

4
∑

α=1

(

F̂ p
ir

)α ∂Nα

∂x0
s

(52)



Locking-free formulation for CPFE simulations 19

where εjrs is the permutation tensor component,
(

F̂ p
ij

)α

are components of the

nodal plastic deformation gradient tensor and Nα are shape functions.

An appropriate interpolation technique should be adopted for calculating the
nodal plastic deformation gradient tensor to avoid numerical error in evaluating
GND densities resulting in spurious high local stresses. The super-convergent patch
recovery (SPR) method in [43] is deemed to be the most appropriate method for
this purpose. The SPR method evaluates nodal values inside a super-convergent
patch Ωp by interpolating the variables using a higher order polynomial expansion
as:

F p
ij(x) = [P(x)] {a}ij (53)

where F p
ij(x) represents a higher order representation of components of plastic

deformation gradient at a point x in the patch. [P(x)] is the interpolation matrix
containing polynomial basis functions as:

[P(x)] =
[

1, x, y, z, x2, y2, z2, xy, yz, zx, ...
]

(54)

{a}ij is the coefficient vector that is obtained by least squares minimization of the
difference between the function in equation (53) and known values of F p

ij at the
quadrature points of the elements in the patch. The functional to be minimized
with respect to {a}ij is

f({a}ij) =

NP
∑

I=1

(

F p
ij(x, y, z)− [P(x, y, z)] {a}ij

)2

I
(55)

NP is the number of elements in the super-convergent patch. The solution to this
minimization problem is given in [43] as:

{a}ij = [X]−1 {y}ij (56)

where

[X] =

NP
∑

I=1

[P(x, y, z)]TI [P(x, y, z)]I (57a)

{y}ij =

NP
∑

I=1

[P(x, y, z)]TI F p
ij(x, y, z)I (57b)

Nodal values of F p
ij are evaluated using equation (53). The super-convergent

patches can be defined separately for each node by selecting the appropriate
surrounding elements. The selection of this patch is important to avoid the ill-
conditioning of X. Typically normalized coordinates are used in the construction
of [P(x, y, z)] [43] as:

x̄ = −1+2
x− xmin

xmax − xmin
, ȳ = −1+2

y − ymin

ymax − ymin
, z̄ = −1+2

z − zmin

zmax − zmin
(58)

Subscripts max and min correspond to the maximum and minimum coordinates
in the patch. The normalized coordinates lie within the bounds −1 ≤ x̄ ≤ 1,
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−1 ≤ ȳ ≤ 1, and −1 ≤ z̄ ≤ 1. A weighted least square method is used in this
work that can be used with large patches without discrimination. In this method, a
weighting function is used which exponentially decays with the distance of the node
from the element centroids in the patch. The functional in (55) is correspondingly
modified as:

f({a}ij) =

NP
∑

I=1

wI

(

F p
ij(x, y, z)− [P(x, y, z)] {a}ij

)2

I
(59)

The exponentially decaying weight is chosen as wI = exp(−dI/α). dI is the dis-
tance from the centroid of I th element in the patch to the node in question and α
is the decay length. It is selected such that enough elements lie within this decay
length to yield a recovery matrix [X] with a good condition number.

5 Numerical Examples and Discussions

The performance of the locally integrated B-bar (LIB) and F-bar patch (FP) based
TET4 elements in CPFE analysis of polycrystalline materials is studied in this
section. A standard patch test is performed in the first example. Subsequently
an elastic bending problem and several crystal plasticity examples, including a
bicrystal compression test, polycrystalline beam bending and constant strain rate
deformation of a polycrystalline aggregate, are solved. The results are compared
with those of the standard TET4 element. When possible, the 8-noded hexahedral
element with B-bar stabilization method is used to generate reference solutions for
comparison. The computational costs for different element formulations are then
compared for a crystal plasticity problem. For crystal plasticity problems, two
low-symmetry HCP metallic alloys, viz. a magnesium alloy AZ31 and titanium
alloy T i6Al, are chosen for numerical simulations. For Mg alloy simulations, the
constitutive model presented in section 2.1 is used, while a constitutive model
described in [2] is used for Ti alloys.

5.1 Element patch test

The patch test is a necessary condition that should be satisfied for all elements in
a finite element ensemble. This test is performed on a 20×20×40 cube discretized
into 48 TET4 elements with 8 nodes on the outer surfaces and 13 nodes inside the
cube. The material is assumed to be isotropic, linear elastic. Nodal displacements
on the outer surfaces are prescribed using linear functions as:

△u1 =
z + 20

200
−

x− 10

100
, △u2 =

z + 20

200
−

y − 10

100
, △u3 = 0 (60)

Nodal displacements inside the cube are calculated for NUS, LIB and FP based
TET4 elements. A norm of the displacement error is defined as:

errdis =

∑8
α=1

∑3
i=1

(

uexact
α i − uFE

α i

)2

∑8
α=1

∑3
i=1 (u

exact
α i )2
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For both LIB and FP elements errdis ≤ 2.22 × 10−15 and hence they pass the
standard patch test. The NUS element, however, does not pass the patch test
since the determinant of the Jacobian of some elements becomes negative and
the elements undergo non-physical distortion. This corresponds to the presence of
spurious modes in NUS element.

5.2 Bending of an elastic beam

In this example, a nearly incompressible elastic beam, subjected to a bending
moment, is solved using the LIB, FP and standard TET4 elements. The material
is isotropic, linear elastic with Young’s modulus E = 300 MPa and Poisson ratio
ν = 0.4999. Dimensions of the beam are 4m × 1m × 1m, which is discretized
into 31758 elements consisting of 6513 nodes. The bending moment boundary
condition is manifested through imposing a linearly distributed normal stress σxx

on the x = 4.0m surface. Displacement boundary conditions are applied on the
surface x = 0.0m to constrain rigid body motion, as shown in figure 7.

Fig. 7 Mesh and boundary condition for the elastic beam bending problem

TET4 elements exhibits volumetric locking for nearly incompressible materials
due to too many incompressibility constraints. To generate a locking-free reference
solution, the beam is solved using 4961 nodes and 4000 8-noded hexahedral ele-
ments with B-bar stabilization [42]. The maximum tip deflections are tabulated in
table 3. The results clearly show that the standard TET4 element suffers from se-
vere volumetric locking, resulting in very stiff behavior. The LIB and FP elements,
on the other hand, provide satisfactory results in comparison with the reference
solution. Convergence of the LIB and FP elements are examined by solving the
beam problem with 5 different meshes consisting of 343, 845, 1246, 2929, 6513
nodes respectively. The tip deflections predicted by the LIB and FP elements with
a patch size of 4 tetrahedrons (FP4) and FP element with a patch size of 8 tetra-
hedrons (FP8) are plotted in the figure 8. The reference solution using 8-noded
hexahedral element with B-bar stabilization is plotted with the dashed line. The
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8-noded hexahedral element Standard LIB element FP element
with B-bar stabilization TET4 element

Beam tip deflection 0.785m 0.271m 0.773m 0.779m

Table 3 Maximum tip deflection of the bending dominated elastic beam at the limits of
incompressibility using different element formulations

FP8 element shows the softest response and its solution is closest to the reference
solution. This is due to the fact that a larger patch in the FP8 element is able to
further reduce the incompressibility constraints. The patch construction for the
LIB element formulation does not involve flexible patch size and it is observed
that this element solution lies between those of FP4 and FP8 for all the meshes.
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Fig. 8 (a) Convergence of the tip deflection for different element formulations. The dashed
line corresponds to the reference solution predicted by 8-noded hexahedral element with B-bar
stabilization. (b) zoomed-in view of (a) showing the difference between LIB, FP4 and FP8
elements.

5.3 Bicrystal compression test

A bicrystal uniaxial compression loading test is simulated in this example to un-
derstand the effect of volumetric locking in crystal plasticity FE analyses. The
loading is applied along Z direction and simulations are conducted using standard
TET4, LIB and FP elements. Grain boundaries are important in crystal plastic-
ity analysis as they produce dislocation pile-ups, stress concentration and often
trigger failure initiation. A flat simple-tilt grain boundary in the bicrystal is cho-
sen in this example. The grain boundary is characterized by crystal orientations,
which have Euler angles [0◦, 0◦, 0◦] and [0◦, 90◦, 0◦] defined in the Z−X −Z con-
vention [44] for crystals 1 and 2 respectively. Both crystals have a dimension of
10µm× 10µm× 10µm, as shown in figure 9a. Displacement boundary conditions
are applied on the top surface and minimum displacement boundary conditions



Locking-free formulation for CPFE simulations 23

(a) (b)

(c) (d) (e)

Fig. 9 (a) Illustration of the boundary conditions and the crystallographic orientations for
the constant strain rate compression test on a magnesium AZ31 alloy bicrystal; distribution
of loading direction stress σzz in the deformed configuration at 5% strain using simulation
results of: (b) 8-noded hexagonal element using B-bar method with a mesh of 18081 nodes, (c)
standard TET4 element with a mesh of 11862 nodes, (d) LIB element with a mesh of 11862
nodes, and (e) FP element with a mesh of 11862 nodes.

are imposed on other surfaces to remove the rigid body modes. The material con-
stitutive models are those of the magnesium alloy AZ31 developed in [34].

This example shows that even for uniaxial loading, volumetric locking is ob-
served in crystal plasticity FE analysis. This can be introduced by the lattice
structure among grains rather than by external loading. From Schmid factor anal-
ysis, plastic deformation is expected to occur primarily on 〈c+ a〉 pyramidal plane
in crystal 1 and 〈a〉 prismatic plane in crystal 2. However dislocation glide may
also occur on other slip systems close to the grain boundary as the local stress
state deviates from average uniaxial stress state due to the lattice mismatch and
plastic strain incompatibilities. Seven different meshes of different density, con-
sisting of 766, 1106, 1583, 2742, 4400, 6421 and 11862 nodes are simulated using
the standard TET4, LIB and FP elements. The reference solution, shown in figure
9b, is obtained by solving a mesh of 18081 nodes using the 8-noded hexahedral
element with the B-bar stabilization method. The distribution of loading direction
stress σzz using the standard, LIB and FP elements are shown in figures 9c-9e re-
spectively. Very high stress concentration is observed at the grain boundary using
standard TET4 element compared to the solution by other stabilized elements.
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Additionally, the result of the TET4 element shows a non-smooth distribution of
the local stress, which is not seen for solutions with the LIB and FP elements. The
error in the stress is evaluated as the L2 norm of the difference with the reference
solution, expressed as:

‖e‖L2 =

[

∫

Ω

(

σij − σref
ij

)(

σij − σref
ij

)

dΩ
] 1

2

(∫

Ω
σijσijdΩ

) 1

2

(61)

where σ and σref are the solution and reference Cauchy stress respectively. The
corresponding error plots for different elements with increasing mesh densities are
shown in figure 10. The average convergence rate for LIB and FP elements is 0.75.
For CPFE analysis, the LIB and FP elements exhibit similar results with much
smaller errors compared to the standard TET4 element.
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Fig. 10 (a) Error plot of ‖e‖L2 with increasing degrees of freedom (DOF). (b) zoomed-in
view of (a) to compare the error between FP8 element and LIB element

For further stability analysis, the hydrostatic stress at the grain boundary is
plotted in figure 11. Unrealistically large hydrostatic stresses are observed with
conventional TET4 elements. With plastic incompressibility, the non-zero volu-
metric strain at each integration point gives rise to a large strain energy that
results in a large hydrostatic stress. LIB and FP elements significantly alleviates
this problem and exhibit a saturation of the hydrostatic stress, which is consis-
tent with the results of the stabilized 8-noded hexahedral element. In contrast, all
element formulations yield nearly the same values of the von Mises stress, as the
deviatoric strain energy is nearly unaffected by volumetric locking for this bicrystal
problem. In real polycrystalline microstructures however, the shear stress compo-
nents are also affected by volumetric locking due to the existence of complex grain
boundary patterns.
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Fig. 11 Evolution of maximum of local hydrostatic stress with strain for different element
formulations.

5.4 Bending of a polycrystalline cantilever beam

The effect of volumetric locking on bending of a polycrystalline T i6Al cantilever
beam is investigated in this example. The beam is 2000µm long with a square
cross-section of 300 × 300µm2, as shown in figure 12a. It consists of 327 grains
that are cumulatively discretized into 276544 TET4 elements as shown in figure
12a. All 3 translational degrees of freedom are fixed on the left end. A linearly
increasing shear traction is imposed in the Y direction on the right end to bend
the beam mainly about the Z direction.

Distribution of the effective plastic strain by the different element formulations
are plotted in figure 12. At early stages of deformation, the response is primarily
elastic and all element formulations predict nearly the same tip deflection with
almost no locking. With increasing deformation, the material starts to deform
plastically near the fixed end as seen in figure 12b. This leads to formation of a
plastic hinge near the clamped end, where the maximum bending moment occurs.
As the material undergoes more plasticity near the fixed end further enhances
the plastic hinge mechanism and overall rotation is facilitated. Volumetric locking
causes less plastic strain with TET4 element than the other two leading to signif-
icant under-prediction of the tip deflection.

Figure 13 shows the distribution of hydrostatic stress on the XY face of the
beam. A checkerboard type pattern is observed for the analysis done by TET4
elements near the fixed end of the beam where plastic strain is significant. These
fluctuations are nearly eliminated in the results from the FP and LIB elements.



26 Jiahao Cheng 1 et al.
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Fig. 12 (a) Schematic of a 327-grain T i6Al polycrystalline beam showing misorientation
distribution; (b) distribution of effective plastic strain for different element formulations after
324s

TET4 element

FP8 element

LIB element

Tensile
Compressive

X

Y

Fig. 13 Distribution of hydrostatic stress on XY face of the beam after 324s using different
element formulations.
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Fig. 14 A 540-grain polycrystalline microstructure of Ti6Al alloy discretized into 583432
TET4 elements.

5.5 Constant strain-rate deformation of a polycrystalline microstructure

CPFE analysis, using different element formulations is performed to investigate
the effects of volumetric locking on the response of a polycrystalline microstructure
under constant rate of deformation. The 680×680×680µm3 T i6Al polycrystalline
microstructure consists of 540 grains. A constant rate of deformation ǫ̇ = 9 ×
10−5s−1 is applied in the [001] direction as shown in figure 14 corresponding to
the pole figures. Figure 15a shows the results of simulations using different element
formulations. In the elastic regime, all formulations predict the same macroscopic
response since the material is elastically compressible. With increasing plasticity,
response obtained from TET4 element suffers volumetric locking and shows a
stiffer response with a higher rate of hardening in comparison with the response
predicted by FP8 and LIB elements.The FP8 and LIB elements predict almost the
same response. The distribution of hydrostatic stress after 800s, corresponding to
nearly %7 strain, in figure 15b clearly shows that TET4 element tends to over-
predict hydrostatic stresses. It is observed that the FP8 and LIB elements perform
equally well and their results have the same distributions.

5.6 Micro-twin nucleation in polycrystalline magnesium

Micro-twin nucleation in magnesium alloys is of significant interest for a wide
range of applications [45–48]. The effect of volumetric locking in CPFE analysis
with respect to micro-twin nucleation is illustrated in this example. A detailed
CPFE framework has been established in [34] with the capability of capturing
microstructural twin nucleation. The model considers non-planar dissociation of
a sessile pyramidal 〈c+ a〉 dislocation into a stable twin nucleus, which can prop-
agate under applied in-plane shear stress and leave behind a sessile stair-rod dis-
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Fig. 15 Comparison of (a) loading-direction true stress-strain response of polycrystalline Ti-
6Al alloy under uniaxial tension in the [001] direction, and (b) distribution of hydrostatic stress
in the polycrystalline microstructure after 800s, by the different methods.

location to conserve the Burger’s vector. Energetic analysis of the dissociation
process using 3D elastic theory of dislocations suggests that a stable twin nucleus
will form if the following energy-based criteria are satisfied:

Eini ≥ Etw(d = 0) + Er and

Eini > EF (ds, τtw) ∀ ds > 2r0 (62)

where Eini is the initial energy of the system given by the self-energy of the ses-
sile 〈c+ a〉 dislocation before dissociation. After dissociation occurs, Etw is the
self-energy of the twinning dislocation loop, Er is the self-energy of the stair-rod
dislocation, d is the separation distance between the front segment of twinning
dislocation loop and the stair-rod dislocation. EF is the post dislocation energy
of the system after dissociation. The first criterion states that the formation of
the two partial dislocations are energetically favorable only if the initial energy
exceeds the energy of the two partials before any further separation. The second
criterion states that the equilibrium separation is energetically favorable and the
process is irreversible if the final energy at a saddle point is less than the initial en-
ergy, and the saddle point must exceed a threshold separation distance (ds > 2r0).
Critical twin nucleation parameters in equation (62) have been calibrated from
experiments in [34].

The CPFE simulation of micro-twin nucleation is conducted on a statistically-
equivalent 40µm × 40µm × 40µm virtual microstructure of the polycrystalline
Mg alloy AZ31, as shown in figure 17. The virtual microstructure is constructed
using the DREAM.3D software [49] following methods described in [50, 51]. It
contains 103 grains with an average grain size of 10µm, and matches morphologi-
cal and crystallographic statistics with electron back-scattered diffraction (EBSD)
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data obtained from experiments in [52, 53]. The microstructure is discretized into
113425 tetrahedral elements with 21463 nodes. Displacement boundary conditions
at a rate of 0.004µm/s are applied on the two surfaces in Y-direction, which tend
to bend the microstructure about X-axis on Y-Z plane

Fig. 16 Schematic of the applied bending boundary condition to polycrystalline Mg alloy
AZ31, and the {0001} and {101̄0} pole figures showing the texture of the polycrystalline
microstructure.
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Fig. 17 (a) Stable micro-twin dissociation distance as a function of loading time, and (b)
loading direction stress at a material point in the center with loading time.

CPFE simulations using TET4 element (simulation A), F-bar patch element
with a patch size of 8 tetrahedrons (FP8) (simulation B) and LIB element (sim-
ulation C) reveal the difference when locking is removed. The predicted twin nu-
cleation is plotted in figure 17a. The simulation using TET4 elements shows a
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(a) (b)

(c)

Fig. 18 GND densities distribution at the middle section after 500s using: (a) TET4 elements,
(b) FP8 elements, and (c) LIB elements.

much earlier twin nucleation time (97 seconds) than that using the LIB element
(160 seconds) and FP8 element (180 seconds). This difference is due to the dif-
ference in stress states predicted by the two element formulations. For the same
level of displacement on the two surfaces, the conventional TET4 element shows a
much stiffer response with much higher stresses. This is shown in figure 17b where
the loading direction stresses at the material point from which twin nucleates
are plotted. The non-physical stresses leads to a unrealistic external work in the
TET4 elements to separate twin partials from stair-rod dislocations and result in
an early twin nucleation prediction. Thus it inaccurately predicts material failure
in polycrystalline microstructures. This is clearly remedied with the locking-free
elements. It is noticed that the FP8 element shows a slightly higher level of locking
removal than LIB element elements, due to a better constraint ratio. Comparison
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of the GND densities in figure 18 reveals that the simulation using LIB elements
and FP8 elements shows highest GND concentrations close to grain boundaries.
Volumetric locking in TET4 elements predicts a stiffer response to bending and
constrained lattice distortion, which results in lower GND density.

6 Computational Efficiency with Different Element Formulations

Methods of alleviating volumetric locking in either the LIB or FP elements result
in more computational costs in comparison with the conventional TET4 element.
The CPU time spent for LU factorization of the tangent stiffness matrix and
element-level calculations, including computation of residual force and tangent
stiffness matrix, are compared for efficiency of the three formulations. Only one
processor is used in all the simulations to rule out the effects of improper paral-
lel computing algorithms, if any, on the reported CPU times. LU factorization is
carried out using the SuperLU package [54].

A small T i6Al microstructure with 14 grains that is discretized into 2141 ele-
ments is considered for the efficiency study. The CPU times expended for LU fac-
torization and element-level calculations for one iteration in the Newton-Raphson
solution scheme are compared in table 4. The CPU time spent on LU factorization
for locking-free elements is more than that for TET4 elements. This is due to the
fact that more degrees of freedom are connected to one another in FP and LIB
formulations. This makes the bandwidth of the tangent stiffness matrix larger and
more vector operations are needed for LU factorization. The factorization for FP
elements takes less time than LIB elements since the bandwidth of the former tan-
gent stiffness matrix is generally smaller. In regard to element-level calculations,
the FP elements take slightly longer time than TET4 elements. This is mostly due
to calculating the modified deformation gradient in the patch, calculating and as-
sembling the cross-stiffness matrix KKJ in equation (49). The LIB elements take
significantly longer time to perform element-level calculations since each element is
divided into 4 sub-tetrahedrons where the constitutive law is solved. The number
of constitutive updates and assembly processes increases the CPU times for the
LIB element. From this study, it is deemed that FP elements are preferred over
LIB elements in CPFE simulations from an efficiency point of view.

Element Formulation Time spent for Time spent for
LU factorization (s) element-level calculations (s)

TET4 0.098 0.832
FP 0.145 1.175
LIB 0.186 27.072

Table 4 Comparison of CPU time for different element formulations.
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7 Summary and Conclusions

This paper examines three methods to overcome volumetric locking in 3D constant
strain tetrahedral (TET4) elements and augments them for crystal plasticity fi-
nite element or CPFE analysis of of polycrystalline metals and alloys. The three
methods include node-based uniform strain (NUS) element, the locally integrated
B-bar (LIB) element and the F-bar patch (FP) based element that incorporate
stabilization patches for selectively integrating parts of the constitutive relations.
The LIB element splits the gradient operator matrix into isochoric and volumetric
components and then reduces the incompressibility constraint by smoothing the
volumetric component within the patch. The FP element changes the deformation
gradient tensor at each integration point to volume-averaged value within each
patch. Both the LIB and FP elements provide stabilized solution without intro-
ducing spurious low-energy modes as with the NUS element. These elements also
do not require isotropy in the material tangent stiffness tensor and can be applied
to any constitutive law. Both of these elements pass the element patch test.

Various finite deformation CPFE simulations are conducted to investigate the
performance of LIB and FP elements in eliminating volumetric locking. Bending
simulations of a nearly incompressible elastic bar show that both the LIB and FP
elements provide satisfactory results and converge to the reference solution. The
FP element is capable of providing slightly better result than the LIB element
for an optimal patch size. CPFE simulations of polycrystalline magnesium and
titanium alloys under various loading modes reveal that these elements are able to
relieve volumetric locking present with linear TET4 elements. The effects of lock-
ing are dominant near grain boundaries and cause locally high hydrostatic stresses
and low plastic strains. The LIB and FB elements stabilize the displacement, lo-
cal stresses and plastic strains, and GND distributions in CPFE analyses. Linear
convergence rates are seen in bicrystal compression tests. In modeling micro-twin
induced material failure in polycrystalline microstructures of AZ31 alloy, signifi-
cantly premature micro-twin nucleation time is predicted by linear TET4 elements.
This can be overcome by using the LIB or FP elements in CPFE analyses. Finally,
when computational efficiency is considered the FP element outperforms the LIB
element with a considerably lower simulation time. The fact that LIB element per-
forms constitutive updates once for each sub-tetrahedrons, increases the number
of Gauss points and slows down the simulations. From both accuracy and effi-
ciency consideration,the FP element is deemed more suitable for stabilized CPFE
analysis.
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A Evaluation of the tangent stiffness matrix

In this appendix, the tangent stiffness tensor Ct in equation (8) is derived from the crystal
plasticity constitutive model. Ct at time t is expressed as:

Ct =
1

detFt
0

(

Ft
0⊗Ft

0

)

: C0 :
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0
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where C0 has been derived in [55] as:
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with

S∗ = (detFp)−1FpSFpT (65a)

∂S∗

∂E
=



I⊗I+

Nslip
∑

α

(

Cα ⊗
∂△γα

∂S∗

)





−1 

Aα −

Nslip
∑

α

△γαBα



 (65b)

A = Ce :
(

Fp−1

⊗Fp−1
)

(65c)

Bα = Ce :

[

Fp−T

⊗
(

Fp−1

sα0

)T
+

(

Fp−1

sα0

)T
⊗Fp−T

]

(65d)

∂Fp

∂E
=

Nslip
∑

α

(sα0F
p)⊗

(

∂△γα

∂S∗

∂S∗

∂E

)

(65e)

The lower and upper tensor product operators ⊗ and ⊗̄ are defined as
(

A⊗B
)

ijkl
= AikBjl

and (A⊗̄B)ijkl = AilBjk. Ct is a function of path-dependent state variables, i.e. Ct =

Ct
(

Ft,Fpt, γ̇t, ...
)

. The time-integration algorithm developed in [34] is implemented here to

incrementally update state variables. The fourth order tensor Ct is written as a 6× 6 matrix,
using the property of major symmetry, for implementation to finite element weak form.
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Abstract

Dislocation motion in metals is governed by the thermally-activated and drag-
dominated processes under low and high rates of deformation, respectively. This
work develops a unified dislocation density-based crystal plasticity (CP) con-
stitutive model for hcp metals by combining the thermally-activated and drag-
dominated stages of dislocation slip. The model is suitable for modeling defor-
mation under a wide range of strain rates. The effects of temperature on both
elasticity and plasticity are considered and carefully calibrated using experimen-
tal results. The proposed constitutive model is incorporated into a stabilized
locking-free large deformation finite element (FE) framework. Competency of
the methodology is demonstrated for two types of Ti-7Al alloy polycrystals. For
simulations, the CPFE model uses the image-based virtual polycrystalline mi-
crostructures generated from 2D surface data. Room temperature compression
tests at quasi-static (10−3s−1) and dynamic strain rates (1000 - 4000s−1) are
used to calibrate and validate the constitutive model. Rate-dependency of the
flow stress is investigated at both single and polycrystalline levels. An elastic
overshoot followed by a stress relaxation is observed at very high strain rates
in single crystals. In the polycrystalline level, the model is observed to effec-
tively capture the increase in the rate sensitivity at high strain rates. Under
adiabatic conditions, the decrease in the hardening rate due to the promotion of
slip-driven plasticity is observed to be significant. The effect of degradation of
elastic constants on the macroscopic behavior seems to become noticeable only
at the later stages of deformation. A careful study on adiabatic heating revealed
that unexpectedly the the grains undergoing severe plastic deformation do not
necessarily endure higher temperatures. In other words, temperature increase
in severely plastically deformed grains could be lower than the temperature
increase in grains which have undergone a small amount plastic strain.
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activation, drag forces, adiabatic heating

1. Introduction

Titanium alloys are widely used in manufacturing components for automo-
tive and aerospace industries due to their high strength to weight ratio, high
fracture toughness and good corrosion resistance at elevated temperatures. Ex-
tensive use of these alloys in critical industrial and military applications, such5

as compressor blades of jet engines and armor of ground combat vehicles [1],
has motivated researchers to understand, measure and tailor the mechanical
properties of these alloys over a wide range of strain rates and temperatures.
Of special interest has been the mechanical response of these alloys under high
rates of deformation [2–6] and failure under cyclic/dwell fatigue [7–9]. Over the10

years, these experimental observations have provided modelers with enlighten-
ing insight to develop new constitutive models and methodologies to explain
many of the observations from a computational mechanics point of view and
hopefully help designers design components with a better understanding of the
failure modes and expected lifetime of the components.15

One of the most powerful methods developed in the past two decades for
modeling material behavior is crystal plasticity finite element method (CPFEM).
Its advantages inhere within its capability to describe the mechanical anisotropy
and material heterogeneity via micro-mechanism-based constitutive laws, which
could be informed from multiple length-scales ranging from sub-grain level to20

the polycrystalline level [10]. The accuracy of CPFE models and their capa-
bility in prediction of material response in polycrystalline level are dependent
on majorly three factors, including creation of a virtual realistic polycrystalline
aggregate model, utilization of a robust element formulation for finite element
calculations and description of material response with a proper constitutive law.25

Accuracy of CPFE models have significantly improved over the past few
years due to the advances in image-based modeling and reconstructing statis-
tically equivalent polycrystalline aggregates using the collected 2D or 3D data
[11–13]. This is a crucial step toward understanding the macroscopic behavior
of the material in terms of its morphological and crystallographic properties.30

Development of meshing codes and software products [14] which can discretize
the complex polycrystalline microstructures into simple finite elements has been
also instrumental in paving the way towards realistic CPFE simulations.

In order to carry out a finite element analysis, it is required that the elements
conform to the geometry of the computational domain. This requirement has35

an implication for CPFE analysis of polycrystalline aggregates. Linear constant
strain tetrahedral elements are used to discretize the polycrystalline aggregates
due to the complex morphology of grains and the magnificent capability of
these elements to conform to tortuous geometries. However, these elements suf-
fer from severe volumetric locking when simulating the deformation of (nearly-)40

incompressible materials. Various methods have been proposed to relieve volu-
metric locking in tetrahedral elements, for instance node-based uniform strain
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formulation [15, 16], F-bar-patch method [17] and mixed enhanced formulation
[18]. Since plasticity is inherently isochoric, volumetric locking of tetrahedral
elements is highly relevant to the CPFE simulation; however, its detrimental45

effect on the solution has been generally overlooked by the materials modeling
community. The adverse effects of volumetric locking on predicting the response
of microstructures in 2D [19] and 3D [20] have been shown recently. In this work,
the model proposed in Cheng et al [20] is used to relieve volumetric locking in
CPFE simulations.50

Describing the material response with a proper constitutive law plays a key
role in the success of the CPFE models to represent the behavior of the material.
The most critical part of a CP constitutive law is the flow rule which interrelates
the the local material state (e.g. dislocation density) and local stress state with
the kinematics (e.g. slip rates). Suitability of a constitutive law for a certain55

application inheres in how rigorously the flow rule can capture the governing
deformation mechanism(s). Selection of the proper type of flow rule is largely
problem-dependent since flow rules are developed on the premise of certain
assumptions and pose some limitations with respect to their use. The most
commonly used expressions for the flow rule are the phenomenological power-60

law model [21], Arrhenius-type activation energy-based model [22] and linear
model [22].

• The power-law model is a simple and yet effective flow rule for modeling
materials deforming under low strain rates. This flow rule could be also
used for modeling moderately high strain deformations, provided that the65

effects of temperature increase on the plastic flow are taken into account.

• Arrhenius-type activation energy-based model [23, 24] is applicable as
long as the dislocation glide is governed by the thermally-activated pro-
cesses, e.g. deformations under low up to moderately high strain rates
(104 ∼ 105s−1). Since this flow rule has explicit dependence on the tem-70

perature, it can be effectively used for simulating phenomena which are
highly temperature-dependent such as dwell fatigue in Ti alloys [25, 26].

• The linear flow rule is suitable for modeling metals deforming under
strain rates exceeding 105s−1 where the dislocation motion is administered
by the drag-dominated processes.75

Deriving a rate-dependent physics-based flow rule whose application is not
limited to a certain range of strain rates is desired. Using such a flow rule is
encouraged in simulation of polycrystalline aggregates where the local stress
and strain rates might be lower or higher than the applied macroscopic stress
or strain rate. For instance, in Ti alloys under applied creep load σapp, stress80

redistribution happens locally in the microstructure due to the grain-level load
shedding from the soft grains to the adjacent hard grains [27]. This is known
as load-shedding mechanism which induces stresses higher than σapp in the hard
grains while the stress in the adjacent soft grain could be lower than σapp.
Similarly, a polycrystalline microstructure which is macroscopically deforming85
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under a very high strain rate (in the range of applicability of linear flow rule)
could locally undergo a lower rate of deformation (in the range of applicability of
activation energy-based flow rule). A new unified flow rule is sought which could
be used for both low and high rates of deformation. This unified flow rule should
automatically adjusts its functional form based on the local deformation rate ,90

local stress state and internal state variables. Such a flow rule can be obtained
based on some physical considerations via combining the thermally-activated
and drag-dominated stages of dislocation motion.

Valuable works have been done towards deriving a unified flow rule by for-
mulating new formulations for average velocity of dislocations. Frost and Ashby95

[28] were the first to propose a dislocation velocity formulation based on com-
bining the thermal activation and drag mechanisms. Dislocation inertial models
were later developed to model plasticity in superconducters [29, 30]. Hiratani
and Nadgorny [31] developed a unified model to study dislocation motion in
2D through an array of obstacles in a prototype fcc metal. A similar unified100

model was implemented in a discrete dislocation dynamics code to model dislo-
cation behavior in fcc metals under creep conditions [32]. Unified flow rules were
developed in the context of macroscale J2 plasticity for modeling deformation
behavior of bcc vanadium and tantalum [33, 34]. Recently, Austin and McDow-
ell [35] developed a unified flow rule to model visco-plastic deformation of fcc105

aluminum alloys under shock loading using a dislocation density-based crystal
plasticity framework. Most of the works on the development of a unified flow
rule have been in the realm of analytical models or modeling motion of discrete
dislocations in a 2D array of obstacles. There are very few works that have
investigated the capability of these unified flow rules in modeling deformation110

of polycrystalline aggregates within the framework of CPFE analysis. In this
paper, we build upon the existing formulations in the literature and extend the
idea of unified flow rules to the CPFE simulation of hcp metals, Ti alloys in
particular.

In this paper, the mechanical response of an α Ti alloy with two different115

microstructures (due to different methods of material processing) is investigated
under low and high rates of deformation. Section 2 discusses the materials and
explains the procedure of reconstructing statistically equivalent microstructures
from collected 2D data. This section concludes with a FE mesh convergence
study. Section 3 provides the details of the quasi-static and dynamic tests. Sec-120

tion 4 discusses the constitutive model in details. Stabilization of the linear
tetrahedral elements will be briefly explained in Section 5. Section 6 discusses
the procedure of calibration and validation of the constitutive models. Numer-
ical results are provided which highlight the rate-dependency of flow stress and
importance of temperature in the context of isothermal and adiabatic simula-125

tions. The paper concludes with some concluding remarks in Section 7.
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2. Materials, reconstruction of statistically-equivalent microstructure
and mesh convergence study

To predict mechanical response of crystalline metals, it is important to rep-
resent relevant morphological and crystallographic features of the microstruc-130

ture, such as grain size distribution, orientation distribution and misorientation
distribution, in the 3D reconstructed virtual microstructures. There are dif-
ferent methods to generate 3D virtual microstructures based on experimental
measurements. Electron back-scattered diffraction (EBSD) data collected from
focused ion beam (FIB)-based serial sectioning of polycrystalline samples could135

be utilized to obtain 3D statistics and generate realistic microstructures [36, 37].
Alternatively if data for serial sectioning of the microstructure is not available,
it is possible to reconstruct virtual microstructures based on the 3D statistical
distributions estimated from the 2D measurements.

In this section, the material used in this study is briefly introduced and140

reconstruction of 3D virtual microstructures from 2D measurements is then
explained in details. A mesh convergence study is then conducted for the CPFE
simulations of statistically-equivalent microstructures.

2.1. Material description

The material studied in this paper is Ti-7.02Al-0.11O-0.015Fe (wt%) alloy145

with a predominant hcp microstructure [38]. The composition of this alloy is
very close to the α phase of many commercially important titanium alloys [9].
Mechanical testing is done on two variants of this alloy in this study, referred
to as the AR (as-rolled) and RA (rolled-annealed) samples. The AR sample
corresponds to the one which has been only rolled whereas the RA sample cor-150

responds to a sample manufactured by first rolling and subsequently annealing
it to improve its ductility and increase the grain size, followed by a cooling
process. Scanning electron microscopy (SEM) based electron back-scattered
diffraction (EBSD) is done under supervision of Dr. Adam Pilchak in the Air
Force Research Laboratory (AFRL) to quantify the texture of large-area EBSD155

scans. The surface EBSD scans for the AR and RA samples are respectively
5425×2190µm2 and 5175×2135µm2, collected at 5µm step size. Figure 1 shows
a part of surface EBSD scans collected for both samples after being processed
to remove noise from the data. Average diameter for equivalent projected circle
in 2D is calculated to be 34.12µm and 83.4µm for the AR and RA samples,160

respectively.

2.2. Reconstruction of virtual microstructures

2D surface EBSD images for both samples are characterized and crystal-
lographic distributions, viz. orientation and misorientation distributions, and
morphological distribution, i.e. distribution of equivalent projected circle di-165

ameters (ECD), are obtained. 2D crystallographic distributions could be di-
rectly used for generating 3D crystallographic statistics; however, it is necessary
to employ stereology [39] to estimate 3D morphological distributions from 2D
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Figure 1: processed EBSD scans and pole figures for the (a) RA and (b) AR samples

measurements. Using the principles of stereology, the average equivalent sphere
diameter (ESD) could be expressed in terms of ECD as170

ESD =
4

π
ECD (1)

It has been observed that a log-normal distribution function can adequately
represent the grain size distribution in Ti alloys [40]. Method of maximum-
likelihood is used to estimate the average and standard deviation parameters
for the grain size distribution function. Eventually both morphological and
crystallographic distributions are fed into DREAM.3D software [13] to create175

3D statistically-equivalent virtual microstructures using the methods described
in [11, 12].

Following the aforementioned steps, several statistically-equivalent microstruc-
tures, with different numbers of grains, are reconstructed for each sample. Fig-
ure 2 shows the convergence of orientation, misorientation, and grain size dis-180

tributions as the number of grains increases in the RA microstructure. Com-
paring the statistical distributions of virtual microstructures with the ones from
2D EBSD data, it is observed that the distributions for the 529-grain RA mi-
crostructure generally show a good agreement; hence, it will be used for the
CPFE simulations. Following the same strategy, a convergence study on the185

distributions is conducted for the AR sample and a 515-grain microstructure
is deemed suitable and used for the CPFE simulations. The reconstructed AR
and RA microstructures are depicted in Figure 3.

2.3. Mesh convergence study

It is necessary to conduct a mesh convergence study with respect to both190

macroscopic and microscopic quantities in CPFE simulations. Simmetrixr soft-
ware [14] is used to discretize the computational domain into linear constant
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Figure 2: Convergence of different distributions with increasing number of grains for the RA
microstructure, (a) orientation distribution, (b) misorientation distribution and (c) grain size
distribution
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Figure 3: Statistically-equivalent microstructures for (a) 960 × 960 × 960µm3 RA polycrys-
talline volume with 529 grains discretized into 536090 linear tetrahedral elements and (b)
300× 300× 300µm3 AR polycrystalline volume with 515 grains discretized into 517023 linear
tetrahedral elements

7



strain tetrahedral (TET4) elements. Deformation of the microstructure un-
der constant rate of deformation ϵ̇ = 1.1× 103s−1 along [100] is modeled using
CPFE simulation. Figure 4 shows the results for two mesh densities with 536090195

and 754916 elements in terms of macroscopic volumetric-averaged stress-strain
response and von Mises stress along an X-directed line passing through the cen-
troid of the RA microstructure. It is inferred from the mesh convergence study
that the 536090-element mesh provides sufficient resolution for the CPFE simu-
lations. Similar mesh convergence study is conducted for the AR microstructure200

where a 517023-element mesh is observed to provide satisfactory convergent re-
sults.

(a) (b)

Figure 4: mesh convergence study for the RA microstructure with respect to (a) volumetric-
averaged loading direction stress-strain response and (b) von Mises stress at 2% strain along
an X-directed line passing through the centroid

3. Mechanical testing of polycrystalline samples

The mechanical response of the material was evaluated through room tem-
perature compression tests at quasi-static (10−3s−1) and dynamic strain rates205

(1000 - 4000s−1). Tests were conducted along the three orthogonal directions
(normal, rolled, and transverse) for both the as-rolled and rolled-annealed ma-
terials. To minimize the frictional effects in all tests, the ends of the specimens
were polished and lubricated.

Quasi-static (QS) tests were conducted on a screw-driven Instron load frame210

under displacement control conditions. The specimens were rectangular with
dimensions 3.5× 3.5× 7mm (aspect ratio of 2). A compression subpress fixture
ensured proper axial alignment during loading. Displacement was measured
using a stereoscopic digital image correlation (DIC) system consisting of two
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2.3 MP cameras. The choice of a two-camera system was made to eliminate the215

effect of out of plane motion on the strain measurements. DIC speckle pattern
was applied to the surface of the specimen using a fine airbrush. VicSnap and
Vic3D were used to acquire the images and perform the correlation (subset 29,
step 10). Uniaxial strain was calculated using a digital extensometer. None
of the specimens failed during testing. Unloading was initiated either after220

sufficient data was obtained or the specimen began to deform in a non-uniform
manner upon which the data became invalid. The response of the material along
rolling and transverse directions was observed to be very similar. Compared to
the response along the rolling and transverse directions, over 26% increase is
observed in the 0.2% yield strength along the normal direction. Strain hardening225

is observed for all orientations and is slightly higher along the normal direction.
The hardening does not change significantly at dynamic strain rates.

Dynamic strain rate tests were conducted on a compression Kolsky (Split-
Hopkinson) bar. The specimens were rectangular with dimensions 3.5 × 3.5 ×
2.5mm (aspect ratio of 0.7). The Kolsky bar consists of two 3/8in (9.5mm)230

maraging steel bars, referred to as the input and output bars, with the specimen
sandwiched between them. A gas gun accelerates a projectile, which strikes the
input bar, creating a compressive stress pulse that travels down the input bar
and loads the specimen. The foil strain gages located on the input and output
bars record the reflected and transmitted stress pulses, respectively. These data235

are used to calculate the stress and strain rate history of the specimen once it
has reached stress equilibrium. The strain rate history is integrated over time
to obtain the strain history, which is correlated with the stress history to form
stress-strain curves. A complete description of the Kolsky bar experimental
technique is provided by Chen and Song [41].240

4. Crystal plasticity constitutive model

Microstructure of commercial titanium alloys is composed of either a hexag-
onal close packed (hcp) α or body-centered cubic (bcc) β phase or a combination
of these two phases. The microstructure phase is highly dependent on the al-
loying elements and the material processing [42]. In this paper, we focus on245

modeling deformation mechanisms in α Ti alloys. Dislocation activity is con-
sidered to be the main deformation mechanism for plasticity in these alloys.
Dislocation slip was observed to be distributed inhomogeneously into planar ar-
rays due to short range ordering of Ti and Al atoms [43]. Plastic deformation is
accommodated by dislocation slip on 30 possible slip systems, categorized into250

five different families of slip system as shown in Figure 5. The ⟨a⟩ - basal and
prism slip families have the lowest critical resolved shear stress (CRSS), making
them the most active slip families in α Ti alloys. The ⟨c+ a⟩ - pyramidal slip
families have the largest CRSS, 2∼3 times the one for the basal or prism slip
systems [44].255

Twinning is another deformation mechanism, contributing to plasticity in
hcp metals. Deformation twinning is observed in Ti alloys deforming either un-
der high rates or at low temperatures. Deformation twinning has been observed
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Figure 5: Schematic of non-orthogonal base vectors {a1, a2, a3, c} and slip system families
in hcp metals

in unalloyed Ti at all temperatures below 500◦C [2]. However, alloying Ti with
Al inhibits twinning such that titanium alloyed with %6 Al does not twin even260

at temperatures as low as 100K [45, 46]. Due to the high level of Al content in
the alloy of interest, deformation twinning is not considered in the constitutive
model.

In this section, the constitutive model is first described and the flow rule
is explained in details. Evolution laws for dislocation densities and adiabatic265

heating are then introduced. This section concludes with the time integration
scheme used for updating the CP constitutive law.

4.1. The constitutive model

Crystal plasticity FE models describe deformation of polycrystalline aggre-
gates in terms of micro-mechanisms and crystallographic orientations at indi-270

vidual material points. The CP constitutive model presented here is developed
for finite deformation of crystalline metals under general non-isothermal con-
ditions. As illustrated in Figure 6, the total deformation gradient F could be
multiplicatively decomposed into elastic Fe, thermal Fθ and plastic Fp compo-
nents as275

F = Fe Fθ Fp (2)

Fe accounts for the elastic stretch and rigid body rotations. Fθ represents the
deformation of the crystal lattice due to thermal loading and evolves as [47]

Ḟθ = ṪαFθ (3)
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where T is the temperature and the overdot represents differentiation with re-
spect to time. α is a diagonal tensor containing thermal expansion coefficients
along the principal crystallographic directions expressed with respect to the280

principal crystallographic coordinate system. Ab initio calculations [48, 49] and
experimental observations [50] have shown the anisotropic thermal expansion
of α titanium over a wide range of temperatures. The thermal expansion coef-
ficients along ⟨a⟩ (in the basal plane) and ⟨c⟩ (normal to the basal plane) are
respectively taken as 1.8× 10−5K−1 and 1.1× 10−5K−1 [49].285
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Figure 6: Multiplicative decomposition of the total deformation gradient F into elastic Fe,
thermal Fθ and plastic Fp components

Fp corresponds to the isochoric plastic deformation due to dislocation slip,
i.e. detFp = 1. The Fp mapping neither distorts nor rotates the crystal lattice.
Using the kinematics of dislocation glide, the plastic velocity gradient tensor Lp

in the intermediate configuration is obtained as [51]

Lp = ḞpFp−1 =

nslip∑
α=1

γ̇αmα
0 ⊗ nα

0 (4)

where γ̇α is the slip rate on slip system α. The summation is done over all slip290

systems nslip in the crystal, nslip = 30 for the hcp crystalline structure. mα
0 and

nα
0 denote respectively the slip direction and slip plane normal for slip system

α in the reference configuration.
The constitutive law is written in the thermally-expanded configuration as

S = det (Fe)Fe−1σFe−T = C : Ee (5)
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C corresponds to the fourth order anisotropic elasticity tensor. S denotes the295

second Piola-Kirchhoff stress in the thermally-expanded configuration which is

work conjugate to the elastic Green-Lagrange strain Ee = 1
2

(
FeTFe − I

)
. σ

is the Cauchy stress. The time integration scheme used for the constitutive
updates will be explained later in Section 4.5.

4.2. The Flow rule300

Slip-driven plasticity is interpreted in terms of dislocation glide on specific
plane and quantified in terms of slip rates on individual slip systems. In the CP
framework, this is achieved by adopting a proper flow rule which expresses the
slip rates in terms of the stress state and relevant internal state variables. In the
following, first the phenomenological power-law flow rule is briefly introduced.305

Then the new physics-based flow rule would be derived and explained in details.
Both of these flow rules will be used to model deformation of Ti alloys under
various conditions in Section 6 where their limitations and capabilities will be
highlighted.

4.2.1. Phenomenological power-law flow rule310

Phenomenological power-law flow rule, referred to as PL flow rule hereafter,
is a simple and yet effective flow rule which has been used for modeling plastic
deformation in metals with different crystalline structures. In this section, the
PL flow rule developed in [27, 52–54] for modeling deformation of Ti alloys
under low strain rates, creep and dwell fatigue conditions is briefly introduced.315

The rate-dependent PL flow rule reads as

γ̇α = γ̇α
0

( |τα| − sαGND,P

sα

) 1
m

sign (τα) (6)

Here m and γ̇α
0 are respectively the material rate sensitivity parameter and

reference plastic shearing rate. τα is the resolved shear stress on slip system α
calculated as

τα = det
(
Fθ
)
CeS :

(
Fθmα

0 ⊗ nα
0F

θ−1
)

(7)

sαGND,P denotes the long-range stresses due to the geometrically necessary dis-320

locations (GNDs). Ce = FeTFe is the right elastic Cauchy-Green deformation
tensor. sα stands for the resistance to dislocation glide on slip system α due to
the interaction with other dislocations through self and latent hardening mech-
anisms. sαGND,P and sα are formulated as

sαGND,P = c1µ
αbα
√
ραGND,P (8a)

sα = sα0 +

∫ t′=t

t′=0

nslip∑
β=1

hαβ
∣∣γ̇β
∣∣ dt′ + Qα

c2c3bα
2

√
ραGND,F (8b)
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where µα and bα are respectively the shear modulus and magnitude of Burgers
vector for slip system α. c1 is the fitting constant for the long-range impeding
stresses arising due to GNDs. c2 and c3 are respectively the jump and obstacle
width constants [55]. c1, c2 and c3 are calibrated for hcp crystals as 0.1, 0.2
and 1.0, respectively [56]. Qα is the activation energy to overcome forest GND330

dislocation population, approximated as Qα = 10µαbα for hcp crystals [56]. hαβ

is the hardening matrix which accounts for the self and latent hardening of slip
systems. hαβ is calculated as

hαβ = χαβhβ
ref

∣∣∣∣∣1− sβ

sβsat

∣∣∣∣∣
r

sign

(
1− sβ

sβsat

)
where sβsat = s̃β

(
γ̇β

γ̇β
0

)n

(9)

r, n and hβ
ref are fitting constants. s̃β denotes the saturation stress on slip

system β. χαβ is the interaction factor, defining the strengthening effect of slip335

system β on slip system α. χαβ is taken as 1 in this work. sα0 corresponds to
the grain-size dependent initial slip system resistance which follows a Hall-Petch
type relationship as [53]

sα0 = sα0∗ +
Kα√
Dg

(10)

where sα0∗ and Dg are the inherent initial slip system resistance and equivalent

grain diameter, respectively. Kα =
√

(2−ν)πτ∗Gbα

2(1−ν) is the Hall-Petch coefficient.340

Here ν, G and τ∗ are respectively the Poisson’s ratio, shear modulus of material
and barrier strength for the grain boundary taken as τ∗ = 0.01G [53].

ραGND,P in Eq. 8a is the parallel GND density, defined as total GND density
projected onto the slip plane α. ραGND,F in Eq. 8b corresponds to the forest
GND density, defined as total GND density projected along the normal to slip345

plane α. The Parallel and forest GND dislocation densities for slip system α
could be calculated as

ραGND,P =

nslip∑
β=1

χαβ
[∣∣∣ρβGNDs sin

(
nα
0 ,m

β
0

)∣∣∣+ ∣∣∣ρβGNDet sin
(
nα
0 , t

β
0

)∣∣∣+∣∣∣ρβGNDen sin
(
nα
0 ,n

β
0

)∣∣∣] (11a)

ραGND,F =

nslip∑
β=1

χαβ
[∣∣∣ρβGNDs cos

(
nα
0 ,m

β
0

)∣∣∣+ ∣∣∣ρβGNDet cos
(
nα
0 , t

β
0

)∣∣∣+∣∣∣ρβGNDen cos
(
nα
0 ,n

β
0

)∣∣∣] (11b)

ρβGNDs, ρ
β
GNDen and ρβGNDet are the vectorial components of GND density on

slip system β with Burgers vector along mβ
0 and line tangent vector parallel350
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to mβ
0 , n

β
0 and tβ0 = mβ

0 × nβ
0 [55]. Augmenting the slip resistances in Eqs.

8 with GND-related resistances renders the model non-local as calculation of
GNDs involves some non-local calculations on Fp mapping. The procedure for
calculation of GNDs will be elaborated in details in Section 4.3.2.

4.2.2. Unified flow rule355

Dislocation motion in the glide plane is controlled by both thermal activation
and drag mechanisms. The strength of these mechanisms changes with the
stress level and rate of deformation such that the thermally-activated processes
are the main rate controlling mechanism up to strain rates of 104 ∼ 105s−1

while the drag processes take over the dislocation glide at strain rates beyond360

105s−1. Motivated by this fact, generally flow rules have been developed either
in a thermal activation framework or a drag-dominated one. Unifying the two
classes of flow rules and formulating one physics-based unified flow rule, whose
application is not limited to a specific range of strain rates, is desired. Using such
a flow rule is encouraged as it ensures the mechanism of local dislocation-induced365

plasticity in consistent with the local stresses and strain rates. It becomes
important in simulation of polycrystalline aggregates where the local stress and
strain rates might be lower or higher than the applied macroscopic stress or
strain rate. The unified flow rule is obtained by combining thermal activation
and drag-dominated (CTD) processes. This type of flow rule is referred to an370

CTD flow rule hereafter.
In this paper, we use Orowan equation which expresses the slip rate on slip

system α in terms of dislocation density ρα and average dislocation velocity vα

as

γ̇α = ραbαvαsign (τα) (12)

Experimental observations [38, 46] have shown that dislocations of screw375

character are responsible for plastic deformation in Ti alloys. Screw dislocations
move over the Peierls hills in the glide plane through the well-known double-
kink mechanism. This mechanism involves thermally-activated nucleation of
kink pairs. Considering some simplifying assumptions such as nucleation of one
kink pair per dislocation line, dislocation motion by this mechanism could be380

thought to take place in two stages. In the first stage, the dislocation lies in
a Peierls valley and waits for some time, referred to as the waiting time tαw,
until a successful local thermal activation takes place and a pair of kinks with a
separation distance of lαkink nucleates and moves to the next Peierls valley [57].
Figure 7 illustrates nucleation of a pair of kinks. The second stage is a drag-385

dominated stage where the kinks move apart and bring the whole dislocation
line to the next Peierls valley [22]. The time spent in this stage is called the
running time tαr . The average dislocation velocity could be formulated as [32]

vα =
λα

tαw + tαr
(13)

where λα is the spacing between two consecutive Peierls valleys, approximated
as bα here.390
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Figure 7: Illustration of screw dislocation motion over Peierls hills in the glide plane via a
double-kink mechanism

Waiting time corresponds to the thermally-activated nucleation of a kink
pair. Hence, an Arrhenius-type relationship can be invoked to formulate tαw in
terms of temperature as [58]

tαw =

[
2
νDb

α

lαkink

lα

lαkink
exp

(
−
Qα

slip

KBT

)
sinh

(
|τα| − ταath

ταth

)]−1

(14)

in which lα is the average length of a straight dislocation line which is inversely
proportional to the square root of the forest dislocation population ραF; that395

is, lα = cαl /
√
ραF where cαl is a fitting constant [59]. KB is the Boltzmann

constant and νD is the Debye frequency (9.13× 1013s−1 for titanium). Qα
slip is

the effective activation energy for dislocation slip. The term νDbα

lαkink
corresponds

to the attempt frequency for nucleation of a kink pair and the term lα

lαkink
is the

number of competing sites for the nucleation on the dislocation line. ταath and400

ταth are respectively the athermal and thermal resistances to dislocation motion
on slip system α, given by [55]

ταath =cαathµ
αbα
√
ραP + sα0 (15a)

ταth =
KBT

cαactl
α
kinkb

α2 (15b)

cath and cact are fitting parameters. The term cαactl
α
kinkb

α2 corresponds to the
activation volume. As described earlier in Eq. 10, sα0 is the grain size-dependent405

initial resistance which contributes to the athermal resistance [60]. Similar to
Eq. 11, the total parallel and forest dislocation populations on slip system α
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could be calculated as

ραP =

nslip∑
β=1

χαβ
[∣∣∣ρβGNDs sin

(
nα
0 ,m

β
0

)∣∣∣+ ∣∣∣ρβGNDet sin
(
nα
0 , t

β
0

)∣∣∣+∣∣∣ρβGNDen sin
(
nα
0 ,n

β
0

)∣∣∣+ ∣∣∣ρβ sin
(
nα
0 ,m

β
0

)∣∣∣] (16a)

ραF =

nslip∑
β=1

χαβ
[∣∣∣ρβGNDs cos

(
nα
0 ,m

β
0

)∣∣∣+ ∣∣∣ρβGNDet cos
(
nα
0 , t

β
0

)∣∣∣+∣∣∣ρβGNDen cos
(
nα
0 ,n

β
0

)∣∣∣+ ∣∣∣ρβ cos
(
nα
0 ,m

β
0

)∣∣∣] (16b)

In the last term on RHS of Eqs. 16a and 16b, the angle between nα
0 and mβ

0

is used to project ρβ onto the slip system α. mβ
0 is used here since the tangent410

line is parallel to the Burgers vector for the screw dislocations.
Running time corresponds to the stage where dislocation motion is governed

by the retarding drag forces due to the phonon-dislocation interactions. Running
time can be written in terms of viscous drag velocity vαd as [31, 32]

tαr =
λα

vαd
(17)

Depending on the temperature, several types of phonon-dislocation interaction415

are possible such as flutter, scattering, radiation mechanisms and etc [22, 31].
These interactions yield a temperature-dependent drag coefficient B0 of the form
[22]

B0 =
cdKBT

vsbα
2 (18)

Here vs is the shear wave speed. cd is the drag constant, taken as 45 in this
paper. Solving the equation of motion for a unit length of dislocation line and420

recognizing that the effective dislocation line mass density is negligible compared
to the drag coefficient B0, viscous drag velocity is obtained as [61]

vαd =
(|τα| − ταath) b

α

B0
(19)

In order to ensure that the dislocation drag velocity does not exceed the shear
wave speed, relativistic effects should be implemented, i.e. the drag coefficient
needs to be modified as [35]425

B =
B0

1−
(

vα
d

vs

)2 (20)

This modification basically implies that as the dislocation drag velocity vαd ap-
proaches the shear wave speed, the drag coefficient B grows very large and
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consequently very large resolved shear stresses would be required. Replacing
B0 in Eq. 19 with B and solving for vαd , the modified dislocation drag velocity
is obtained as [35]430

vαd = vs

√1 +

(
B0vs

2 (|τα| − ταath) b
α

)2

− B0vs
2 (|τα| − ταath) b

α

 (21)

Substituting Eqs. 17 and 14 into Eq. 13, the expression for the unified
average dislocation velocity , informed by both thermally-activated and drag-
dominated processes, is obtained as

vα =
vαd

vα
d

λα

[
2 νDbα

lαkink

lα

lαkink
exp

(
−Qα

slip

KBT

)
sinh

(
|τα|−τα

ath

τα
th

)]−1

+ 1
(22)

The unified average dislocation velocity profile is plotted in Figure 8 and com-
pared with the velocity profile for a purely thermally-activated and purely drag-435

dominated dislocation motion. In this plot, only the resolved shear stress is
varied to obtain a schematic of the average dislocation velocity for a given dis-
location density and temperature. It is observed that at low stresses the unified
velocity profile is following the average velocity of a purely thermally-activated
motion. As stress increases, the rate of successful thermal activations boosts440

up and tαw decreases exponentially, therefore diminishing the rate controlling
effect of thermally-activated processes. At higher stress levels, the unified aver-
age velocity follows the average velocity of a purely drag-dominated dislocation
motion. Note the transition of the unified velocity from a thermally-activated
regime to a mixed regime at about an average velocity of 90m/s. This tran-445

sition point is close to that of the screw dislocations in tantulum [33]. The
multi-scale strength model developed by Barton et al. [33] suggested that the
average velocity of screw dislocations departs from a thermally-activated regime
at roughly 100m/s.

Having derived the average dislocation velocity, one can evaluate the slip rate450

on different slip systems using Eq. 12, provided that the dislocation density is
known. Section 4.3 discusses the evolution of dislocation density on different
slip systems during the course of plastic deformation.

4.3. Evolution of dislocation densities

Dislocation population could be divided into two distinct classes, namely455

statistically stored dislocations (SSDs) and geometrically necessary dislocations
(GNDs). SSDs are characterized by a vanishing net Burgers vector. They
evolve during deformation through numerous mechanisms such as multiplica-
tion, thermal and athermal annihilation and etc [55]. GNDs, on the other hand,
correspond to the storage of polarized dislocation densities and are character-460

ized by a non-zero net Burgers vector [62]. GNDs account for the crystal lattice
curvatures which become prominent in single crystal bending and near the poly-
crystalline grain boundaries.
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Figure 8: Comparison of the unified average dislocation velocity profile with purely thermally-
activated and purely drag-dominated average velocities

The overall slip resistance is assumed to be due to both the SSDs and GNDs.
The SSD density, unlike the GND density, is not an internal state variable for465

the PL flow rule. Therefore, as shown in Eqs. 8, the effect of GND densities
on the slip system resistances is explicitly taken into account, whereas the con-
tribution of SSDs to the evolution of slip system resistances are considered in a
phenomenological form via Eq. 9. In contrast with the PL flow rule, the CTD
flow rule considers both the SSD and GND densities as internal state variables.470

This enables us to explicitly formulate and explain the slip system hardening
is terms of both SSD and GND densities, as shown in Eqs. 15. In the follow-
ing, the evolution of SSDs (applicable only to the CTD flow rule) and GNDs
(applicable to both PL and CTD flow rules) are explained in details.

4.3.1. Evolution of statistically stored dislocations475

A dislocation density-based CP framework gives the modelers the opportu-
nity to track material hardening more tangibly in terms of the interaction and
entanglement of dislocations on different slip systems. Dislocation population is
controlled by a competition between dislocation multiplication and annihilation
mechanisms. Multiplication corresponds to the introduction of new dislocations480

from a pre-existing population of dislocations. The multiplication rate is pro-
portional to the square root of dislocation density [63] and could be written
as

ρ̇αmult = cαmulti

√
ρα |γ̇α| (23)

where cαmulti is a fitting constant. Two dislocations of opposite sign can annihi-
late each other athermally if they come within a critical distance. The rate of485
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athermal annihilation could be formulated as [59]

ρ̇αanni = cαannihρ
α |γ̇α| (24)

cαannih is a fitting constant. The rate of dislocation evolution could then be
written as

ρ̇α = ρ̇αmult − ρ̇αanni (25)

This equation is basically a simplified Kocks-Mecking type relationship [64].
Note that multiplication and athermal annihilation are only two of the many490

possible mechanisms that could contribute to the evolution of dislocation popu-
lation. Considering other dislocation evolution mechanisms is absolutely possi-
ble; however, it is at the expense of adding to the complexity of the model and
introducing more fitting constants.

4.3.2. Calculation of geometrically necessary dislocations495

Presence of GNDs in the microstructure are attributed to the incompati-
bility in the plastic strain field. Due to plastic anisotropy of hcp crystal, plas-
tic response is highly dependent on the crystallographic orientation of grains.
This strong orientation-dependent plastic response leads to the accumulation
of GNDs majorly near the grain boundaries where high gradients in plastic500

strain take place due to the distinct crystallographic orientation across the grain
boundary.

From a continuum mechanics viewpoint, the Nye dislocation tensor Λ which
measures the incompatibility in the intermediate configuration could be derived
in terms of Fp mapping as505

Λ = −(∇X × FpT

)T (26)

where ∇X is the gradient operator with respect to the reference coordinates.
The Nye dislocation tensor could be equivalently expressed in terms of GNDs
from a dislocation mechanics viewpoint as [65]

Λ =

nslip∑
α=1

bα (ραGNDsm
α
0 ⊗mα

0 + ραGNDetm
α
0 ⊗ tα0 + ραGNDenm

α
0 ⊗ nα

0 ) (27)

There are in general 3 × nslip unknown GND densities; 90 for hcp crystals.
However, one could observe that there are only 9 independent ραGNDs, 24 inde-510

pendent ραGNDet and 30 independent ραGNDen. Hence, the number of unknown
GND densities reduces to 63 for hcp crystals. Equating Eqs. 26 and 27, yields

Λ̂ = AρGND (28)

in which Λ̂ is the 9 × 1 vectorial form of Λ, A is a 9 × 36 matrix containing
the basis vectors mα

0 ⊗ mα
0 , m

α
0 ⊗ tα0 and mα

0 ⊗ nα
0 and ρGND is the 63 × 1

column vector of unknown independent GND components. It is clear that Eq.515
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28 is an under-determined system of linear equation and may not have a unique
solution. Based on geometric considerations, Arsenlis and Parks [62] set up a
functional of the form

F (ρGND,λ) = ρGND
TρGND + λT

(
AρGND − Λ̂

)
(29)

whose minimization yields the GND densities. Here λ is the vector of Lagrange
multipliers. Minimizing the functional F , the GND densities are obtained as520

ρGND = AT
(
AAT

)−1
Λ̂ (30)

Incorporating GNDs in the CP framework renders the model size-dependent
and non-local since the Nye dislocation tensor is derived in terms of the gradient
of Fp field in Eq. 26. In this work, the constitutive updates are performed at
the integration points of the elements. Therefore, all the internal state variables
and kinematic quantities such as Fp are known only at the the integration525

points of the elements. In order to calculate the gradient of Fp field over an
element, one could interpolate Fp field using the shape functions Ni as F

p(X) =∑nnode

i=1 Ni(X)Fp
nodali

where nnode is number of nodal points per element and
Fp

nodali
is the value of Fp at the nodal points. It is clear that the nodal values of

Fp should be determined from the known values of Fp at the integration points.530

The super-convergent patch recovery method (SPR) developed by Zienkiewicz
and Zhu [66] is deemed to be an appropriate method for this purpose. A detailed
discussion on the derivation of nodal value of Fp using SPR technique is given
in Cheng and Ghosh [56].

4.4. Adiabatic heating535

Plastic deformation generates heat in the material. The energy dissipated
due to the plasticity converts into thermo-plastic heating, thermo-elastic heating
and defect energy [67]. At low strain rates, the generated heat conducts out
of the microstructure; however, if the deformation process is rapid, there is
not enough time to conduct heat away and temperature increases locally in an540

adiabatic fashion. Even deformations at moderate strain rates could be treated
as essentially adiabatic [3]. Temperature increase due to adiabatic heating is
very important since it promotes plasticity by boosting up the rate of thermal
activation.

The rate of temperature increase due to adiabatic heating could be formu-545

lated as

Ṫ =
βt

ρĉ
Ẇp (31)

in which ρ is the material mass density, 4428kg/m3 for typical Ti alloys. ĉ is the
specific heat capacity which changes with temperature as ĉ = 559.77−0.1473T+
0.00042949T 2JKg−1K−1 for 278 < T < 1144K [68]. Ẇp = σ : dp is the
plastic power per unit deformed volume. dp is the symmetric part of the plastic550

velocity gradient in the current configuration lp = FeFθḞpFp−1

Fθ−1

Fe−1

. βt
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corresponds to the fraction of plastic work which converts into heat. Ignoring
the thermo-elastic heating, 1− βt denotes the fraction of plastic work which is
stored in the material in the form of defects, referred to as the stored energy of
cold work. Most of the plastic work has been observed to convert into heat for555

metals. In this work, βt is taken as 1.

4.5. Time integration algorithm for crystal plasticity constitutive model

Several time integration algorithms have been proposed in the literature
for updating CP constitutive models. An excellent summary of various time
integration schemes is provided by Ling et al [69]. In this work, a set of six560

nonlinear algebraic equations, corresponding to each component of the second
Piola-Kirchhoff stress, is derived. Then, a semi-implicit algorithm is used to
solve the set of equations. In an increment from t to t + △t, the following
quantities are known/prescribed:

• known values of kinematic quantities, viz. F(t), Fθ(t), Fp(t)565

• known values of internal state variables (ISV), viz. T (t), Ẇp(t), sα(t)
(only for PL flow rule) and ρα(t) (only for CTD flow rule)

• prescribed F(t+△t)

For the constitutive updates in the time interval (t, t+△t], the GND densities
are calculated using Fp(t). Furthermore, it is necessary to update temperature570

and thermal deformation gradient for simulation of high rate deformations. For
adiabatic simulations, thermal deformation gradient at t + △t is obtained as

Fθ(t+△t) = exp
(
α

βtẆp(t)△t
ρĉ

)
Fθ(t) and temperature is found explicitly using

the information at time t as T (t+△t) = T (t) +
βtẆp(t)△t

ρĉ .
Integrating Eq. 4 with respect to time, Fp at time t+△t is obtained as575

Fp(t+△t) =

(
I+

nslip∑
α=1

△γαmα
0 ⊗ nα

0

)
Fp(t) (32)

where △γα = γ̇α△t. Using Eqs. 32 and 2, the elastic deformation gradient is
derived as

Fe(t+△t) = F(t+△t)Fp−1

(t)

(
I−

nslip∑
α=1

△γαmα
0 ⊗ nα

0

)
Fθ−1

(t+△t) (33)

Substituting Fe(t+△t) into Eq. 5, a set of nonlinear equations in terms of the
updated second Piola-Kirchhoff stress is obtained as

S(t+△t) = Str −
nslip∑
α=1

△γα (S(t+△t), ISV)Bα (34)
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where580

Ã =Fp−T

(t)FT (t+△t)F(t+△t)Fp−1

(t) (35a)

Str =C :

[
1

2

(
Fθ−T

(t+△t)ÃFθ−1

(t+△t)− I
)]

(35b)

Bα =
1

2
C :
[
Fθ−T

(t+△t)
(
Ã (mα

0 ⊗ nα
0 ) + (nα

0 ⊗mα
0 ) Ã

)
Fθ−1

(t+△t)
]
(35c)

Newton-Raphson iterative solver is used to solve the nonlinear equation 34 in
two stages. In the first stage, Eq. 34 is solved for S(t+△t) while the slip system
resistance-related quantities, i.e. sα(t + △t) for PL flow rule or ρα(t + △t)
for CTD flow rule, are held fixed. The i-th iteration of the Newton-Raphson
algorithm reads as585

Si+1(t+△t) = Si(t+△t)− J−1 : Ri (36)

where the residual R and Jacobian J are computed

Ri =Si(t+△t)− Str +

nslip∑
α=1

△γαBα (37a)

J =
∂R

∂Si
= Isym +

nslip∑
α=1

Bα ⊗ ∂△γα

∂Si
(37b)

where Isym in the symmetric fourth order identity tensor. Once S(t + △t)
is determined, the slip system resistance-related quantities are evolved in the
second stage. Next the first stage is repeated again with the evolved resistances590

and so on. The sequence of computational operation needed for CP constitutive
update in given in Table 1.

5. Stabilization of linear tetrahedral elements for CPFE modeling

Modeling material response and predictions of localized phenomenon such
as fatigue crack nucleation [70, 71] and twinning [56] in the framework of CP are595

highly dependent on the ability of the model (both material constitutive model
and numerical method) to accurately calculate the local state of the material,
viz. local stress state and kinematic variables. This calls for the development of
appropriate constitutive models and robust numerical schemes. In this section,
we focus on improving the conventional finite element for the CP modeling of600

microstructures.
Linear constant strain tetrahedral elements (TET4) are preferred for CPFE

simulations due to their inherent simplicity, high efficiency and their excellent
capability to conform to the complex geometry of polycrystalline aggregates
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Step A Purpose: determining second Piola-Kirchhoff stress and
slip rates

I Initialization of relevant quantities for Newton-Raphson algo-
rithm:
S0(t+△t) = S(t)
sα(t+△t) = sα(t) (for PL flow rule)
ρα(t+△t) = ρα(t) (for CTD flow rule)

II for the i-th iteration in the Newton-Raphson algorithm:
(a) Calculate the resolved shear stress using Eq. 7
(b) Evaluate the slip rate using Eq. 6 for PL flow rule or Eq.

12 for CTD flow rule
(c) Update the second Piola-Kirchhoff stress using Eq. 36
(d) Check for convergence: if no, return to step (a); if yes,

proceed to step III

III calculate the resolved shear stress and slip rate based on the con-
verged second Piola-Kirchhoff stress

Step B Purpose: updating slip system resistances

IV Compute hardening-related quantities:
Calculate the hardening matrix using Eq. 9 for PL flow rule
Evolve dislocation densities using Eq. 25 for CTD flow rule

V Update slip system resistances:
Use Eq.8b for PL flow rule
Use Eq.15a for CTD flow rule

VI Check for convergence of slip system resistances: if no, return to
step II; if yes, proceed to step VII

VII Evaluate elastic deformation gradient using Eq. 2 and Cauchy
stress using Eq. 5

Table 1: Sequence of computational operations for constitutive update procedure
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with tortuous grains. However, these elements have been observed to suffer605

from volumetric locking for modeling (nearly-) incompressible materials. Vol-
umetric locking of TET4 elements can adversely affect the accuracy of CPFE
simulations in both local and global levels due to the presence of isochoric plas-
tic deformation. The locking-induced instability is manifested in the simulation
results in the form of over-predicted stress levels, checker-board pattern of pres-610

sure field and under-predicted displacement field.
In this paper, the methodology proposed in a recent paper by the authors [20]

is used to relieve volumetric locking for efficient and accurate CPFE simulations.
In this model, the F-bar-patch method [17] is implemented into the CPFE
framework. The basic idea behind F-bar-patch method is to modify deformation615

gradient for constitutive calculations such that the incompressibility is enforced
over a patch of elements, rather than on individual elements. In order to apply
F-bar-patch method for CPFE simulations, it is required to divide the entire
mesh into non-overlapping patches of elements. Consider a set of elements
forming a patch P. The modified deformation gradient for element K ∈ P at620

time t is calculated as

F̄K =

[
Ωt

P
Ω0

P detFK

] 1
3

FK (38)

where Ωt+△t
P and Ω0

P are respectively the volume of the patch in the current
and undeformed configurations. The modified deformation gradient F̄K is then
passed on to the material routine for constitutive calculations.

F-bar-patch method could be used for any type of material constitutive law.625

It does not require addition of new degrees of freedom to the system, and the
constitutive updates are performed at the quadrature points of the element.
Implementation of F-bar-patch method into any standard displacement-based
FE code is straightforward.

6. Numerical results630

In this section, the PL and CTD flow rules are first calibrated and validated
using the results of quasi-static and dynamic experiments. The models are then
used to investigate the effect of deformation rate on the flow stress. The section
concludes with an investigation on the effect of temperature on the material
behavior in the context of isothermal and adiabatic conditions.635

6.1. Calibration and validation of constitutive models with experiments

Calibration and validation of material constitutive models against experi-
ments are critical to meaningful simulation of deformation processes of metals.
The material parameters are calibrated using quasi-static and dynamic experi-
ments. For the sake of brevity, the experiments are referred to in an XX-YY-ZZ640

format. XX corresponds to the type of microstructure, either AR or RA mi-
crostructure. YY corresponds to the rate of deformation, either quasi-static
(QS) or dynamic (DY). ZZ refers to the loading direction which could be either
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normal (ND), rolling (RD) or transverse (TD) direction. It is worthy to men-
tion that ND, RD and TD correspond respectively to the global [100], [010] and645

[001] directions in our simulations. There are in total eight experiments where
four of them are used for the calibration of parameters and the other four are
used for the validation of the models. Table 2 reports the types of experiments
used in this study along with their role in either calibration or validation of the
models. A high-fidelity calibration is expected since various experiments with650

different rates and loading directions are employed.

microstructure strain rate
(
s−1
)

loading direction experiment title role

RA

1.0× 10−3 ND RA-QS-ND calibration
1.1× 10+3 ND RA-DY-ND calibration
2.0× 10−3 RD RA-QS-RD calibration
2.6× 10+3 RD RA-DY-RD calibration
1.0× 10−3 TD RA-QS-TD validation
2.7× 10+3 TD RA-DY-TD validation

AR
1.1× 10+3 ND AR-DY-ND validation
2.6× 10+3 RD AR-DY-RD validation

Table 2: details of experiments used for calibration and validation purposes

The material parameters to be calibrated are generally the anisotropic elastic
constants and slip system-dependent crystal plasticity parameters. α titanium
with an hcp lattice-parameter ratio c/a = 1.59 shows a transversely isotropic
elastic response. Consider a material coordinate system defined by the orthonor-655

mal basis (ec1, e
c
2, e

c
3) where 1, 2 and 3 directions correspond respectively to

[1̄21̄0], [1̄010] and [0001] directions of the hcp crystal lattice. The anisotropic
elasticity tensor in this coordinate system could be expressed in Voigt notation
as

[Ce
IJ ] =


C11 C12 C13 0 0 0

C22 C23 0 0 0
C33 0 0 0

C44 0 0
C55 0

sym C66

 (39)

Due to the transverse isotropic property, there are only 5 independent elas-660

tic constants, viz. C11 = C22, C12, C13 = C23, C33, C55 = C66 and C44 =
(C11 − C12) /2. The elastic constants are measured via resonant ultrasound
spectroscopy experiments on Ti-7 single crystal samples at room temperature
[72] and tabulated in Table 3. Experimental measurements for elastic constants
of α Ti show that they decrease almost linearly with increasing the temperature,665

but with different slopes. The experimental results of Ogi et al. [73] are used
to obtain the linear slopes for different elastic constants. Figure 9 depicts the
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variation of different principal elastic constants with temperature. The linear
slopes corresponding to the reduction of elastic constants with temperature are
given in Table 3.670

C11 C12 C13 C33 C55

[CIJ ] (GPa) 164.7 82.5 61.8 175.2 48.5
Linear slope (MPa/K) 48 8.9 21 21 21.9

Table 3: anisotropic elastic constants obtained from resonant ultrasound spectroscopy mea-
surements at room temperature and linear slopes for reduction of elastic constants with tem-
perature

33C

11C

12C

13C

55C

Figure 9: Variation of principal elastic constants with temperature

PL model has been previously calibrated for Ti-6Al alloy [27] with a chemical
composition relatively close to that of Ti-7Al alloy. Hence, we start with the
calibration of the PL model since the bounds of fitting parameters are fairly
known. Performing a sensitivity analysis, it is realized that γ̇α

0 , s
α
0∗ andm are the

parameters controlling the onset of plasticity, i.e. yield point, and hα
ref , s̃

α, rα675

and nα are the ones controlling the hardening rate. It is also observed that m
is the main rate-controlling parameter. The general idea is to use quasi-static
tests done at room temperature to calibrate parameters controlling the onset of
plasticity and hardening-related parameters. Dynamic tests are then utilized to
calibrate the rate-controlling parameter. This process is clearly iterative as the680

rate-controlling parameter m has an impact on the yield stress, as well.
Using the four calibration tests mentioned earlier in Table 2, the PL model is

calibrated and stress-strain plots comparing simulation results with experiments
are shown in Figure 10. The calibrated parameters for the PL model are given
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in Table 4. It is observed that the response to ND loading is stiffer than the RD685

one. This is due to the rolling process done on the material which aligns the
⟨c⟩ - axis of grains along ND; therefore, loading along ND direction will favor
activation of ⟨c+ a⟩ - pyramidal slip systems whose critical resolved shear stress
is 2 ∼ 3 times larger than the ⟨a⟩ - basal or prismatic slip systems [44].
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Figure 10: Calibration of the PL model using (a) quasi-static and (b) dynamic experiments

parameters unit ⟨a⟩ - basal ⟨a⟩ - prismatic ⟨a⟩ - pyramidal ⟨c+ a⟩ - pyramidal

sα0∗ MPa 230 205 500 610
γ̇α
0 s−1 0.003 0.003 0.003 0.003

hα
ref MPa 250 250 1200 2000

m - 0.019 0.019 0.019 0.019
rα - 0.02 0.02 0.02 0.02
nα - 0.3 0.3 0.3 0.3
s̃α MPa 1600 1600 1600 1800

Table 4: Calibrated parameters of the PL model for different slip systems

It is necessary to take into account the effect of temperature increase on690

plasticity in high strain rate simulations due to adiabatic heating. As temper-
ature increases, the rate of successful thermal activation attempts is boosted
up and consequently plastic flow is enhanced. In other words, the resistance
to plastic flow reduces as temperature rises. This is automatically captured in
the CTD model where temperature is explicitly considered. In the PL model,695

this is phenomenologically accounted for by scaling the slip system resistances
with temperature as sα∗ = sαref∗ (T/Tref )

p
where sαref∗ is the slip system resis-

tance at reference temperature Tref and p is a fitting parameter [67]. In this
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work, Tref is set to room temperature and sαref∗ will consequently correspond
to sα0∗. The p exponent is set to -1 using the experimental results of Williams700

et al. [46] on α Ti alloys in which they measured the variation of yield stress
and critical resolved shear stresses for different slip systems in a wide range of
temperatures. The results reported in [46] are shifted such that yield stress at
room temperature matches the one using the calibrated parameters in Table 4.
Figure 11 shows the variation of 0.2% yield stress with temperature for single705

crystal samples oriented for activation of ⟨a⟩ -basal and ⟨c+ a⟩ - pyramidal slip
systems. For the sake of clarity of the plot, the results for ⟨a⟩ - prism slip is not
shown since it is very close to the response of ⟨a⟩ - basal slip system.
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Figure 11: Variation of yield stress with temperature for single crystals oriented for activation
of different slip systems

In order to validate the PL model and check the fidelity of calibrated param-
eters, the four validation tests are simulated and compared with experiments710

in Figure 12 where a good agreement is observed. It is worth noting that the
model predicts the deformation of AR microstructure very well although the
parameters were calibrated using the RA tests. This indicates that the grain
size-dependence mechanisms in the model, i.e. GND hardening and Hall-Petch
effect, are properly developed since the major difference between the AR and715

RA microstructures is the average grain size.
Similar to the calibration of the PL model, it is possible to calibrate the

CTD model following the same steps. However since CPFE simulation of single
crystals takes considerably less time compared to that of the polycrystalline
microstructures, it is desirable to calibrate parameters using single crystal tests.720

Unfortunately single crystal experimental tests are not available for this alloy;
nevertheless this is possible to reproduce such tests using the validated PL
model. A single crystal model shown in Figure 13 is set up where the crystal is
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Figure 12: Validation of PL model using quasi-static and dynamic experiments on (a) RA
and (b) AR microstructures

oriented differently to favor activation of different slip systems. PL constitutive
model is first used to simulate deformation of this model under different strain725

rates ranging from 10−3 to 10+3s−1. The stress-strain plots are then used to
calibrate parameters in the CTD model. The stress-strain plots comparing the
two constitutive models are shown in Figure 14. Experimental observations
[74, 75] suggest that the effective activation energy is generally temperature-
dependent. In this study, effective activation energy is expressed in terms of730

temperature as Qα
slip(T ) = Qα

ref + cαQ (T/Tref − 1)
pα
Q and is being calibrated

using Williams et al. [46] data. The complete list of calibrated parameters for
the CTD model is given in Table 5.

CPFE simulations are carried out using the calibrated CTD model and the
simulation results are compared with the experiments in Figure 15 for validation735

purposes. A good agreement is observed between the simulation results and
experiments for all the eight tests, indicating the competency of the proposed
constitutive model for modeling deformation processes under both low and high
rates of deformation.

6.2. Rate dependence of flow stress740

CPFE simulation of single crystals under uniaxial deformation is informa-
tive and provides insight into deformation processes in complex polycrystalline
aggregates. Deformation of single crystal models illustrated earlier in Figure
13 is revisited in this section to understand how underlying dislocation glide
mechanisms change under a wide range of strain rates. Figure 16 shows the de-745

pendence of flow stress at 8% true strain predicted by the PL and CTD models
for different strain rates ranging from 10−4 to 10+7s−1. It is observed that the
two models are generally in good agreement in terms of flow stress before they
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Figure 13: Single crystal model oriented for activation of (a) ⟨a⟩ - basal, (b) ⟨a⟩ - prismatic
and (c) ⟨c+ a⟩ - pyramidal slip systems
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Figure 14: Calibration of CTD model using the validated PL model for (a) ⟨a⟩ - basal (b) ⟨a⟩ -
prismatic and (c) ⟨c+ a⟩ - pyramidal slip systems
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Figure 15: Validation of CTD constitutive model using quasi-static and dynamic experiments
on (a-c) RA and (d) AR microstructures
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parameters unit ⟨a⟩ - basal ⟨a⟩ - prismatic ⟨a⟩ - pyramidal ⟨c+ a⟩ - pyramidal

Qα
ref J 2.1× 10−19 2.2× 10−19 3.0× 10−19 2.6× 10−19

lαkink bα 20 20 20 20
sα0∗ MPa 5.0 5.0 5.0 5.0
cαath - 0.8 0.62 0.7 0.5
cαact - 0.7 0.7 0.1 0.04
cαl - 8.0 8.0 8.0 8.0

cαmulti µm−1 150 230 500 500
cαannih - 10 10 10 10
cαQ J 2.3× 10−20 3.7× 10−20 1.8× 10−20 0.9× 10−20

pαQ - 1.6 1.6 1.6 1.6

Table 5: Calibrated parameters of CTD model for different slip systems

start to deviate for strain rates higher than 105s−1. The CTD model predicts
that the flow stress increases linearly with the logarithm of strain rate up to a750

critical strain rate, here 105s−1. Beyond this critical strain rate, the flow stress
still varies linearly with the logarithm of strain rate, but with a higher slope.
Similar observations were made for single crystal model favorable for prism slip
which is not shown in Figure 16 for the sake of clarity of the plot. This trend is
observed to be the case for different orientations. This change in rate sensitivity755

is not unusual and has been observed to be the case for many metals [76]. The
results in Figure 16 suggest that the PL model can decently model deformation
up to strain rates as high as 105s−1.
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Figure 16: rate dependence of flow stress of single crystal model at 8% strain
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Studying the response of the single crystal model oriented favorably for ⟨a⟩ -
basal slip under high rate of deformation reveals some salient features of the760

CTD model. Figure 17 depicts the loading direction stress-strain response for
the single crystal model oriented favorably for ⟨a⟩ - basal slip at different strain
rates. An elastic overshoot occurs in the stress response st strain rates beyond
106s−1, and it becomes more pronounced as the applied strain rate increases.
Elastic overshoot has been also reported in the simulations of copper [61] and765

vanadium [33] under high rates of deformation.
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Figure 17: the loading direction stress-strain response for the single crystal model oriented
favorably for ⟨a⟩ - basal slip

The initial peak in the stress can be explained in terms of dislocation activ-
ity on individual slip systems. Schmid factor analysis can provide some insight
regarding the activity of slip systems. The Schmid factor analysis given in Table
6 indicates that

[
2110

]
basal slip system has the highest Schmid factor, leading770

to a prevailing single-slip mode. The Schmid factor is not provided in Table
6 for ⟨a⟩ - pyramidal and ⟨c+ a⟩ - pyramidal slip system families due to their
inactivity in this particular loading case. In order to measure the importance of
the effects of thermally-activated and drag-dominated processes on dislocation
glide, a quantity, referred to as drag proportion, is introduced and defined as775

the ratio of the time spent on the drag-dominated stage over the total travel
time, i.e. fd = tr/ (tw + tr). fd is only defined for active slip systems and
falls in the range (0, 1], where fd → 0 corresponds to predominantly thermally-
activated dislocation glide and fd = 1 denotes purely drag-dominated glide.
Figure 18 shows the evolution of temperature, plastic shearing rate and drag780

proportion on the basal and prism slip system families at the strain rate of
107s−1. All slip systems in the basal and prism families become active at some
point during deformation except for P2; therefore, it is not included in the plots
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in Figure 18. The course of deformation could be generally divided into mul-
tiple stages, enumerated in Figure 18. Stage I corresponds to a purely elastic785

regime where the resolved shear stress on all slip systems is smaller than the
long-range stress, viz. passing stress. In stage II, dislocation slip starts to occur
on B2; however, the initial dislocation density is not sufficient to accommo-
date the applied strain rate with plastic deformation. Therefore, the material
needs to deform elastically until a sufficient amount of dislocations becomes790

available. This translates into an increase in the stress level and consequently
provides enough resolved shear stress to activate the other basal and prism slip
systems with lower Schmid factors, as shown in Figure 18b. Figure 18d shows
the transition of dislocation glide from a thermally-activated mechanism into
a drag-dominated one in this stage. In stage III, there is collectively sufficient795

dislocation content to accommodate the applied strain rate with plastic shearing
rate, and therefore the macroscopic stress-strain response deviates clearly from
a predominant elastic response. During this stage, dislocation glide remains in
the drag-dominated regime, and plastic shearing rate on active slip systems,
specifically on B2, increases, causing the self and latent hardening to become800

more pronounced. Figure 18c shows the evolution of temperature in this stage
due to the significant amount of plastic work. During stage IV, dislocation glide
on B2 remains in the drag-dominated regime, and sufficient dislocation density
accumulates on B2 to accommodate further plastic deformation. Hence a drop
in the stress level is observed in this stage. As the stress decreases, the plastic805

contribution of slip systems with lower Schmid factor, namely B1, B3, P1 and
P3, progressively reduces until these slip systems eventually become inactive
at the end of this stage. In Stage V, B2 is the sole active slip system, and
self hardening through the evolution of the parallel dislocation population is
the main source of strain hardening observed in Figure 18a. During this step,810

the thermally-activated processes become more significant, and the mechanism
governing dislocation glide transitions from a drag-dominated mode to a mixed
mode.

The high stresses induced by the elastic overshoot at very high strain rates
could be relieved in real materials by either nucleating new dislocations (in815

addition to the dislocation multiplication considered in this paper) [35] or de-
formation twinning [2, 77]. Considering the contribution of homogeneous and
heterogeneous dislocation nucleation to the evolution of dislocation population
could be of benefit in simulation of polycrystals subject to very high strain rate
and shock loading [78, 79].820

The model presented in this paper considers dislocation slip as the major
deformation mechanism based on the experimental results in [45, 46] where
twinning was not reported for Ti alloys with high Al concentration. Never-
theless, augmenting the model with deformation twinning mechanism could be
advantageous for simulating deformation of (un-)alloyed titanium at very low825

temperatures or high strain rates.
Experiments on polycrystalline Ti samples have shown an increasing rate

sensitivity with logarithm of strain rate [2]. Based on the rate sensitivity study
conducted on the single crystal models, it is expected that the CTD model
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slip system family Miller-Bravais index label Schmid factor

basal
(0001)

[
1210

]
B1 -0.25

(0001)
[
2110

]
B2 0.50

(0001)
[
1120

]
B3 -0.25

prism

(
1010

) [
1210

]
P1 0.22(

0110
) [

2110
]

P2 0.00(
1100

) [
1120

]
P3 -0.22

Table 6: List of Schmid factors for basal and prism slip families for the single crystal model
oriented favorably for ⟨a⟩ - basal slip
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Figure 18: CPFE simulation of the single crystal model oriented favorably for ⟨a⟩ - basal
slip at strain rate of 107s−1, (a) the loading direction stress-strain response, evolution of (b)
plastic shearing rate, (c) temperature and (d) drag proportion. (the Roman numerals denote
different stages of deformation)
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could show the change in the rate sensitivity of polycrystalline microstructures,830

as well. Compression of the RA sample along ND is simulated under different
rates of deformation. Flow stress at 6% strain is extracted and compared with
the available experimental results on rate sensitivity of some Ti polycrystals in
Figure 19. It is observed that the PL model exhibits a constant rate sensitivity
across different strain rates whereas the CTD model shows a change in the rate835

sensitivity for strain rates higher than 105s−1. This is in good agreement with
the experimental results of Casem [80] where an enhanced hardening effect is
observed beyond strain rates of 104s−1.
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Figure 19: rate dependence of flow stress in Ti polycrystals at 6% strain

6.3. Temperature-dependence of flow stress

Ti alloys are used in military and aerospace components which experience840

different thermal environments during service. Changes in temperature influ-
ence both the elastic and plastic responses of the material. As temperature
increases, the elastic constants reduce which indirectly affect the slip-driven
plasticity by reducing the shear modulus-dependent strength of slip systems
[81], represented by the athermal stress in this paper. Increasing temperature845

would also directly promote plasticity by boosting up the rate of successful
thermal activation attempts. In this section, the effects of temperature on de-
formation is studied in the context of deformations under isothermal conditions.
In the remainder of this paper, all simulations are done using the CTD model.

Compression of the AR microstructure along ND and RD at strain rate850

of 10−3s−1 is simulated under isothermal conditions, but at different initial
temperatures. The loading direction stress-strain responses are plotted in Figure
20a. As the temperature increases, it is seen that the yield stress decreases
significantly while the elastic stiffness reduces negligibly. Figure 20b shows the
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variation of the yield stress with temperature within a temperature range of855

300K to 700K. It is observed that the yield stress decreases almost linearly
with temperature within the specified temperature range, consistent with the
experimental results of Khan et al. [4] on another Ti alloy, Ti-6Al-4V. It is
worthy to note that the yield stress corresponding to the AR-ND simulations
decreases more rapidly with temperature in comparison with the one for the AR-860

RD simulations. This is owing to the crystallographic orientation of the grains
and dissimilar variation of critical resolved shear stress (CRSS) on different slip
systems with temperature. The crystallographic orientations of the grains in
the AR sample are such that the ⟨a⟩ - basal and prism slip systems are the
favorable modes of slip when the sample is loaded along RD, whereas ⟨c+ a⟩ -865

pyramidal slip is the favorable one for the case of loading along ND. As shown
earlier in Figure 11, the CRSS for the ⟨c+ a⟩ - pyramidal slip system reduces
at a higher rate with respect to temperature, compared to the one for the ⟨a⟩ -
basal and prism slip systems. This explains why the yield stress corresponding
to the AR-ND simulations decreases more rapidly with temperature in Figure870

20b.
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Figure 20: CPFE simulation of the AR microstructure at different initial temperatures subject
to strain rate of 10−3s−1, (a) the loading direction stress-strain response, (b) variation of yield
stress with temperature

6.4. Adiabatic heating

The effects of temperature on the high-rate deformation of metals could be
investigated in the context of adiabatic thermal conditions. In order to perceive
the effects of adiabatic heating on the elasticity and plasticity, compression of875

the AR microstructure along ND is simulated at strain rate of 104s−1. Different
cases are considered in the simulations. Case I corresponds to a simulation in
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which adiabatic heating is ignored, i.e. isothermal condition is assumed. Case II
refers to a simulation where adiabatic heating is taken into account; however, the
reduction of elastic constants with temperature is neglected. Case III denotes880

a simulation in which both adiabatic heating and reduction of elastic constants
with temperature are considered. The macroscopic stress-strain response for the
three different cases are given in Figure 21. Comparing the macroscopic stress-
strain curves, it is observed that the pre-yield part of the stress-strain response
is barely affected by the adiabatic heating since the amount of plastic work is885

limited and the local temperature slightly increases in this stage of deformation.
With the evolution of temperature during the course of deformation, the effect
of adiabatic heating becomes more evident at higher strains where a lower strain
hardening is obtained for case III, compared to case I where the temperature
evolution was suppressed. Moreover, based on the the macroscopic response for890

cases II and III in Figure 21, it is inferred that the effect of reduction of elastic
constants with temperature becomes noticeable only at strains beyond 0.15. In
other words, considering elastic softening is of secondary importance if the fail-
ure processes of the material due to nucleation and evolution of microstructural
defects start at early stages of deformation. This is consistent with the results895

in [82] where the effect of temperature evolution on the failure of Ti alloys were
investigated.
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Figure 21: the loading direction stress-strain response for compression of the AR microstruc-
ture along ND at strain rate of 104s−1

Failure of Ti alloys under high rates of deformation is attributed to formation
of adiabatic shear bands (ASBs) which could in turn be related to the emer-
gence of hot spots due to adiabatic heating. In order to inspect the temperature900

evolution at the grain level for case III, the granular temperature increase, de-
noted by ∆T g, is calculated for each grain, and its distribution over the entire

38



microstructure at four different stages of deformation is plotted in Figure 22a.
The granular temperature increase for an arbitrary grain, say g, is evaluated as

∆T g =
∑N(g)

e
i=1 Ωi ∆T i/

∑N(g)
e

i=1 Ωi where N
(g)
e is the number of elements in grain905

g and Ωi and ∆T i are respectively the volume and temperature increase in the
i-th element in grain g. Evolution of ∆T g distribution clearly indicates that
not only the average temperature in individual grains, but also the standard
deviation increases during the course of deformation. Similar trend in observed
for the distribution of the granular effective plastic strain, shown in Figure 22b.910

The increase in the heterogeneity of plastic strain field implies that the micro-
plasticity distribution transitions from a nearly uniform state in the early stages
of deformation to a non-uniform one in the later stages. The tendency of the
deformation towards non-uniform distribution of the plastic strain indicates the
development of severely plastically-deformed grains. If the grains happen to be915

located adjacent to each other, a large region of localized deformation is created,
as shown in Figure 23. In this region, both plastic deformation and temperature
are high. Formation of these regions may facilitate nucleation of the adiabatic
shear bands and therefore expedite activation of the failure processes.
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Figure 22: CPFE simulation of the AR microstructure along ND at strain rate of 104s−1,
evolution of probability distribution function of (a) ∆T g and (b) ϵpg at different stages of
deformation

Since the adiabatic heating is inter-related with the plastic deformation, one920

might think that the distributions shown in Figure 22 are consistent with each
other; that is, as plasticity gets localized in certain grains, the temperature
also adiabatically increases in those grains and causes the increase in the stan-
dard deviation in Figure 22a. However, further inspection of the microstructure
revealed some unexpected behavior in the contours of plastic strain and tem-925

perature. It was observed that the regions with high value of plastic strain does
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not necessarily correspond to the hot spots in the contour plot of temperature
field and vice versa. For example, the contour plot of effective plastic strain
in Figure 24a shows that grain A is highly plastically deformed, however the
contour plot of temperature field in Figure 24b does not suggest an elevated930

temperature in this grain. On the other hand, grains B, C and D are experi-
encing an elevated thermal field although they are undergoing moderate plastic
deformation. In order to realize the reason behind this unexpected behavior,
the formulation of plastic power density is recalled, Ẇp = σ : dp. The rate of
plastic work is dependent on the stress level and the rate of plastic deformation935

in a multiplicative form. Hence, a high value of plastic strain by itself does
not constitute a high value of plastic work and consequently adiabatic heating.
Temperature may increase more at a material point with high level of stress
but low plastic strain, compared to another material point with higher plastic
strain and lower stress. In light of this point, the temperature trends in grains940

A, B, C and D sound more reasonable by considering the contour plot of von
Mises stress, as a measure of stress tensor, shown in Figure 24c.
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Figure 24: CPFE simulation of the AR microstructure along ND at strain rate of 104s−1,
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The observation that the grains with severe plastic deformation do not nec-
essarily endure high rates of adiabatic heating is not a coincidence. A bi-crystal
model consisting of a hard and soft grain is generated, as shown in Figure 25a.945

The orientations of the soft and hard grains are identical to the ones shown
in Figures 13a and 13c, respectively. Figure 25b shows the macroscopic load-
ing direction stress-strain response of the bi-crystal model under compression
along [001] at strain rate of 104s−1. Three stages of deformation are selected as
indicated in Figure 25b. The evolution of relevant micro-mechanical variables950

are investigated at these stages along an X-directed line passing through the
centroid of the bi-crystal model. At stage I, the plastic flow has already started
in the soft grain whereas the hard grain has barely deformed plastically. Thus,
as shown in Figure 26a, the temperature in the soft grain is higher than the one
in the hard grain, but slightly. In the next stages of deformation, it is observed955

that the temperature in the hard grain becomes much higher in comparison
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with the soft grain. It is instructive to remember that it is the soft grain which
undergoes a higher level of plastic strain during the entire deformation. Here
again the rate of adiabatic heating is governed by the stress state. The tempera-
ture difference between the two grains grows larger in the course of deformation960

as shown in Figures 26b and 26c.

0 0.02 0.04 0.06 0.08 0.1 0.12
0

400

800

1200

1600

Ι ΙΙ
ΙΙΙ

X
Y

Z

64 mµ

32
m
µ

3
2
m

µ

hard grain
soft grain

(a) (b)

Figure 25: (a) bi-crystal model consisting of 5103 linear tetrahedral elements, (b) macroscopic
loading direction stress-strain response for compression at strain rate of 104s−1 along [001]

This bi-crystal problem is a simple but yet enlightening problem. The im-
portance of the results in Figure 26 goes beyond the determination of the hot
grain and impacts the predictions of models for formation of adiabatic shear
bands under high rates of deformation. Given the formation and propagation of965

ASBs are beyond the scope of the paper, we content with a brief introduction
to different criteria for formation of ASBs and simply state their implication
on nucleation site of ASBs in the bi-crystal problem. Different criteria have
been proposed in the literature for estimating the formation of adiabatic shear
bands. These criteria are based on selecting a specific thermo-mechanical quan-970

tity, such as plastic shear strain [83], temperature [84] and stored energy of cold
work [82, 85]. These criteria predict formation of ASBs in the material once
the specified thermo-mechanical quantity exceeds a critical value. In light of
the results shown in Figure 26, these criteria do not predict the same grain as
the nucleation site for ASBs in the bi-crystal problem. Using the critical plastic975

shear strain criterion, ASBs nucleate in the soft grain since it undergoes higher
levels of plasticity, whereas both the critical temperature and critical stored en-
ergy of cold work criteria suggest that the nucleation site for ASBs is the hard
grain due to the higher level of plastic work. If the experimental apparatus al-
lows for the experimentation on a bi-crystal sample, the observations in terms of980

nucleating site for ASBs could provide some insight and be used to test validity
of the nucleation models.
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7. Concluding remarks

A crystal plasticity constitutive model is proposed which could be used for a
wide range of strain rates. Flow rule in the proposed constitutive model is the985

Orowan equation which expresses the slip rate on a given slip system in terms
of the dislocation density and average dislocation velocity. Capability of the
model in simulating deformations across decades of strain rate inheres in formu-
lating the average dislocation velocity in terms of both the thermally-activated
and drag-dominated stages of screw dislocation motion in the glide plane. The990

proposed constitutive model is explicitly temperature dependent which makes it
suitable for modeling high strain rate deformations where temperature increase
adiabatically due to the conversion of plastic work into heat. Effects of temper-
ature on elasticity and plasticity are carefully calibrated using the experimental
results.995

Simulation results demonstrate the competency of the model in predicting
material response in quasi-static and dynamic rates. The model can effectively
capture the increase in the rate sensitivity of flow stress at higher rates of de-
formation due to the transition in the rate controlling mechanism of dislocation
motion. The model predicts an elastic overshoot in the single crystal level under1000

very high strain rates due to the insufficient dislocation content to accommodate
the applied strain rate. Consistent with experiments, isothermal quasi-static
simulations show that the 0.2% yield stress decreases almost linearly with tem-
perature in the temperature range of interest. The rate of decrease is observed
to be higher along ND since the CRSS for ⟨c+ a⟩ - drops faster with tempera-1005

ture compared to the one for the ⟨a⟩ - type slip systems. Adiabatic simulations
show that the effect of temperature on enhancing plasticity is more pronounced
than its effect on degradation of the elastic constants. Analysis of high strain
rate simulations showed the tendency of the microstructure towards localizing
plastic deformation as the material straining progresses. Unexpectedly careful1010

analysis of adiabatic heating revealed that the grains with severe plastic defor-
mation do not necessarily endure high temperatures as a result of conversion of
plastic work into heat.

The work presented in this paper focused on modeling the deformation un-
der different strain rates. This is the first step towards modeling failure in Ti1015

alloys. The next step of the research is to develop proper physics-based crite-
rion for nucleation of adiabatic shear bands, a precursor to the material failure.
The propensity of the material for twinning and its relationship with the local
temperature increase need to be investigated as well.
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