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The overall aim of this project was to develop scalable algorithms for the inverse problem of inferring, with associated uncertainty, the heterogeneity of a medium or shape of a scatterer from reflected/transmitted waves (acoustic, elastic, electromagnetic) at very large scale. The resulting Bayesian wave inverse propagation problem has been intractable using contemporary algorithms. Research was conducted under three complementary subprojects. The first subproject (led by O. Ghattas) focused on scalable algorithms for large-scale Bayesian inverse problems governed by time domain wave propagation. The second subproject (led by G. Biros) focused on fast algorithms for inverse scattering and uncertainty quantification based on volume integral equation formulations for the inverse medium problem. The third subproject (led by L. Demkowicz and J. Gopalakrishnan) focused on new, highly efficient discretizations for wave propagation in the form of the discontinuous Petrov Galerkin (DPG) method and associated solvers. Results and conclusions in each sub-project area are discussed in separate sections of the report.
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This overall aim of this project was to address the inverse problem of inferring, with associated uncertainty, the heterogeneity of a medium or shape of a scatterer from reflected/transmitted waves (acoustic, elastic, electromagnetic) at very large scale. The resulting Bayesian wave inverse propagation problem has been intractable using contemporary algorithms. Research was conducted along three complementary subprojects. The first subproject (led by O. Ghattas) focused on scalable algorithms for large-scale Bayesian inverse problems governed by time domain wave propagation. The second subproject (led by G. Biros) focused on fast algorithms for inverse scattering and uncertainty quantification based on volume integral equation formulations for the inverse medium problem. The third subproject (led by L. Demkowicz and J. Gopalakrishnan) focused on new, highly efficient discretizations for wave propagation in the form of the discontinuous Petrov Galerkin (DPG) method and associated solvers. Each subproject is described below.

1. Scalable algorithms for large-scale Bayesian inverse medium and shape problems governed by time domain wave propagation

This component of the project addressed the problem of Bayesian inverse problems governed by time-domain wave propagation (acoustic, elastic, and electromagnetic). Results were obtained along the following lines:

- **Extreme-scale UQ for Bayesian inverse wave propagation.** We developed parallel algorithms and implementations for extreme scale inverse problems governed by the acoustic/elastic wave equation in the Bayesian inference framework: given data and model uncertainties, find the pdf describing parameter uncertainties. To overcome the curse of dimensionality of conventional methods, we exploit the fact that the data are typically informative about low-dimensional manifolds of parameter space. This leads to a low rank approximation of the prior-preconditioned Hessian of the negative log likelihood, evaluated at the maximum a posteriori (MAP) point and effected via matrix-free randomized SVD, in conjunction with a Sherman Morrison Woodbury inverse, to arrive at a Gaussianized approximation of the posterior covariance [17]. We obtain a method that scales independent of the forward problem dimension, the uncertain parameter dimension, the data dimension, and the number of cores. This approximation is exact for a linear parameter-to-observable map (modulo controllable error in the randomized SVD), and forms the basis for a locally-adaptive Gaussian proposal density in a Metropolis Hastings MCMC method [53]. The largest problem solved had a million uncertain parameters with 630 million DOF, on up to 262K cores, for which a factor of 2000 reduction in parameter dimension was achieved [10]. This remains the largest Bayesian inverse wave propagation ever solved.

- **Fast solvers for Bayesian priors for inverse wave propagation in layered media.** One popular choice of prior covariance operator for Bayesian inverse problems is the inverse of power of a Laplacian-like elliptic differential operator. The motivation for this choice is that the operator allows heterogeneous and anisotropic control over correlation lengths and variance, and is of trace class, leading to a well-posed Bayesian inverse problem. However, this means that whenever the prior is manipulated (in practice, thousands of times at a minimum), an elliptic PDE must be
solved. Thus in order to achieve scalability in Bayesian inversion, we need a multigrid solver that can scale to extreme core counts. We have designed such a multigrid solver using a combination of algebraic and geometric ideas [59], extending to high-order discretization on complex geometries [61], and scaling in the largest cases up to 1.5 million cores with 602 billion unknowns [57].

• A mathematical and computational framework for infinite-dimensional Bayesian inverse wave propagation. The mathematical and computational basis for the extreme scale algorithms described above has been presented in a series of papers addressing infinite-dimensional Bayesian inverse problems. We began with the ideas proposed by Stuart (Acta Numerica, 2010), and incorporated a number of components aimed at ensuring a convergent discretization of the underlying infinite-dimensional inverse problem. The framework additionally incorporated algorithms for manipulating the prior, constructing a low rank approximation of the data-informed component of the posterior covariance operator, and exploring the posterior that together ensure scalability of the entire framework to very high parameter dimensions. The framework was established first for a linearized parameter-to-observable (p2o) map [17], and then extended to a fully nonlinear p2o map by using the resulting locally-adapted Gaussianized posterior approximation as a proposal for a Metropolis-Hastings Markov Chain Monte Carlo method [53]. Finally, we analyzed a model inverse scattering problem (specifically, inverse shape acoustic scattering) and showed well-posedness of the Bayesian formulation in infinite dimensions, as well as convergence of the finite-dimensional approximation (of both the shape and the state) to the infinite-dimensional posterior measure, in which convergence rates of the finite-dimensional inverse problem are inherited from those of both the prior (on the shape) and the forward wave propagation problem [15]. We have employed this framework in inverse wave propagation problems involving subsurface mapping of realistic media [66].

• Analysis of the Hessian for 3D inverse scattering. The scalability of the Bayesian inversion methodology described above is intimately tied to the low rank approximation of the (prior-preconditioned) Hessian of the negative log of the likelihood (i.e., the Hessian of the weighted data misfit functional). This low rank approximation is motivated by the fact that for infinite-dimensional inverse problems, the data typically inform a low-dimensional manifold of parameter space (hence the ill-posedness of the unregularized inverse problem), leading to a compact data misfit Hessian operator. For many problems we do numerically observe a rapid decrease of eigenvalues of this operator, permitting up to three orders of magnitude (implicit) dimension reduction. Continuing work conducted under our previous AFOSR grant, which theoretically verified the compactness of the data misfit Hessian for 2D inverse shape [12] and inverse medium [13] acoustic scattering, we extended the theoretical analysis to the more difficult case of 3D scattering with electromagnetic waves and showed that here the Hessian is also a compact operator [14].

• Discretely exact derivatives for hyperbolic PDE-constrained optimization problems discretized by the discontinuous Galerkin method. The adjoint wave equation is a critical component for efficiently computing the gradient of log posterior (to define the MAP point) and its Hessian (to construct a posterior covariance approximation). However a technical point arises when the wave equation is discretized by the discontinuous Galerkin method: should the continuous adjoint wave equation be derived and then discretized by DG (in which case the resulting discretized gradient may not be consistent with the log posterior functional)? Or should we first discretize the forward wave equation by DG and then derive an adjoint (in which case the adjoint wave equation may not correspond to a DG discretization of the forward equation)? We have analyzed these two alternatives [64] and have shown that the gradient in the former approach is inconsistent with the discretized gradient, leading to a possible lack of convergence of gradient-
based optimization methods. Moreover, we have shown that the discrete adjoint equation inherits a natural DG discretization from the discretization of the forward wave equation, and the resulting gradient expressions have to take into account additional contributions from element faces in order to be discretely exact and thus lead to the correct gradient for numerical optimization purposes. Our Bayesian inversion framework employs the results of this paper for DG discretization of the adjoint wave equation and the resulting gradient.

- **Besov priors for preserving medium discontinuities in Bayesian inverse problems.** A critical issue when solving Bayesian inverse wave propagation problems involving inhomogeneous media with material property jumps (such as layered media) is the specification of a prior covariance operator that preserves jumps. For deterministic inverse wave propagation problems, this can be achieved by total variation (TV) regularization [1, 2, 31]. Unfortunately, TV does not converge in the limit of finer discretization. Recently, Besov space priors (which involve $\ell_1$-regularized wavelet coefficients of the medium property field) were proposed as a means of retaining discretization invariance as well as edge preservation. In our work we have introduced a fast solver for such priors that is substantially faster than existing approaches (split Bregman and interior path following primal-dual methods) [16].

- **Fast optimization-based MCMC sampling methods for posteriors for Bayesian inverse wave propagation problems.** We developed a so-called randomized maximum a posteriori (rMAP) method for generating approximate samples of posteriors in high dimensional Bayesian inverse problems governed by large-scale forward problems, with particular application to wave propagation [63]. The rMAP approach is derived based on: 1) casting the problem of computing the MAP point as a stochastic optimization problem; 2) interchanging optimization and expectation; and 3) approximating the expectation with a Monte Carlo method. For a specific randomized data and prior mean, rMAP reduces to the maximum likelihood approach (RML). It can also be viewed as an iterative stochastic Newton method. An analysis of the convergence of the rMAP samples was carried out for both linear and nonlinear inverse problems. Each rMAP sample requires solution of a PDE-constrained optimization problem; to solve these problems, we employed a state-of-the-art trust region inexact Newton conjugate gradient method with sensitivity-based warm starts. An approximate Metropolization approach is presented to reduce the bias in rMAP samples. This method can be thought of as an extension of our previously-developed stochastic Newton method [51] (which employs a Gaussian proposal based on a covariance operator taken to be the inverse of the local Hessian) to a non-Gaussian proposal based on a nonlinear trajectory in parameter space; indeed the two are equivalent for a linear parameter-to-observable map. Numerical results indicated the potential of the rMAP approach in posterior sampling of nonlinear Bayesian inverse wave propagation problems in high dimensions.

- **Optimal source compression for Bayesian inverse wave propagation problems based on optimal experimental design.** A major challenge for inverse wave propagation problems is in the common situation when there are multiple sources to interrogate the medium, rather than one. In this case, the forward (and adjoint) wave equation must be solved multiple times per gradient or Hessian-vector evaluation, once for each source. This means that for many industrial settings, hundreds or more wave equations will need to be solved at each inversion iteration (or MCMC sample point). Clearly, these sources do not all yield independent information on the medium. Can they be collapsed into a handful of “meta-sources”? Inspired by our work on optimal experimental design for Bayesian inverse problems [3, 4], in the present project we formulated an approach to this problem based on optimal experimental design [22]. That is, find a small number of optimal linear combinations of the sources such that the medium is recovered with the least
uncertainty. For an uncertainty measure, we adopted the A-optimal design criterion, i.e., the trace of the inverse of the Hessian (of the log posterior) evaluated at the MAP point. This results in a PDE-constrained optimization problem that is constrained by the vanishing of the gradient (along with forward/adjoint wave equations to define the gradient), as well as linear systems with Hessian operators that arise in the trace estimation (along with incremental forward/adjoint wave equations to determine the Hessian action).

The work described above was carried out by research associates/scientists who have now moved on to faculty positions: Alen Alexanderian (NC State), Tan Bui-Thanh (UT-Austin), Carsten Burstedde (University of Bonn), Noemi Petra (UC Merced), Georg Stalder (NYU), Hari Sundar (University of Utah), and Lucas Wilcox (Naval Postgraduate School).

2. Fast algorithms for inverse scattering and uncertainty quantification based on volume integral equation formulations for inverse medium problems

We worked on fast algorithms for inverse scattering and uncertainty quantification based on volume integral equation formulations for the inverse medium problem. The fast solvers include forward and adjoint scattering solvers, parallel algorithms for Hessian approximations, and fundamental algorithms for kernel methods.

Our goal is to develop algorithms that allow the efficient solution of forward, inverse, and UQ problems for the frequency-domain formulation of scalar and vector scattering problems in inhomogeneous media (that is, media for which the refractive index varies in space). Funding from this award led to 14 publications in premier peer-reviewed journals and conferences and three software libraries (PVFMM, AccFFT, LIBASKIT). It has partially supported five PhD students (Chenhan Yu, Dhairya Malhotra, Amir Gholami, Bo Xiao, and Keith Kelly) and three postdoctoral scientists (Hari Sundar, Brian Quaife, and Bill March), the first two of whom have assumed assistant professor positions (at the University of Utah and Florida State University). At the ACM/IEEE SC’15 conference, Dhairya Malhotra received the ACM George Michael HPC Fellowship Award for his work on the fast multipole method and Amir Gholami received the Gold Prize in the ACM Student Research Competition for his work on the fast Fourier transform.

Fast solvers for forward, adjoint, and Hessian systems. Volume integral equations enable the solution of scattering problems with high-order accuracy, have negligible dispersion errors, capture radiation conditions exactly, and offer unprecedented algorithmic and parallel scalability. We have developed two solvers for volume integral equations, one accelerated by the fast multipole method (FMM) and one accelerated by the fast Fourier transform (FFT). The FMM-based solver allows highly adaptive discretizations. However, it is limited to low and medium frequency problems (roughly speaking, up to 100 wavelengths). The FFT-based one enables the solution of scattering problems with arbitrarily high frequencies but it uses regular grids. Both methods scale to at least $O(10^{15})$ cores. For both approaches, we have developed open source software and have made it freely available. We give more details on our technical contributions below.

- **Highlights for FMM.** Our PVFMM (parallel kernel independent fast multipole method for volume potentials) can be used to construct spatially-adaptive solvers for the Poisson, Stokes, and low-frequency Helmholtz problems. Conventional N-body methods apply to discrete particle interactions. With volume potentials, we replace the sums with volume integrals. We use high-order piecewise Chebyshev polynomials and an octree data structure to represent the input and output fields, enable spectrally accurate approximation of the near-field, and the kernel independent FMM (KIFMM) for the far-field approximation. For distributed-memory parallelism, we use space filling curves, locally essential trees, and a hypercube-like collective communication scheme. Our
PVFMM can achieve about 600 GF/s of double-precision performance on a single node. Our largest run on the Stampede system at the Texas Advanced Computing Center took 3.5s on 16K cores for a problem with 18E+9 unknowns for a highly nonuniform scattering field (corresponding to an effective resolution exceeding 3E+23 unknowns since we used 23 levels in our octree). The code is publicly available at http://www.pvfmm.org. Related publications include [6, 43, 44, 55, 62].

• Highlights for FFT. Despite the large amount of work on FFTs, we have shown that significant speedups can be achieved for distributed transforms. AccFFT extends existing FFT libraries for x86 architectures (CPUs) and CUDA-enabled Graphics Processing Units (GPUs) to distributed memory clusters using the Message Passing Interface (MPI). Our library uses specifically optimized all-to-all communication algorithms to efficiently perform the communication phase of the distributed FFT algorithm. We tested our library on the Maverick and Stampede systems at TACC and on the Titan system at Oak Ridge National Laboratory. The library was tested on up to 131K cores and 4,096 GPUs of Titan, and on up to 16K cores of Stampede. The library is available at http://www.accfft.org. The main publication for the FFT is [33]; we have also compared FFT, FMM, and multigrid for solving elliptic PDEs at [34].

As mentioned above, both FMM-based and FFT-based solvers have their limitations. Our immediate goal is to combine the two techniques in a single solver, combining the benefits of both without the limitations. The new solver should be efficient for very high-frequency problems while supporting spatially non-uniform discretizations.

These solvers have been incorporated into fast algorithms for Hessian approximations. The adjoint for the FFT-accelerated scheme is simple, but the adjoint for the FMM is more involved. Also, we have implemented our FaIMS method [20] (developed with previous funding from AFOSR) in parallel, integrated it with volume integrals (not just charges), and combined it with the Elemental library [54] to enable fast and scalable randomized linear algebra. We have also been working on domain decomposition preconditioners.

Algorithms for uncertainty quantification. We have been exploring fundamental algorithms that enable several new approaches in uncertainty quantification. The main motivation is to find an algorithmic way to encapsulate priors given as kernel densities and are problem specific—instead of exclusively using smoothness priors. However, using kernel densities as priors poses significant computational challenges. In a series of papers, we developed hierarchical matrix technology that is applicable to kernel density estimation but also to fast approximations for the Hessian operators in inverse scattering problems. Our goal is a method that exhibits algorithmic and parallel scalability for inverting kernel and Hessian matrices. We require only the ability to compute an entry of the target matrix in $O(\log N)$ time, where $N$ is the number of unknowns. We developed a new Approximate Skeletonization Kernel Independent Treecode (ASKIT) that builds technology for a special class of hierarchical matrices. The ASKIT library is available at http://padas.ices.utexas.edu/libaskit. In a series of papers we introduced the new technology [45–50] enabling fast matrix-vector multiplies in $O(N)$ time. Furthermore in our most recent work [65], we developed a fast direct solver for hierarchical matrices that can be used to precondition the prior in the Hessian. The factorization requires $O(N \log^2 N)$ work. To the best of our knowledge, this direct solver represents the state-of-the-art. It can be used with high-dimensional data for a large variety of kernels and is the only algorithm that supports shared and distributed memory parallelism. Our scheme does not assume symmetry of the kernel, global low-rank structure, sparsity, or any other property other than, up to a sparse matrix correction, the off-diagonal blocks admit a low-rank approximation.
3. New discontinuous Petrov Galerkin methods for wave propagation problems

This project focused on the development of efficient high quality wave simulators using discontinuous Petrov Galerkin methods (DPG), invented previously by L. Demkowicz and J. Gopalakrishnan. Publications directly or indirectly influenced by this project are [5, 7, 9, 11, 18, 19, 21, 24–30, 32, 35–40, 42, 52, 58]. Highlights are listed below.

- **Foundational work on mathematical error analysis** of DPG methods is now complete. Conditions for a priori and a posteriori error analyses of the abstract DPG method were found [18, 19, 39]. The results generalize essentially our earlier work on the subject and are as follows. First, any linear boundary-value or initial-boundary-value problem, wave propagation problems included, admits many variational formulations employing different energy settings and implying ultimate convergence in different norms [19, 24, 42]. These problems are simultaneously well- or ill-posed. Second, in each of these formulations, the standard test spaces can be replaced with broken test spaces resulting in additional unknowns defined on mesh skeletons (traces) but enabling the application of the DPG technology. This does not mean that all formulations are “equal.” Being a minimum-residual method, DPG method always delivers a positive definite Hermitian stiffness matrix but its spectral properties vary dramatically between the formulations. In this context, the so-called ultra-weak formulation stands out. It is robust (uniformly stable with respect the frequency), and it delivers the best conditioned stiffness matrix among the different DPG formulations.

We distinguish between the ideal and practical DPG methods. In the analysis of the ideal DPG method, we assume that the optimal test functions are computed exactly. In the analysis of the practical DPG method, we account for the approximation of optimal test functions by constructing appropriate Fortin operators [19, 39, 58]. The Fortin operators are also crucial in the analysis of a-posteriori error estimation [18].

- When using the DPG method, **adaptivity was found to be robust without any preasymptotic instabilities** [21, 29, 30]. This property should be strongly contrasted with the standard Galerkin method which is only asymptotically stable. In practice this means that, with standard Galerkin, we have to start with a mesh that not only satisfies the Nyquist criterion (resolves the wave number) but also controls the phase error (the so-called pollution error; high order elements are probably the best methodology here). Outside of the asymptotic regime, standard Galerkin is completely unreliable, in particular, a-posteriori error estimates do not work, and adaptivity is disabled. Contrary to the standard Galerkin, minimum residual methods, DPG methodology included, come with an a-posteriori error estimate (the residual) built in, and enable adaptivity from day one, starting with very coarse meshes. The adaptive DPG technology is attractive for very high frequency problems (> 300 wavelengths in 2D) with “localized solutions” (beams) where it stands a chance to beat standard Galerkin methods. We are in the process of developing a special solver that integrates adaptivity with domain decomposition methods.

- **Phase errors reduce** with the right choice of test norm in DPG methods. Reduction of dissipation was proved using a numerical dispersion analysis in [35, 38]. The dispersion analysis confirms the difference between different variational formulations. The DPG method based on the strong formulation reduces to the classical First Order System Least Squares (FOSLS) method and displays the strongest dissipation while the ultra-weak DPG method has the least dissipation properties. The dissipation can be further reduced by scaling the $L^2$-terms in the adjoint graph norm [38]. Such a scaling changes effectively the norm in which traces are measured, see also [19].
• DPG method works when standard Galerkin method might not work, as shown by studies on metamaterials. The DPG method was applied to simulate cloaking and was found to be very efficient with the right choice of the test norm [28]. If the original problem is well-posed, i.e. the corresponding sesquilinear form satisfies the inf-sup condition, the DPG method guarantees reproducing the continuous stability at the discrete level. This is critical for wave propagation problems in metamaterials which are well-posed (satisfy the inf-sup condition) but do not satisfy the criteria for Mikhlin’s theory of asymptotic stability (applicable to standard Galerkin and standard wave propagation problems). For such classes of problems the standard Galerkin may fail to converge.

• A frequency-independent Schwarz preconditioner for DPG methods was developed [40]. We found that a careful choice of overlapping blocks within a multiplicative Schwarz algorithm, applied to the DPG system, with no coarse solve, provides a preconditioner for solving the DPG system for waves. Its performance is, as expected from similar known results, independent of the polynomial degree $p$. What was unexpected was a pleasant observation that the condition number of the preconditioned system is independent of the wavenumber (in addition to $p$). Together with the solvability of DPG methods on any mesh, no matter how coarse in relation to the wavenumber, this allows us to design a robust preconditioned solution strategy for wave simulations.

• DPG methods have been successfully applied and work for many formulations of Maxwell equations [19]. We showed that the same problem admits different variational formulations leading to different FE discretizations and different types of convergence [24]. We proved that the stability of one implies the stability of the others. Maxwell equations constitute an important particular example of the general theory discussed above. In particular, one of the main challenges here was the construction of an appropriate Fortin operator.

• Finally, the DPG method has been successfully applied to inverse seismic tomography problems [8] proving to be an attractive alternative to standard high order Galerkin method in context of multifrequency inversion schemes.

• Software: The grant supported the development of a Fortran90 codebase implementing DPG methods within the existing framework of the $hp$ FEM software [23], a C++ codebase available publicly as a GIT repository [40, 41] (designed as a shared library add-on to a popular open source package NGSolve), and the initial development of a stand alone C++ codebase solely for DPG methods called CAMELIA [56]. In particular, in the course of this project, we developed a special library for computing orientation embedded hierarchical shape functions of arbitrary order, elements of all shapes (tetrahedra, hexahedra, prism and pyramids in 3D) and the spaces forming the first Nedéléc exact sequence [32]. The library (9k of Fortran 90 code) is in the public domain and can be used in any higher order FE code.

• The grant supported these completed or upcoming Ph.D. dissertations/students:
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