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ABSTRACT

Problems with starter batteries in heavy-duty trucks can cause costly unplanned stops along the road. Frequent battery changes can increase availability but is expensive and sometimes not necessary since battery degradation is highly dependent on the particular vehicle usage and ambient conditions. The main contribution of this work is a case-study where prognostic information on remaining useful life of lead-acid batteries in individual Scania heavy-duty trucks is computed. A data-driven approach using random survival forests is proposed where the prognostic algorithm has access to fleet management data including 291 variables from 33603 vehicles from 5 different European markets. The data is a mix of numerical values such as temperatures and pressures, together with histograms and categorical data such as battery mount point. Implementation aspects are discussed such as how to include histogram data and how to reduce the computational complexity by reducing the number of variables. Finally, battery lifetime predictions are computed and evaluated on recorded data from Scania’s fleet-management system.

1. INTRODUCTION

To efficiently transport goods by heavy-duty trucks it is important that vehicles have a high degree of availability and in particular avoid becoming standing by the road unable to continue the transport mission. An unplanned stop by the road does not only cost due to the delay in delivery, but can also lead to damaged cargo.

One cause of unplanned stops is a failure in the electrical power system, and in particular the lead-acid starter battery. The main purpose of the battery is to power the starter motor to get the diesel engine running, but it is also used to, for example, power auxiliary units such as heating and kitchen equipment. High availability can be achieved by changing batteries frequently but such an approach is expensive both due to frequent visits to a workshop and also due to the cost of the batteries. In addition, as will be shown, battery degradation is highly dependent on the particular usage and ambient conditions.

The main contribution of this work is a case-study, with methodological development and analysis results, based on fleet-management data from heavy-duty truck manufacturer Scania. A non-parametric and data-driven prognostics approach is used to compute, on an individual vehicle basis, prognostic information on remaining useful life of the lead-acid batteries in the vehicle. This information is then used to make dynamic and vehicle individual maintenance plans.

The proposed approach mainly uses existing techniques but also some methodological development is done, in particular for handling histogram information and data reduction. The approach can be classified as a reliability function based prognostic approach (Linxia & Köttig, 2014).

The outline of the paper is as follows. First, Sections 2 and 3 introduces the case study and illustrates the characteristics of the studied problem and what problems that need to be solved to obtain a feasible solution. Section 4 then discusses the key step in the approach, how to estimate battery degradation properties based on fleet management data. One characteristic of the dataset is that it contains histogram variables and how they are introduced in the approach is discussed in Section 5. The fleet management dataset is large and Section 6 discusses how to extract the most important parts of the data to be used with the approach discussed in Section 4. Finally, Section 7 discusses how the proposed approach can be used in a prognostics and condition based maintenance setting and then some conclusions in Section 8.

2. PROBLEM BACKGROUND

There exist a number of approaches in the literature to do prognostics. One common approach is to look for trends in...
measured or estimated component health status indicators. Then, extrapolating computed health status indicators give indications on the amount of useful life left in the component. Such an approach requires reliable degradation models or measurements closely related to battery health, neither of which are available in this work. An alternative to a physics based approach where the battery health is estimated directly is to rely on recorded data from a large number of vehicles. This paper explores a data-driven approach where the prognostic algorithm has access to fleet management data and some characteristics of the data are

- 33603 vehicles logged from 5 different markets.
- 291 variables are logged for each vehicle.
- No time series, only aggregated data like traveled distance, year of delivery, histogram of ambient temperatures.
- Heterogeneous data; mix of numerical values such as temperatures and pressures with categorical data such as battery mount point or wheel configuration.
- Dataset includes histogram variables.
- Significant missing data rate (≈ 15%).
- Each vehicle with a replaced battery has logged time of failure.
- There are many vehicles where battery failure has not occurred before the time of observation, i.e., data are right censored.

Figure 1 shows normalized relative frequency of logged time in the dataset. The red bars show the time of failure for vehicles with battery problems and the blue bars show time of logged data for vehicles with no battery problem. The histogram for vehicles with no battery problems thus reflect the last time data was logged from the vehicle which approximately is the age of the vehicle. Time is originally in days but has been scaled to time units to avoid revealing sensitive information. A first observation is that some batteries fail much earlier than others and that there clearly is potential in vehicle individual maintenance plans.

Let $T$ be the random variable of failure time. Then the reliability function, sometimes referred to as the survival function, is the probability that $T \geq t$, i.e.,

$$R(t) = P(T \geq t)$$

which is a fundamental object in the prognostics analysis. See Section 7 for further discussion on this. Estimating the reliability function from the data is basic survival data analysis and a non-parametric maximum-likelihood approach is used (Cox & Oakes, 1984). The reliability function estimate, based on the full dataset, is shown in Figure 2. This estimate would be most useful if it were true that the battery degradation is equal in all vehicles, no matter the vehicle configuration or usage. To investigate how much battery degradation characteristics change with vehicle configuration and usage, Figures 3 and 4 compare reliability function estimates for different subsets of vehicles. In Figures 3(a) and (b), different battery sizes and battery mounting positions are compared respectively. The reliability function estimate for battery size 140 Ah is based on very few vehicles, which is the reason for the jagged estimate. It is clear that battery size does not change the estimates significantly while battery mount position seems to have bigger impact. The battery size and battery position are both vehicle configuration parameters, naturally also usage parameters can have significant influence on battery degradation. Figure 4 shows reliability function estimates for vehicles with different amount of time with low battery voltage during cold ambient temperatures. Here it is clear that battery degradation significantly correlates with low temperatures and low voltages. The conclusion so far is then that truck battery degradation is dependent on vehicle usage and configuration. For each vehicle, 291 variables are recorded and it is not immediately clear which variables that are most important to describe different types of battery degradation profiles.

3. Problem Formulation

The problem studied in this paper is to compute a probabilistic measure of the remaining useful life of a particular vehicle with a well functioning battery at a specified time $t = t_0$. As before, let $T$ be the time of failure for the battery in a specific vehicle and let $V$ denote usage and configuration data for the
Figure 3. Reliability function estimation for different battery sizes (a) and different mounting positions (b).

Figure 4. Reliability function estimate for vehicles with different amount of time with low battery voltage during cold ambient temperatures.

The objective is to estimate the function

$$B(t; t_0, V) = P(T \geq t + t_0 | T \geq t_0, V), \quad t \geq 0 \quad (2)$$

which describes, for a specific vehicle $V$, the probability that the battery will at least $t$ time units after $t_0$. This function is closely related to the reliability function $R(t)$. Let $R^V(t)$ be the reliability function for a specific vehicle $V$, then

$$B(t; t_0, V) = P(T \geq t + t_0 | T \geq t_0, V) = \frac{P(T \geq t + t_0 | V)}{P(T \geq t_0 | V)} = \frac{R^V(t + t_0)}{R^V(t_0)} \quad (3)$$

The basic problem is then to, given the usage data for a vehicle $V$, estimate $R^V(t)$ and then compute $B(t; t_0, V)$ according to (3). A key problem is that out of the 291 variables, it is not clear which ones that best capture different battery degradation characteristics. The main objectives of the paper are then to, in a case study with heavy-duty truck data, estimate battery lifetime predictions as in (2) and evaluate on recorded data from Scania’s fleet-management system.

Figure 5. A flowchart describing the proposed approach.

- Determine, using machine-learning techniques, which of the 291 logged variables that are most useful for clustering vehicles with respect to battery lifetime prediction. Also analyze how to properly handle histogram variables.
- Estimate the reliability function $R^V(t)$ for a specific vehicle $V$.
- Estimate battery lifetime predictions as in (2) and evaluate on recorded data from Scania’s fleet-management system.

The approach proposed for this problem is outlined in the flowchart in Figure 5. The flowchart illustrates how the original dataset first is extended with information about the histogram, which is described in Section 5. This leads to a significant growth in data size, which for complexity reasons results in a need to reduce the data before building models. The data reduction, here meaning selection of the 30 most important variables, is described in Section 6. Then, a random survival forest model is built as described in Section 4. With this model, a vehicle $V$ and its associated 30 variables can be fed into the random survival forest model to compute prognostic information, which is illustrated in Section 7.

### 4. RELIABILITY FUNCTION ESTIMATION

Estimation of the reliability function (1) for a specific vehicle, based on a set of variables, is one of the main objective
of this work since then the function $B(t; t_0, V)$ can be computed according to (3). As noted in Section 2, if it were a good assumption that battery degradation in all vehicles were independent on vehicle configuration, usage, and ambient conditions, a direct estimation of the reliability function using the very basic survival analysis techniques in (Cox & Oakes, 1984) would be appropriate. However this independence assumption is not realistic since it was shown how the failure rate of the battery varies significantly dependent on vehicle usage, configuration, and ambient conditions.

Thus, the 291 variables that are stored for each vehicle and describe vehicle configuration and usage need to be taken into account. One possibility is to use a parameterized approach where the failure rate of the batteries

$$h(t; V) = P(T = t| T \geq t, V)$$

is written as a function of the variables $V$. One common choice then is the proportional hazards model with log-linear hazards (Cox & Oakes, 1984) for which there exists well-established theory and tools. This approach is not used here, mainly because of the high rate of missing data which can not be handled directly, but also to avoid the proportional hazards assumption.

Instead, the basic idea of the approach used here can loosely be stated as utilizing a classifier to cluster vehicles with similar battery degradation properties. Then a non-parametric estimate for the reliability function $R^V(t)$ is computed for a specific vehicle $V$ using only the vehicles in the corresponding vehicle cluster.

A candidate tool that fits this situation well is Random Survival Forests (Ishwaran, Kogalur, Blackstone, & Lauer, 2008; Ishwaran & Kogalur, 2010). Random survival forest is a survival analysis extension of Random Forests (Breiman, 2001) which is a tree-based classifier (Breiman, Friedman, Stone, & Olshen, 1984) extended with bootstrap aggregation (Breiman, 1996) techniques. The key motives for using random survival forests in this work is that

- it handles heterogeneous data; both discrete and continuous valued variables
- it handles missing data
- it is non-parametric, i.e., does not rely on a specific hazard function parameterization like proportional hazards

There are 291 variables stored for each vehicle and the data includes 17 histograms. As will be described in Section 5, additional variables are derived to take these histogram variables into account. This results in a total of 1031 variables for each vehicle. To keep computational complexity down when building the random survival forest, Section 6 describes how to select the 30 most important variables. For this section it is not important exactly which variables that are used, it is enough to state that 30 variables were selected and used in the

![Figure 6. Error rate for the forest when node size is changed.](image)

The experiments is conducted in R (R Core Team, 2014) using the package Random Forests for Survival, Regression and Classification (Ishwaran & Kogalur, 2013). There are 4 main parameters to be chosen in the software package

- number of trees to grow in the forest
- minimum size of terminal nodes
- number of random split variables
- number of random split values

Selection of these parameters is important for the result, and therefore there will be a short discussion on the choices made in this study. The remainder of this section requires knowledge of random survival forests, and for in-depth description of each parameter the reader is referred to (Ishwaran et al., 2008) and (Ishwaran & Kogalur, 2013).

The error rate measures how well the forest ranks two random individuals in terms of survival, and 0 is perfect and 0.5 is no better than guessing. The error rate can be interpreted as the probability of correctly ranking the survival of a batteries of two random vehicles. Formally, the error rate is $1 - C$ where $C$ is Harrell’s concordance index (Harrell, Califf, Pryor, Lee, & Rosati, 1982). Figure 6 plots the error rate as a function of node-size and number of trees. From this plot it is clear that, based on the error rate, there is no reason to grow more than about 200-300 trees in the forest and that the error rate is fairly insensitive to the selection of node size. The variance of the reliability function estimate dependends on the number of datapoints, i.e., too small terminal node sizes would give unreliable results. Based on Figure 6, the minimum terminal node size is chosen to 200.

The number of random variables to evaluate in each node of the tree classifier should not be too low, since then there is a lower probability of actually finding the best variable. Also, to get diversity among the trees in the grown forest, the number of variables should not be too high. As mentioned above and
Figure 7. Error rate as a function of number of trees in the forest for three different number of random split variables to try in each node.

discussed further in Section 6, 30 variables are used in the analysis and Figure 7 shows the error rate for three different number of random variables explored in each tree node. Based on Figure 7, the number of random split variables to try in each node is selected to 10. The final parameter is the number of split values to try for each variable in each node. Due to the heterogeneous nature of the data, the package is configured for an exhaustive search for the best split value.

With the parameter values chosen, training the random survival forest with 200 trees, based on 30 variables for 33603 vehicles, takes about 15 minutes on the computer used for the experiments. The computer used has 128 GB of RAM and 2 Intel Xeon Processor X5675 (12M Cache, 3.06 GHz) resulting in 12 cores and 24 logical processors. In the experiment, 20 of the 24 logical processors were allocated in the tree computation. Note that training the forest is a one-time task, at least until more data becomes available, and predicting the reliability for a given vehicle is immediate.

5. HISTOGRAM VARIABLES

There are histograms in the available vehicle usage data and an example can be seen in Figure 10(a), which shows the fraction of time with a certain battery voltage. The frequencies of the observations in the intervals, the bin-values, are stored in the vehicle data. Thus, each bin-value is a variable that can be used for reliability function estimation.

By considering bin-values as independent variables, it is not taken into account that the bin-values represent frequencies of observations in intervals with known boundaries and that a histogram is an approximated probability distribution of a single variable. The mean and variance of a histogram are examples of properties that considers the underlying histogram variable and also take interval boundaries into account. Thus, could provide additional information for the reliability function estimation. To investigate properties of a histogram, a number of additional quantities, i.e., new variables, are derived for each histogram.

Consider a histogram with $n$ bins. Let $p_i$ and $x_i$ be the number of observations in and the center value of bin $i \in \{1, 2, \ldots, n\}$. The histograms are normalized such that the sum of bin values is one, i.e., $\sum_{i=1}^{n} p_i = 1$.

The variables considered for such a histogram are the bin values $p_i$ for $i \in \{1, 2, \ldots, n\}$, the cumulative sum $c_i = \sum_{k=1}^{i} p_k$ for $i \in \{1, 2, \ldots, n\}$, the mean value of the histogram variable defined as $\mu = \sum_{i=1}^{n} p_i x_i$ and the variance

$$
\sigma^2 = \sum_{i=1}^{n} p_i (x_i - \mu)^2
$$

Furthermore the 10th, 50th (median) and 90th percentiles are computed from the cumulative distribution function based on a uniform distribution in each bin. Figure 8 illustrates the meaning of these values.

It is also natural that the tails, i.e., extreme cases of the distributions are of special importance. For example, a large number of starts with low battery voltage and almost none with high battery voltage could indicate battery problems. The following two variables have been included in the analysis to study the importance of the tails of the distribution.

Let the bin values of the mean histogram over all vehicles be denoted by $\bar{p}_i$ for $i \in \{1, 2, \ldots, n\}$. The number of bins that is considered as the left tail of the histogram $n_-$ is computed from the mean histogram as $n_- = \max_{n} \sum_{i=1}^{n} \bar{p}_i < 0.05$. The number of bins considered as the right tail $n_+$ is computed analogously. Now, the tail variables considered for a histogram variable of a vehicle are computed as

$$
P_{\text{tail}} = \sum_{i=1}^{n_-} p_i + \sum_{i=n-n_++1}^{n} p_i
$$

and

$$
M_{\text{tail}} = \sum_{i=1}^{n_-} p_i - \sum_{i=n-n_++1}^{n} p_i
$$
6. VARIABLE IMPORTANCE

The dataset originally contains 291 variables where each bin in the histograms is counted as one variable. With the addition of the derived histogram variables described in Section 5 we obtain 1031 variables. To run the random survival forest algorithm considering the 291 variables takes 5 hours on the same machine that was described in Section 4. With 1031 variables, the computations did not finish in a reasonable time. To investigate parameter tuning of the forest, the algorithm has to be run with a number of different parameter settings. Then, also the run time with 291 variables is too long. To reduce computational complexity, the tree algorithms were run with 30 variables and this section describes how these variables have been selected.

To obtain accurate reliability functions it is important to use variables that are good at predicting battery failures. The predictive power of a variable will be called variable importance and this number can then be used to select the most important variables.

6.1. Method

Two different methods for computing variable importance have been investigated. The first method is based on the receiver operating characteristics curve, ROC-curve, and considers one variable at a time and the second is a multivariate analysis based on the error rate described in Section 4 computed by the random survival forest package.

Single variable analysis

The single variable analysis is based on the ROC-curve that shows the performance of a binary classifier. To introduce the ROC-curve, consider a hypothesis test concerning the battery of a vehicle with hypotheses

\[ H_0 : \text{no battery problem} \]
\[ H_1 : \text{battery problem} \]

For a variable \( x \) consider the test with threshold \( J \) and rejection region \( \Phi(J) = \{ x | x > J \} \) such that

\[ x \notin \Phi(J) : \text{accept } H_0 \]
\[ x \in \Phi(J) : \text{reject } H_0 \] \hspace{1cm} (4)

Two important properties of the test is the probability of detection, i.e.

\[ P(D) = P(\text{reject } H_0 | H_1 \text{ is valid}) \]

that ideally should be 1 and the probability of false alarm

\[ P(FA) = P(\text{reject } H_0 | H_0 \text{ is valid}) \]

which ideally is 0. Both the detection and false alarm probability is dependent on the threshold \( J \) and the ROC-curve is a plot of probability of detection \( P(D) \) as a function of false alarm probability \( P(FA) \). The curve is obtained by varying the threshold \( J \).

An example of an ROC-curve is shown in Figure 9. Figure 9(a) shows the observations of a hypothetical variable used for classifying battery problems. The red circles are observations for vehicles without battery problems and the blue crosses observations from vehicles with battery problems. The value from vehicles with battery problems tends to be bigger than the values for vehicles without battery problem thus the variable could be used to separate those cases. The three different plots shows with a dashed vertical line different thresholds \( J \) and the true positive rates (TPR), i.e., the probability of detection, and the false positive rates (FPR), i.e., the probability of false alarm is shown.

The ROC-curve is shown in Figure 9(b) and is obtained by estimating the probabilities \( P(D) \) and \( P(FA) \) for thresholds \( J \) of different values. The numbers 1-3 refers to the 3 different thresholds shown in Figure 9(a). Consider for example the threshold in the second plot of Figure 9(a). Since 4 out of the 5 cases with battery problems are above this threshold the detection probability is estimation is \( P(D) = 0.8 \) and since 1 out of 5 cases without battery problems is above the threshold \( P(FA) = 0.2 \). This point is marked with a 2 in Figure 9(b).

Variable importance for a variable \( x \) is then computed as the area under the ROC-curve (AUC) as

\[ \text{AUC}(x) = \int_0^1 \text{ROC}(x) \, dx \]

For the example the AUC is 0.96.

The AUC is between 0 and 1. A value below 0.5 indicates that the observations from vehicles with battery problems are in general smaller than the observations of vehicles with fault free battery. In this situation a battery fault should be detected if the variable is below the threshold instead, i.e., to change the rejection region in equation (4) to \( \Phi(J) = \{ x | x < J \} \) and the AUC becomes 1 subtracted with the unmodified AUC. Hence all variables will get an AUC between 0.5 and 1 where a bigger value indicates a more important variable.
Multivariate analysis

Variable importance can also be computed using the error rate described in Section 4 as suggested in (Ishwaran et al., 2008, 2007). Variable importance for a specific variable \( x \) is evaluated by subtracting the error rate using all variables from the error rate obtained without using \( x \). The error rate without \( x \) is evaluated on the original trees grown with \( x \) and whenever a split for variable \( x \) is encountered a daughter node is randomly assigned.

Advantages with this way of computing variable importance compared to the AUC-method is that the error rate is more closely related to our primary goal, i.e., to estimate the reliability function accurately and that the correlation of variables is considered. A disadvantage is the computational complexity of growing the trees needed to evaluate the error rates.

6.2. Case study results

As said in the beginning of Section 6 the 30 most important of the total 1031 variables was selected as a trade-off between computational complexity and prediction performance. Since variable importance based on error rate requires the computation of a forest, the simpler AUC score has been used for the selection. The selection has been done in two steps. In the first step, the two most important variables of each histogram have been selected considering a variable correlation condition described later. In the second step, the 30 most important variables are selected among all non-histogram variables and the variables selected in first step. Since variable importance based on error rate is more closely related to reliability function prediction a comparison of the AUC-based ranking and error rate ranking is given in the end for of this section for the 30 selected variables.

Analysis of histogram variables

For each histogram stored in the dataset the variables described in Section 5 have been computed and the importance of them ranked according to the AUC.

Figure 10 shows an example of the mean histogram representing the relative time spent with a certain battery voltage when the battery temperature has been in the range of 10 to 25°C. To see how battery health affects the battery voltage the vehicles has been divided into 3 groups: vehicles with battery failure \( T \leq t_0 \), vehicles with battery failure \( T > t_0 \), and vehicles without any observed battery failure. Within the last set of vehicles also those with a long censoring time \( T > 2t_0 \) is shown separately. Figure 10(b) shows the relative deviation from the mean histogram under the fault free case. It can be seen that battery voltage is low more often for vehicles with battery failures.

Figure 11 shows variable importance based on AUC-score. The variables are introduced in Section 5 where pct stands for percentile and Mtail and Ptail for minus and plus tail respectively. The most important variable of the histogram is \( p_2 \) which corresponds to the relative time with battery voltage between 26 and 27V. It can be seen that \( p_2 \) seems reasonable by looking at Figure 10(b) where the vehicle with failed batteries have a higher value than for the vehicles with non-failed batteries.

The next most important variable is \( c_2 \), i.e., the sum of the first two bins. Obviously \( c_2 \) is rather correlated with \( p_2 \) and to avoid the inclusion of highly correlated variables the most important variable is selected and the most important variable with a correlation with the most important variable less than 0.4. In this case, the mean value of the histogram will be the second selected variable.

For this histogram the original variable, \( p_2 \) was most important but the next histogram is an example where some of the derived variables are most important. Figure 12 shows a histogram for
variable importance based on error rate has also been computed of the top 30 variables in Figure 14(a) and the result is shown in Figure 14(b) where the top 18 variables are shown. Both rankings are quite similar. For example among the top 10 most important variables in each ranking 9 are the same. Thus even if the simpler AUC-based score has been used for variable selection the similarities with the more advance error rate based score is promising.

7. Prognostics and Condition Based Maintenance

The main objective so far has been to compute the battery lifetime prediction function \( B(t; t_0, \mathcal{V}) \) through estimation of the reliability function \( R^\mathcal{V}(t) \) as described in Section 4 and then use (3).

With the reliability function and the battery lifetime prediction function, there are several ways to pass information to a condition based maintenance planner. One simple and direct way is to schedule the time for next maintenance \( T_{\text{maint}} \) no later than a time where the probability of a non-functioning battery is less than a certain threshold value. Formally,

\[
T_{\text{maint}} \leq \arg \min_t [B(t; t_0, \mathcal{V}) < J] \tag{5}
\]

where \( J \) is some predefined threshold. Another possibility is to compute the expected remaining useful life of the battery for a specified vehicle. Let \( f(t) \) be the battery lifetime distribution. By definition it holds that \( f(t) = -\frac{d}{dt} R(t) \) and then by partial integration

\[
E(T) = \int_0^\infty tf(t) \, dt = -\int_0^\infty \frac{d}{dt} R(t) \, dt = \int_0^\infty R(t) \, dt
\]

This expression then gives that the expected remaining useful life of a battery in a vehicle \( \mathcal{V} \), given that life up to \( t = t_0 \) is observed, is given by

\[
E(\text{RUL}(t_0, \mathcal{V})) = \frac{1}{R^\mathcal{V}(t_0)} \int_{t_0}^{\infty} R^\mathcal{V}(t) \, dt - t_0
\]
Although the expectation of remaining useful life is attractive, it involves integrating the estimated reliability function to infinity. Unfortunately, the estimated reliability functions has a high degree of uncertainty for large values of \( t \). This is due to that there are very few recorded data points for large \( t \) and therefore this approach is not pursued further here. Instead, the battery lifetime prediction function is used as in (5).

Figure 15 shows the estimated \( B(t; t_0, V) \) function for three different vehicles with \( t_0 = 3.32, 5.14, \) and 7.31 time units respectively. For example, the figure shows how the probability of battery failure is increasing with increasing number of days in use. With a threshold of \( J = 0.9 \), the corresponding maintenance time \( T_{\text{maint}} \) should be no later than 2.29, 1.59, and 0.44 time units respectively. It is clear from Figure 15 that the expected battery lifetime prediction varies significantly for different vehicles. But that is to be expected since the three vehicles has been in operation significantly different amount of time.

In Figure 15 there are no confidence intervals or standard-error estimates. This is unfortunate since it is then difficult to assess how reliable the estimate of the reliability function is. To our knowledge, there is no standard way of estimating standard errors for bagged learners and random forests. Estimating confidence intervals for random survival forests is an active research area and one possible approach is described in (Wager, Hastie, & Efron, 2014).

To further investigate the impact on battery degradation from different usage profiles, ambient conditions, and vehicle configurations, Figure 16 shows the estimated battery lifetime prediction function for 20 vehicles with almost the same time in operation, about \( t_0 = 5 \) time units. Here it is clear that, even with similar time in operation the expected lifetime of the battery varies significantly. For example, comparing the vehicle with the worst predicted outcome with the vehicle with the best predicted outcome, the former vehicle has about 3% longer time in operation, which can not alone explain the big difference in predicted battery degradation. However, looking at the time with low battery voltages and low ambient temperatures, exactly as was done in Figure 4, it shows that the vehicle with worse battery lifetime prediction has spent significantly more time in that operating point. This also suggests that the dataset predicts that it is not sufficient to consider calendar time and mileage to get efficient vehicle individual maintenance plans.
8. Conclusions

High degree of availability and reliability is important in many businesses and in particular heavy-duty trucks and the lead-acid battery is an important component to maintain. The battery is a difficult component to predict since degradation heavily relies on usage profile, vehicle configuration, and ambient conditions.

The main contribution is a case-study utilizing a data-driven approach to compute probabilistic reliability properties for a battery in a specific vehicle thus making condition-based maintenance feasible. The case-study is based on vehicle data from 33603 vehicles. A second contribution is the exploration of Random Survival Forests (RSF) for battery prognostics, and it is shown why RSF is a suitable tool in this application. A third main contribution is the study of which variables in the vehicle data that are important to characterize battery degradation. In particular a procedure is proposed how to include histogram data in the analysis.

The approach is evaluated using fleet-management data from truck manufacturer Scania and it is successfully shown how probabilistic reliability information can be estimated for the battery in individual trucks.
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