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SUMMARY

Unless techniques are developed to solve special classes of linear programming problems, it is likely that only models involving between 100 and 200 equations will be successfully computed by general techniques now available. This paper discusses the need to compute large scale systems and points out some of the common characteristics of many practical models which promise to lead to short cut procedures.
The purpose of my talk is to discuss with you the possibilities for solving large scale linear programming problems. I shall sound both an optimistic and a pessimistic note. The pessimistic note concerns the ability of the problem formulator, either amateur or professional, to develop models that are large scale. The pessimistic note also concerns the inability of the problem solver to compute models by general techniques when they are large scale. If this is so, is not the great promise that the linear programming approach will solve scheduling and long range planning problems with substantial savings to the organizations adopting these methods but an illusion and a snare? Are the big problems going to be solved as they have always been solved — by a detailed system of on-the-spot somewhat natural set of priorities that resolve every possible alternative as it arises?

Let us consider a modest planner who is concerned with the expansion of motor production — let us say a special type motor that requires a special type of steel and must use tools fabricated from this steel and the tools which fabricate these tools also use this steel. The tools that fabricate steel we will call steel
capacity, those that fabricate tools - tool capacity, and those that fabricate motors - motor capacity. The planner is quite modest because he is willing to consolidate all of the multitudinous activities and items into these simple terms. He is interested in developing a program over two years by quarters, that meets a specified schedule of known sales and creates the largest stockpile of motors for any future sales that may develop. The initial inventory must satisfy the following relations in detached coefficient form for first two time periods:

<table>
<thead>
<tr>
<th>Activities (1st Period)</th>
<th>Activities (2nd Period)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motors</td>
<td>Steel</td>
</tr>
<tr>
<td>( x )</td>
<td>( x )</td>
</tr>
</tbody>
</table>

**Variables**

- Initial Steel Inventory Cap. = 1
- Tool Cap. = \( \lambda \mu \nu \) +1
- Motor Cap. = +1
- Steel Stocks = \( \alpha \) -1 1 \( \lambda \mu \nu \)
- Motor Stocks = -1 +1

**Inventory Balance (2nd Period)**

- 0 = -1 -1 -1 1 \( \lambda \mu \nu \) +1
- 0 = -1 -1 -1 +1 1 \( \lambda \mu \nu \) +1
- 0 = -1 -1 -1 +1 \( \alpha \) -1 1 \( \lambda \mu \nu \)
- \( a_2 \) = -1 +1
The pattern must be repeated for eight time periods. If we denote the upper and lower blocks by A and B respectively, the model has the form

\[
\begin{bmatrix}
A \\
B & A \\
B & A \\
B & A \\
B & A \\
B & A \\
\end{bmatrix}
\]

The resulting system of 40 equations in 80 variables with the objective to maximize a stockpile of motors can be solved in a half hour on a modern electronic computer. Let this planner now decide that his model is entirely too coarse and that he must plan by months, distinguish two types of motors and two types of steel and our resultant system becomes 7 x 24, 14 x 24 or 16 x 336. At this size the computation would require about one week using one shift per day. From the viewpoint of the computer the planner is no longer modest. However, for those of you in the audience who have ever engaged in programming, it is clear that the so-called "detailed"
model above is at best only useful as an over-all type of guide, but hardly detailed in a realistic sense.

Let me cite an example from another area — the problem of routing cargo aircraft. Let the variable \( x_{ijk} \) represent the number of aircraft of type \( k \) routed between city \( i \) and \( j \). Let us distinguish between six types of aircraft, ten time periods, and twenty cities. In addition, consider a second set of variables \( y_{ij} \) which is the tons of cargo shipped between city \( i \) and \( j \) on the way to \( j \). Our equations become

\[
\begin{align*}
\text{Aircraft in} = \text{Aircraft out: } & \sum_{j} x_{cjk} = \sum_{i} x_{ik} \quad (k=1, \ldots, 6)(c=1, \ldots, 20) \\
\text{Cargo in} = \text{Cargo out: } & a_{ij} + \sum_{j} y_{cjk} = \sum_{i} y_{ik} + b_{ij} \quad (k=1, \ldots, 20)(c=1, \ldots, 20) \\
\text{Tonage Cap.} \geq \text{Tonage Req.: } & \sum_{k} \lambda_{ij} x_{ijk} = \sum_{j} y_{ij} \quad (i=1, \ldots, 20)(j=1, \ldots, 20) \\
\text{Plane Months Available: } & \sum_{i} \sum_{j} \mu_{ij} x_{ijk} = p_{k}
\end{align*}
\]

As we see again such a system involving only a few cities, type aircraft, and cargo destinations generate easily a system in 1000 equations in 10,000 unknowns. Superficially, a very discouraging situation.
For a number of years research has been going on, now centered at RAND, specifically directed toward the solution of large scale systems and my talk to you today is in a nature of a progress report. At RAND we have a simplex code which can successfully solve a system of 100 equations in any number of unknowns in about five hours. By successful I mean it has done so on a number of occasions and has produced accurate usable results.

Theoretically the machine could do 200 equations but it would take so long that, with machine failures, restarts, etc., it does not appear practical to do so. We also have a special code for a special type of problem called the "machine processing" model. Mathematically, this may be described as a slightly generalized type of transportation model. A transportation model as developed by Hitchcock and later independently by T. C. Koopmans is of the form

\[
\begin{align*}
\sum_{j} x_{ij} &= a_i \\
\sum_{i} x_{ij} &= b_j \\
\sum x_{ij}c_{ij} &= \text{Min}
\end{align*}
\]

We can slightly generalize it by replacing the coefficient of \( x_{ij} \) in the first equation by \( \lambda_{ij} \).

The special RAND code which only works for a particular choice of \( c_{ij} \) can work out solutions to a 300-equation system of this
type in about an hour.

Basically, our approach has been to study a large number of models as they arise in practice to discover if they have any characteristic that can be taken advantage of computationally. When we have developed a theoretical approach we often take a watered-down version of the model that can be solved directly by the general code and compare this with the new method. Often these new methods are powerful enough to do by hand what cannot be achieved by machine. Of course, situations of this sort are not new. A transportation problem of the Hitchcock–Koopmans variety involving, say, a hundred rows and columns combined or one involving 10 rows and hundreds of columns can be nicely handled by clerks. Recently, Cooper and Charnes and others have reported that they were successful in solving certain very large systems by hand methods. All of this gives encouragement to believe that many large scale systems will be successfully solved in the future.

Except in highly specialized models of the transportation type or others where unusual characteristics can be taken advantage of, greater progress will be made by developing in the first phase consolidated versions of the model. There are several reasons for this. In the first place this effort results in a model which is often very useful in itself. Secondly, it provides an excellent dry run for methodology. In a word, it is better for administrative and technical reasons to keep the model initially small.
Inevitably the size of models does increase. I wish to discuss some devices that can greatly reduce the amount of computation. In the first place there appears to be a number of important characteristics commonly found in practical models.

(a) Matrix of coefficients is composed of blocks of zeros.
(b) Within non-zero blocks most elements are zero.
(c) Matrix is often block triangular.
(d) Many variables have simple upper bounds or satisfy a system of secondary constraints, most of which are non-active in any given problem.

Block triangularity is one of the most promising characteristics to exploit. The basis in the simplex method consists in a selected subset of the columns of the coefficients. It is square, non-singular matrix which from one cycle to the next is modified by one column. Its inverse or equivalent is needed on each iteration. If the basis is of this form (1), and let us suppose the diagonal submatrices designated A (but not necessarily the same) are square and non-singular. It it has this property it will be referred to as "square block triangular." This form is ideal because it is necessary only to have the inverses of the diagonal submatrices. Furthermore, from one iteration to the next it becomes only necessary to modify one of these smaller inverses. Strictly speaking most bases taken from block triangular systems do not conform to this ideal situation but are very close to being of the required form. In this case, it is possible by transforming the matrix slightly to get into the required square block triangular form.
When a matrix is composed largely of zeros where the zeros are in no obvious pattern, it is often practical to solve directly for the prices and the representations of the vectors entering the basis rather than to solve for them by means of the inverses of successive bases. The transportation model is a classical case where this approach has paid off.

When many variables have simple upper bounds, it is no longer necessary to add one more variable and equation for each such restraint. Instead, it is possible to slightly modify the original simplex algorithm and apply it to the system excluding the upper bounds. Essentially, one replaces a variable by $x = b - x$ where $b$ is an upper bound for $x$ whenever in the simplex process $x$ reaches its upper bound.

In many problems there are equations that may be considered as forming a set of side conditions; for example, conditions that capacity of certain machines is never exceeded or the characteristics of certain products; e.g., its viscosity is within specifications, etc. In most problems only a small subset of these "secondary" constraints are likely to be active, i.e., at their critical value—the others being well within specifications or capacities. In such cases it is recommended that the linear programming problem be first solved without regard to these secondary constraints. Then the system is enlarged to include the secondary constraints and an initial basis is obtained by augmenting the final basis of the smaller problem. This will result in a basis
in which not all variables associated with the secondary constraints are positive. However, in this form the dual simplex procedure of Lemke may be employed. Often in practical cases only a few iterations are needed to clean up the negative variables and obtain an optimum solution.

Details of the three procedures outlined above may be found in RAND Notes on Linear Programming: Parts VIII, IX, X — Upper Bounds, Secondary Constraints, and Block Triangularity in Linear Programming," dated 4 October 1954.