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ITERATED LIMITS AND THE CENTRAL LIMIT THEOREM

FOR DEPENDENT VARIAELES.l

by
George Marsaglia
University of North Carolina

1. Introducticn., Section 2 of thls paper gives some results on
iterated limits which may be considered generalizations of well-Known
reaulta_[-l, P, 255;7. Section 3 applies these results to give easy

proofs of some central limit theorems for m-dependent varisbles.

2. Itereted Probability Limits. Here, we use ‘the strong sense

€d limat: ZLor cunstants aij’ 1, §=1, 2, ...,
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We note that (1) holds if, and only if, for each € > 0 there exist

integers M, Nl, N,, ... such that if the pair (1,3) eatinries 3 > M,

1:-NJ, then \aiJ - a] <e.

DEFINITION 1. Let £, fiJ’ i, 3 =1, 2, ... be random variables.

Then

plinm rlim £ = £
g ¢ Y

means, for every € > O,

im dim P(|£,, - £] > €) =0
3 i ij

l. Work sponscred by the Office of MNaval Research under Contract No.
N7-our-28402.
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THECREM 1. Let hij’ giJ’ i, =1, 2, ... be random variables.

Let G be a function such that at each of its contiruity points x

lim lim P(g1J < x) = G6(x),
J i '
and suppose
plim plim hij = 0,
Then
l;m lim P(g1J + hiJ < x) = G(x).

Let € = 80 > 0 and a continuity peint x of G be given. We shall

exhibit integers M, Nl’ NQ, ++. Buch that

Land
Y}
~—

edayy + my, <30 -6 <e

it J>Maad i > NJ‘ First, chocse B8 Bo that G is continuous at x + 8,

at x - B, and B0 that

(3) j6(x + B) - 6(x - 8)| < 2.

Then choose M, Nl’ N2’ ++« BO that, simultaneously,

| >
(%) P(lh13;>6) <3
(5) IP(g13 <x)-G(x)]<d
(6) IP(g,, < x - 8) - Gx -8)] <3

(1) Plag, <x+ B) - Gix+B)| <D
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vhenever (1i,)) satisfies J > M and i > N,. Then for such a pair (1,3),

let F(x) = P(g1J + hij < x), H(x,B) = P(gi + by

J
L(x,8) = P(g,, < x, IhiJI < 8) and Q(x) = P(g,, < x). We have
[F0)-6(x) | < |F(x)-B0x,8) b [B(x,8)-L(x,8) b lu(x,8)-a0x) b fa{x)-6(x) |
Now by (4) and (5), each of the terms on the right except the second
is bounded by &, and since L(x-B,B) < H(x,B) < L(x+B,B) and
L(x-8,B) < L(x,8) < L(x+B,B),

lB(x,8) - L(x,8)| < lL(x+B,8) - L(x-8,8)] < 55
by (&), {7), (3) and (6), since
L(x+B,B8)-L(x-8,8) | < [L(x#8,8)-Q(x+p) [+ [a(x+8)-G(x+8) }+ l6(x+B8)-G(x-B) |

+ lo(x-8)-0(x-8) |+ [a(x-p)-L(x-8,8) |

Hence |F(x)-G(x)| < 88 = €, which is condition (2).

TBEOREM 2. Unde: the conditions of Theorem 1, if there exist

constants aiJ such thet lir lim a.iJ =a >0, and if G is continuous
J 1

at x/6 then lim lim P(a

; 13813 < x) = G(x/a).
J

Using the artifice, for suitable i, J§, 7,

X X
a8 aid

X
le(e,, < —;J) -6 < lpeyy <

) - Pleyy <1+ ey < Q) 6|

{ - T % ( - =2y - Blg s |
le(ay , < a’ij) Pleyy<3) | < lP\sm Sa5) - ey <5l

tix rroof is routine. The detaile ere omitted.



3. Applications to partitioned sequences of m-dependent random

variables. Let xl, Xp: vo- be an m-dependent sequence of random variahles

with zero means. For each pair {n, k) with 2m < k < n, dzfine

Yy = X gy b oeee + X4 om i=1,2 ...
i”s
| k
Bax = ¥ Yy Crac = Blgy)
2 2 . T
= =i -
5 Eul+.u+gg, B, %\fﬂ gu) .

Since we shall be dealing with 1lim lim relations, B> U < k, may be
k n

defiged indifferently.

According to Theorems 1 and 2, if

t
(8) lim 1m -2 = 1
Kk n "n
(9) plim plim b, =0
k n
x - lte
€y 1 -
(10) lim lim P(z— < x) = = e at
nk f2

then



Kt oueX - =t
(11) TR Ve i N e GRS
5 8, /=)

The following theorems give conditione which imply (8), (9), snd (10).

THEOREM 3. If thore exist constants a > 2, B > O such that

(12)

n
_2 <B, n=l, 2, s e
8
n
ll 3 2 ] g
\ 3) E(xn) <B, n=1, 2, )
n o l/a
b3 E(lxil )
(1%) v\ —— 2 - 0
n n

then condition (11) holds.,

We first establish (8) and (9). One readily finds, for

am <k <n,
2 .2 a1 2
(15) l62 - t2, | < (L-{g‘l-bk)&neB !
and
(16) E(ni}(-—;- ( %.lL} ¥*)s .
- B -
n

But, using (12),

i 2 n
g - k
. - b _—l ,l—n
17) lim lim — = liw lim - = lim (¢ lim =) =
%" 2 2 k 2
X I 8 k n 8. sn



Relations (15), (16} and (17) imply (8) ana (9).
Condition (10) will be trie, by Liapounoff‘'s Theorem

[4, p. 284 7 i7, for lerge X,

;|—k 1/e
&
L E B |y, 1) )
lim 22— ’ = 0.
n nk
ik-m )
Now E( lyi ) < K& il>: . B( li [a), s0 that
J=ik -kt
3]
a
- l/a n 1l/a
'\ = s(ly P ) 2{ E el P) )
1m V22— — <um —I2E —
n nk n n nk

by (14) and (8), if k 1s large.

THEOREM 4. 1f Xys Xpp eee is a stationary m-dependent sequence

wich zero means, then (11) holds.

For in that case, (12) holds, sul, since the variances are
bounded, (8) and (9) are established as sbove. (10) holds, since, for

each k > 2m, the sequence Yis Yos e is stationary and independent.
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