NEW LIMITATION CHANGE

TO
Approved for public release, distribution unlimited

FROM
Distribution authorized to U.S. Gov’t. agencies and their contractors; Administrative/Operational Use; APR 1954. Other requests shall be referred to Office of Naval Research, 800 North Quincy Street, Arlington, VA 22217-5660.

AUTHORITY
ONR ltr, 26 Oct 1977
Because of our limited supply, you are requested to return this copy WHEN IT HAS SERVED YOUR PURPOSE so that it may be made available to other requesters. Your cooperation will be appreciated.

NOTICE: WHEN GOVERNMENT OR OTHER DRAWINGS, SPECIFICATIONS OR OTHER DATA ARE USED FOR ANY PURPOSE OTHER THAN IN CONNECTION WITH A DEFINITELY RELATED GOVERNMENT PROCUREMENT OPERATION, THE U. S. GOVERNMENT THEREBY INCURS NO RESPONSIBILITY, NOR ANY OBLIGATION WHATSOEVER; AND THE FACT THAT THE GOVERNMENT MAY HAVE FORMULATED, FURNISHED, OR IN ANY WAY SUPPLIED THE SAID DRAWINGS, SPECIFICATIONS, OR OTHER DATA IS NOT TO BE REGARDED BY IMPLICATION OR OTHERWISE AS IN ANY MANNER LICENSING THE HOLDER OR ANY OTHER PERSON OR CORPORATION, OR CONVEYING ANY RIGHTS OR PERMISSION TO MANUFACTURE, USE OR SELL ANY PATENTED INVENTION THAT MAY IN ANY WAY BE RELATED THERETO.

Reproduced by DOCUMENT SERVICE CENTER KNOTT BUILDING, DAYTON, 2, OHIO

UNCLASSIFIED
Synthesis of Radio Signals on Overwater Paths

Prepared Under Office of Naval Research Contract Nonr 375(01)
NR 071 032
SYNTHESIS OF RADIO SIGNALS ON OVERWATER PATHS

by

A. H. LeGrone
A. W. Straton
H. W. Smith

Prepared Under Office of Naval Research Contract Nonr 375(01)
NR 071 032
# TABLE OF CONTENTS

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABSTRACT</td>
<td>1</td>
</tr>
<tr>
<td>I. INTRODUCTION</td>
<td>1</td>
</tr>
<tr>
<td>II. MATHEMATICAL FORMULATION OF TOTAL RADIO SIGNAL EQUATION</td>
<td>2</td>
</tr>
<tr>
<td>III. NUMERICAL EXAMPLE</td>
<td>6</td>
</tr>
<tr>
<td>IV. CORRELATION CONSIDERATION</td>
<td>13</td>
</tr>
<tr>
<td>V. ANALYSIS OF FIELD MEASURED RADIO SIGNALS ON OVERWATER PATH</td>
<td>17</td>
</tr>
<tr>
<td>VI. SYNTHESIS OF RADIO SIGNALS ON AN OVERWATER PATH</td>
<td>23</td>
</tr>
<tr>
<td>VII. CONCLUSIONS</td>
<td>26</td>
</tr>
</tbody>
</table>
FIGURES

1. Time Variations in Total Received Signal with $K = 1.0$. 7
2. Time Variations in Total Received Signal with $K = 0.8$. 8
3. Time Variations in Total Received Signal with $K = 0.6$. 9
4. Amplitude Distribution of the Frequency Components in the Time Fluctuations of the Radio Signal for $K = 1.0$. 10
5. Amplitude Distribution of the Frequency Components in the Time Fluctuations of the Radio Signal for $K = 0.8$. 11
6. Amplitude Distribution of the Frequency Components in the Time Fluctuations of the Radio Signal for $K = 0.6$. 12
7. Power Distribution of the Frequency Components in the Time Fluctuations of the Radio Signal for $K = 1.0$. 14
8. Crosscorrelation of Water Data with A.C. Component of Total Radio Signal as a Function of Relative Time Phase, $\theta$, for $K = 1.0$. 15
9. Crosscorrelation of A.C. Component of Total Radio Signal at $\theta = 0^\circ$ with A.C. Component of Total Radio Signal at Other Values of $\theta$, for $K = 1.0$. 16
10. ESRL Radio Path Across the Golden Gate Inlet. 18
11. Frequency Spectrum of Water Waves. 19
12. Frequency Spectrum of A.C. Component of Total Radio Signal Showing Single Peak. 20
13. Frequency Spectrum of A.C. Component of Total Radio Signal Showing Large Second Harmonic. 21
14. Frequency Spectrum of A.C. Component of Total Radio Signal Showing Prominent Second and Third Harmonics. 22
15. ESRL Radio Path Across Barstaria Pass. 24
16. Field Measured and Theoretical Height-Gain Curves. 25
ABSTRACT

The fluctuations of radio signals at microwave frequencies on overwater paths are explained on the basis of a periodic rise and fall of the water level. From this study, it is seen that the variations in the radio signal strength will contain the frequency of the water level cycles and also the second and third harmonics of the water level cycles.

This same model predicts that the crosscorrelation function of the fluctuations of the radio signal at two vertically spaced antennas will drop from unity to zero as the separation distance is changed from zero to one-half of a lobe width of a height-gain interference pattern.

Although the model assumes reflection from a plane surface, the results of the study successfully explain most of the features of the observed fluctuations of the radio signals on two overwater paths.

I. INTRODUCTION

A study of the propagation of microwave radio signals on overwater paths is confused by the absence of a suitable model of the rough water surfaces. Reflection from hemisphere, semi-cylinder and broken mirror type surfaces have been considered, but the results obtained are very unwieldy and the appropriateness of the models for actual sea surfaces is questionable.

Many of the characteristics of the overwater radio signal fluctuations can, however, be explained in terms of a plane reflecting surface which rises and falls periodically. This report investigates some of the effects of this simplified model and compares the results with measured overwater propagation data. The comparison indicates that at small grazing angles the simplified model is adequate to explain a number of measured characteristics.

It is not implied that the plane surface model gives a complete explanation of the radio signal fluctuations. It is felt, however, that the plane surface model does give a very good solution where a large coherent reflected component is present. It is felt, further, that a clear understanding of the plane surface case will be of value in approaching the problem of reflections from rough surfaces.
II. MATHEMATICAL FORMULATION OF TOTAL RADIO SIGNAL EQUATION

It is assumed that the path length is short enough so that straight line propagation may be used and that the effect of the earth's curvature may be neglected. With these assumptions, the phase difference, $\theta$, between the direct and the reflected waves at the receiver can be expressed as accurately as needed by the following equation,

$$\theta = \frac{4\pi h_1 h_2}{\lambda D} - \pi$$  \hspace{1cm} (1)

where $h_1$ = transmitter height in feet.
$h_2$ = receiver height in feet.
$D$ = path length in feet.
$\lambda$ = wavelength in feet.

The reflecting surface is assumed to rise and fall sinusoidally with time and the deviation of the reflecting plane from its average value is given by

$$\Delta h = b \sin (\omega t)$$  \hspace{1cm} (2)

where $b$ is the maximum displacement of the reflecting plane from its average value, measured in feet.

The height of the receiver and of the transmitter are given by

$$h_1 = h_{10} + \Delta h \quad \text{and}$$

$$h_2 = h_{20} + \Delta h$$

respectively.

The equation for $\theta$ must now be expanded to show the changes in $h_1$ and $h_2$ which result from the reflecting surface height variations. The equation for $\theta$ is

$$\theta = \frac{4\pi h_1 h_2}{\lambda D} (h_{10} + \Delta h) (h_{20} + \Delta h) = \pi$$  \hspace{1cm} (3)

$$= \frac{4\pi h_1 h_2}{\lambda D} \left[ h_{10} h_{20} + (h_{10} + h_{20}) \Delta h + (\Delta h)^2 \right] - \pi$$  \hspace{1cm} (4)

If we assume that $\Delta h$ is small compared to $(h_{10} + h_{20})$ we can rewrite Equation (4) as follows:
\[ \theta = \left[ \frac{4 \pi}{\lambda D} (h_{1o} \cdot h_{2o}) - \pi \right] + \left[ \frac{4 \pi}{\lambda D} (h_{1o} + h_{2o}) \right] \Delta \theta \]  
\[ = \left[ \frac{4 \pi}{\lambda D} (h_{1o} \cdot h_{2o}) - \pi \right] + \left[ \frac{4 \pi}{\lambda D} (h_{1o} + h_{2o}) \right] \sin \omega t \]  
\[ = \theta_o + \phi \sin \omega t \]  

The equation for the resultant received signal, \( E \), is

\[ E = E_o \left( 1 + Ke^{j\theta} \right) \]  

where, \( E_o \) = electric field strength of the direct ray or free space signal at the receiver.

\( K \) = reflection coefficient.

The ratio \( R \) of the resultant signal to the direct or free space signal is given by

\[ R = \left( \frac{E}{E_o} \right) = 1 + Ke^{j\theta} \]  
\[ = \left( 1 + K^2 + 2K \cos \theta \right)^{1/2} \]  

where

\[ \delta = \arctan \left( \frac{K \sin \theta}{1 + K \cos \theta} \right) \]  

Since our primary interest is in the fluctuations in the total signal amplitude, we will consider only the scalar magnitude of \( R \) in Equation (9) which is,

\[ |R| = \left( 1 + K^2 \cos \theta \right)^{1/2} \]  

A binominal series expansion of \(|R|\) is,

\[ |R| = X^{1/2} + \frac{K^2}{2} X^{-1/2} \cos \theta + \frac{K^2}{3} X^{-3/2} \cos^2 \theta + \frac{K^2}{5} X^{-5/2} \cos^3 \theta + \ldots \]  

where \( X = (1 + K^2) \)
We can now expand the $\cos^n \theta$ terms in Equation (12) for $n = 1, 2, 3, \ldots$, and collect coefficients of like terms.

$$|R| = A_0 + A_1 \cos \theta + A_2 \cos 2\theta + A_3 \cos 3\theta + \ldots$$

(13)

where

$$
\begin{align*}
A_0 &= x^{-1/2} - \frac{x^2}{4x^{3/2}} + \frac{15x^4}{256x^{7/2}} - \frac{105x^6}{256x^{11/2}} - \ldots \\
A_1 &= \frac{x^1}{x^{1/2}} + \frac{3x^3}{8x^{5/2}} + \frac{x^5}{64x^{7/2}} + \frac{11x^7}{1024x^{13/2}} + \ldots \\
A_2 &= -\frac{x^2}{4x^{3/2}} - \frac{x^4}{16x^{7/2}} - \frac{5x^6}{32x^{11/2}} - \ldots \\
A_3 &= \frac{x^3}{8x^{5/2}} + \frac{3x^5}{128x^{7/2}} + \frac{63x^7}{1024x^{13/2}} + \ldots
\end{align*}
$$

(14)

The $\cos n\theta$ terms in Equation (13) can also be expanded as follows:

$$\cos n\theta = \cos n(\alpha_0 + \phi \sin \omega t)$$

(15)

$$= \cos (n\alpha_0 + n\phi \sin \omega t)$$

(16)

$$= \cos (n\alpha_0) \cos (n\phi \sin \omega t) - \sin (n\alpha_0) \sin (n\phi \sin \omega t)$$

(17)

where

$$
\begin{align*}
\cos (n\phi \sin \omega t) &= 1 - \frac{(n\phi \sin \omega t)^2}{2!} + \frac{(n\phi \sin \omega t)^4}{4!} - \frac{(n\phi \sin \omega t)^6}{6!} - \ldots \\
\sin (n\phi \sin \omega t) &= (n\phi \sin \omega t) - \frac{(n\phi \sin \omega t)^3}{3!} + \frac{(n\phi \sin \omega t)^5}{5!} - \frac{(n\phi \sin \omega t)^7}{7!} + \ldots
\end{align*}
$$

(18)

As a final step in the expansion of $\cos^n \theta$ in Equation (12), the $(n\phi \sin \omega t)$ terms, $m = 0, 1, 2, 3, \ldots$, in Equations (18) can be expanded; and by collecting the coefficients of like terms, a final expression for $|R|$ is obtained in terms of a fundamental $(\omega t)$ and its harmonics $(n\omega t)$, as follows:

$$|R| = B_0 + B_1 \sin \omega t + B_2 \cos 2\omega t + B_3 \sin 3\omega t + B_4 \cos 4\omega t + \ldots$$

(19)
where

\[
\begin{align*}
B_0 &= A_0 + A_1 \phi_0 \cos \theta_0 + A_2 \phi_2 \cos 2\theta_0 + A_3 \phi_3 \cos 3\theta_0 + \ldots \\
B_1 &= A_1 \phi_1 \sin \theta_0 - A_2 \phi_1 \sin 2\theta_0 - A_3 \phi_1 \sin 3\theta_0 - \ldots \\
B_2 &= A_1 \phi_2 \cos \theta_0 + A_2 \phi_2 \cos 2\theta_0 + A_3 \phi_2 \cos 3\theta_0 + \ldots \\
B_3 &= -A_1 \phi_3 \sin \theta_0 - A_2 \phi_3 \sin 2\theta_0 - A_3 \phi_3 \sin 3\theta_0 - \ldots \\
B_4 &= A_1 \phi_4 \cos \theta_0 + A_2 \phi_4 \cos 2\theta_0 + A_3 \phi_4 \cos 3\theta_0 + \ldots 
\end{align*}
\]

(20)

and

\[
\begin{align*}
\phi_{0n} &= 1 - \frac{(n\phi)^2}{4} + \frac{(n\phi)^4}{64} - \frac{(n\phi)^6}{2304} + \ldots \\
\phi_{1n} &= (n\phi) - \frac{(n\phi)^3}{8} + \frac{(n\phi)^5}{192} - \frac{(n\phi)^7}{9216} + \ldots \\
\phi_{2n} &= \frac{(n\phi)^2}{4} - \frac{(n\phi)^4}{48} + \frac{(n\phi)^6}{1536} - \ldots \\
\phi_{3n} &= \frac{(n\phi)^3}{24} - \frac{(n\phi)^5}{384} + \frac{(n\phi)^7}{1536} - \ldots \\
\phi_{4n} &= \frac{(n\phi)^4}{192} - \frac{(n\phi)^6}{3840} + \ldots \\
\phi_{5n} &= \frac{(n\phi)^5}{1920} - \frac{(n\phi)^7}{46080} + \ldots \\
\phi_{6n} &= \frac{(n\phi)^6}{23040} - \ldots \\
\phi_{7n} &= \frac{(n\phi)^7}{322560} - \ldots 
\end{align*}
\]

(21)

Equation (19) is the final and desired expression for \( |R| \). The terms shown in Equations (20) should be adequate for determining the B coefficients for \( K < 1 \) and \( \phi < \frac{1}{2} \). If \( K = 1 \) and \( \phi > \frac{1}{2} \), more terms may have to be added to the series shown in Equations (14), (20) and (21), depending on the accuracy required and the highest harmonics of interest.

An expression similar to Equation (19) can be obtained for the total relative power received if \( |R|^2 \) is expressed as the sum of a series of sine and cosine terms obtained through an expansion of \( \cos \theta \).
\[ |R|^2 = (1 + K^2) + 2K \cos \theta \]  \hspace{1cm} (22)

\[ |R|^2 = c_0 + c_1 \sin \omega t + c_2 \cos 2\omega t + c_3 \sin 3\omega t + c_4 \cos 4\omega t + c_5 \sin 5\omega t + \ldots \]  \hspace{1cm} (23)

where

\[
\begin{align*}
c_0 &= (1 + K^2) + 2K \phi_{01} \cos \theta_0 \\
c_1 &= 2K \phi_{11} \sin \theta_0 \\
c_2 &= 2K \phi_{21} \cos \theta_0 \\
c_3 &= 2K \phi_{31} \sin \theta_0 \\
c_4 &= 2K \phi_{41} \cos \theta_0 \\
c_5 &= 2K \phi_{51} \sin \theta_0
\end{align*}
\]  \hspace{1cm} (24)

and the \( \phi \) functions are as defined in Equation (21) for \( n = 1 \).

III. NUMERICAL EXAMPLE

Equations (19) and (23) in the preceding section show the frequency of the reflecting surface height variations and its harmonics appearing in the received radio signal. A numerical example is solved in this section to further emphasize the importance of the surface variation frequency and its harmonics in the total signal.

Equation (11) is used to compute \( |R| \) for several values of the parameters \( \theta_0 \) and \( K \). A value of 58° is chosen for \( \phi \) in Equation (6) to correspond to experimental data described later. The frequency of the surface variation is arbitrary.

The solution for \( |R| \) in the numerical example is shown in Figures 1, 2 and 3. The amplitude of the principal frequency components in \( |R| \) is shown in Figures 4, 5 and 6 as a function of \( \theta_0 \). The amplitude curves in Figures 4, 5 and 6 were obtained by a Fourier [1] analysis of the \( |R| \) curves in Figures 1, 2 and 3. Higher harmonics than the third were found to be small.
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The curves in Figures 1 thru 6 graphically show the effect produced by the reflecting surface variation on the radio signal received. The fundamental of the surface variation frequency, for example, is found to be dominant over most of the range of $\Theta_0$. A strong second harmonic is found most of the time with a third harmonic becoming prominent for some values of $\Theta_0$.

It is important to note that only the even harmonics are present in $|R|$ at $\Theta_0 = 0°$ or $180°$, Figures 4, 5, and 6. This would correspond to having the signal fluctuate about a signal maximum or a signal minimum, respectively, in a height-gain curve. The disappearance of the odd harmonics is predicted by Equation (17) since the $\sin(n\Theta_0)$ coefficient of $\sin(n\phi\sin\omega t)$ is zero for $\Theta = 0°$ or $180°$. Thus, this term, which gives the odd harmonics, disappears for these conditions.

The curves in Figure 7 show the magnitude of the three primary frequency components present in the relative radio power received, Equation (24). These curves were computed using the $\phi$ functions as defined in Equations (21) for $n = 1$.

IV. CORRELATION CONSIDERATION

The normalized cross-correlation [2] coefficient $\rho_{12}(\tau)$ is computed at $\tau = 0$ for the reflecting surface variation and the fluctuations in the total received signal. The mathematical expression for $\rho_{12}(\tau)$ is

$$
\rho_{12}(\tau) = \frac{1}{\bar{y}_1(t) \bar{y}_2(t)} \int_{-\infty}^{\infty} y_1(t) y_2(t + \tau) dt
$$

where

$y_1(t) = 1.0 \sin\omega t$, (assumed reflecting surface amplitude variation),

$y_2(t) =$ fluctuating part of $R$ [a.o. component of curves in Figures 1, 2, and 3].

$y_1(t) =$ effective value of $y_1(t)$

$y_2(t) =$ effective value of $y_2(t)$

The cross-correlation coefficient for $\tau = 0$ is shown in Figure 8 as a function of $\Theta_0$ for $K = 1.0$. The curves for $K = 0.5$ and 0.6 were also computed but are not shown as there was no significant difference between them and Figure 8.

The cross-correlation curve in Figure 8 shows a correlation coefficient of zero between the radio signal variations and the reflecting surface variations when $\Theta_0 = 0°$ or $180°$, or in terms of height-gain curves, when at a signal maximum or at a signal minimum, respectively.

A single cross-correlation curve, Figure 9, was computed for the fluctuations in the total signal at $\Theta_0 = 0°$ and the fluctuations at other values of $\Theta_0$. This was computed for $K = 1.0$ only. The curve shows the correlation to be expected
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FIG 7
CROSSCORRELATION OF WATER DATA WITH A.C. COMPONENT OF TOTAL RADIO SIGNAL AS A FUNCTION OF RELATIVE TIME PHASE, \( \phi \), FOR \( K=0 \)
between the fluctuations in the signal at a height-gain maximum and the fluctuations in the signal at other receiver heights which are near the height of the height-gain maximum. This curve, of course, is directly applicable only to the numerical example in this paper.

V. ANALYSIS OF FIELD MEASURED RADIO SIGNALS ON OVERWATER PATH

Signal strength measurements were made on an overwater path, 16,200 feet long, across the Golden Gate Inlet, San Francisco, California, Figure 10. The transmitter height was 87 feet above mean sea level and the receiver height was approximately 50 feet above mean sea level. The water level data [3] were obtained at the pile in Figure 10. A nominal value for the swell amplitudes as measured was two feet, peak to trough.

Spectral density studies [4] were made of the variations with time of the water level and of the variations with time of the radio signal. Sample curves are shown in Figures 11, 12, 13 and 14.

Figure 11 is the water data spectral density curve and is typical of all the water data samples taken. The frequency at which the peak occurred varied slightly from day to day but otherwise the curve remained essentially the same. The spectral density curves of the radio signal varied considerably as Figures 12, 13 and 14 will attest. These are typical cases of the curves found although there were a few cases in which the second peak was larger than the first. There were no cases in which a definite fourth peak was found.

The very good agreement between the central frequency at which the peak occurs in the water spectral density curve, Figure 11, and the central frequency of the first peak in the radio spectral density curves, Figures 12, 13, and 14, suggests very strongly that one results from the other. Also the second and third peaks in the radio data are so near the second and third harmonic frequencies of the first peak central frequency that it must be assumed that they are the harmonics of the first peak central frequency.

The numerical example curves in Figure 7 show how a proper choice of $\theta_0$ would yield, by theoretical analysis, curves of $|R|$ having the same fluctuation characteristics as found in the measured data. In Figure 7, for example, a constant amplitude reflected wave with a mean relative time phase of $80^\circ$ or $100^\circ$ and a relative time phase variation of $5^\circ$ Sinew would have produced in the total received signal a time varying component having a strong fundamental and a negligible second and third harmonic of the driving frequency as found in the measured data shown in Figure 12. If the mean relative time phase had been $15^\circ$ or $165^\circ$, a spectral density curve similar to the measured curve in Figure 13 would have been obtained. Similarly, a mean relative time phase of $130^\circ$ would have resulted in the spectral density curve in Figure 14.

The theoretical analysis, of course, is for a single water wave frequency and thus gives only line spectra, whereas, the field measured curves are for conditions of continuous water wave spectra. It is not too difficult, however, to visualize
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FIG. 10
FREQUENCY SPECTRUM OF WATER WAVES.

FIG. II
FREQUENCY SPECTRUM OF A.C. COMPONENT OF TOTAL RADIO SIGNAL SHOWING SINGLE PEAK.

FIG. 12
FREQUENCY SPECTRUM OF A.C. COMPONENT OF TOTAL RADIO SIGNAL SHOWING LARGE SECOND HARMONIC.

FIG. 13
FREQUENCY SPECTRUM OF A.C. COMPONENT OF TOTAL RADIO SIGNAL SHOWING PROMINENT SECOND AND THIRD HARMONICS.

FIG. 14
the driving force in the numerical example as a band of frequencies, in which case, the spectra would be a band spectra similar to the field measured case. Thus we see that the patterns in Figures 12, 13 and 14 plus many others could be obtained from a single specularly reflected wave of constant amplitude.

The mean relative phase $\theta_0$ in the field measured data was essentially constant over short periods of time, however, changes in water level due to the tide did change $\theta_0$ considerably over longer periods of time. Tides varied from four to six feet during the period of measurement and thus changed the effective terminal heights $h_1$ and $h_2$, such that $\theta_0$ varied during the day as much as 232° or 348°, depending on the tide that day. This range of variation was sufficient to cover almost all of the possible combinations of components shown in Figure 7.

VI. SYNTHESIS OF RADIO SIGNALS ON AN OVERWATER PATH

The ocean model assumed in Section I is used to compute a height-gain curve for a second overwater path. The equation for the curve is number (8). The components of the relative phase angle $\theta$ vary in accordance with Equation (5).

The values assigned the parameters in Equation (8) are those of an overwater path at Barataria Pass, Louisiana [5]. See Figure 15. The values are: $h_1 = 61.7$ feet, $b = 1/12$ foot, $\lambda = 0.105$ feet, and $D = 2780$ feet. The time variations in the height of the reflecting surface are arbitrarily related to the time factor in the height-gain curve in such a way that 7.12 cycles of the surface variations are completed in one cycle of the height-gain variation. If we neglect $\eta$ in the $\theta_0$ component of Equation (5) and assume an initial phase angle for the reflecting surface variations, the equation for $\theta$ is

$$\theta = 2.656 h_2 - \left( \frac{61.7 + h_2}{278.8} \right) \sin (18.9 h_2 - 3.037) \quad (26)$$

A value of 0.9 is assumed [5] for $K$, so that the equation for $R$ is

$$R = 1 + 0.9 e^{j[2.656 h_2 - \left( \frac{61.7 + h_2}{278.8} \right) \sin (18.9 h_2 - 3.037} \quad (27)$$

Equation (27) is shown plotted in Figure 16(b).

The synthesis of the radio signal is carried one step further in order to investigate the effect on the pattern of the height-gain curve of a small variation in the reflection coefficient. Accordingly, $K$ is assumed to vary in the following manner

$$K = 0.9 - 0.05 \sin (18.9 h_2 - 3.037) \quad (28)$$
CYCLE - HEIGHT GAIN INTERFERENCE PATTERN
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FIG. 16
If we assume $\phi$ to be zero, the equation for $R$ is

$$
R = 1 + \left[ 0.9 - 0.05 \sin (18.9 h_2 - 3.037) \right] e^{2.65 h_2}
$$

(29)

A plot of Equation (29) is shown in Figure 16(c).

Figure 16(d) is a plot of $R$ with both $K$ and $\theta$ having a sinusoidal time varying component. The equation for $R$ is

$$
R = 1 + \left[ 0.9 - 0.05 \sin (18.9 h_2 - 3.037) \right] e^{2.65 h_2 - \frac{61.7 + h_2}{278.8} \sin (18.9 h_2 - 3.037)}
$$

(30)

Figure 16(a) is a sample of the radio signal $R$ as actually measured at Barateria Pass. The agreement of this signal with the synthesized signals in 16(b) and (d) is very good and indicates the extreme importance of the relative phase of the reflected wave.

VII. CONCLUSIONS

1. Variations in the relative time phase of the reflected wave generates, in the combination of the direct wave and the reflected wave in the receiver, a fundamental and higher harmonics of the driving motion causing the phase variations.

2. Normalized crosscorrelation studies of the time variations in the amplitude of a radio signal taken on an overwater path and the associated time variations in the height of the ocean surface may vary from zero to unity, depending on the relative time phase of the reflected radio wave and the direct radio wave.

3. Normalized crosscorrelation studies of the time variations in the amplitude of radio signals taken on vertically spaced antennas may vary from plus or minus one to zero.

4. The good agreement of the spectral density distribution of the time variations in the radio signal with the predicted spectral density distribution based on the assumed ocean model indicates that the assumed model is a good approximation of the true ocean existing at the time the field data were taken.

5. The good agreement referred to in paragraph (4) above also shows very strongly that the relative time phase variations in the reflected radio signal are a major factor in determining the time stability of the amplitude of the total radio signal.
6. The reproducibility of field measured data by relative time phase variations in the reflected ray offers additional evidence of the importance of the relative time phase variations in the time stability of the total radio signal.

7. The prominence of the surface variation fundamental in Figures 12, 13 and 14 suggests that the surface reflected wave comes primarily from a small area around the geometrical image point, i.e., an area of the same order of magnitude as the individual swell wavelength.
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